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EXECUTIVE SUMMARY

Nuclear physics is manifest in areas as seemingly disparate as the history of the early universe, the generation of energy in the sun, and the creation of nearly all the elements in stellar furnaces and explosions. A major focus of nuclear physics is the strong force and the atomic nuclei whose binding is a direct result of it, and whose stability underlies that of the atoms and thus molecules forming the familiar matter of all life forms and everyday objects. The strong nuclear force is a complex one, much more so than the gravitational and electromagnetic forces familiar from daily life. Understanding this nuclear force places particularly difficult demands not only on experiment but also on theory and calculation, particularly on computational power needed for these calculations.

Nuclear physics pursues several major areas of research, including the following:

1. Structure of nuclei
2. Nuclear forces and quantum chromodynamics (QCD), the quantum field theory of the strong interaction
3. Fundamental interactions and symmetries that govern the interactions and the quantum states observed
4. Nuclear astrophysics and the synthesis of nuclei in stars and elsewhere in the cosmos
5. Hot QCD for the highest temperatures known and phases of strongly interacting matter
6. Science and design of the accelerators, detectors, and other tools essential for pursuing these scientific questions.

The analysis and interpretation of results, and the development of an encompassing theoretical and intellectual framework depend on significant and focused investments, particularly in large-scale computing facilities and their ancillary capabilities for data visualization, storage, retrieval and transmittal. These are necessary in parallel to the perhaps more familiar investments in state-of-the-art accelerators and detectors to support experimental investigations. Most forefront problems now driving active research depend on access to large-scale computing facilities for tasks ranging from designing the facilities, making predictions based on current theories, and determining the implications for scientists’ overall understanding of the experimental results, all with more demanding requirements for precision.

The scale of computing facilities needed for state-of-the-art scientific exploration far outweighs what is possible with desktop- to departmental-scale (few to hundreds of computing cores) resources—instead, requiring access to the (few) large national centers where tens of thousands of computing cores, capable of delivering sustained performance of hundreds of teraflops, are available. Many problems, coming from all areas of nuclear physics, still require that significant approximations be made before such powerful centers can process the problem, or cannot even be attempted at present centers as they require computing timescales on the order of years. Extrapolating to the computing power needed to remove such approximations indicates a major shift in the ability to address such forefront questions that will occur with computing resources that are a few orders of magnitude more capable than current state-of-the-art machines. It can be projected that in a number of areas of active research, descriptions become possible that include all presently known phenomena and address the science involved at the multitude of physics scales that are known to be important. This report provides a focused consideration of the nuclear
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physics that could be addressed at such a facility and notes proactive investments in computing facilities that would advance state-of-the-art technology.

The shift in architecture away from single-core to multicore computer architectures over the past two decades means that efforts to harness and make best use of the computing power offered need not only involve scientists and applied mathematicians to develop the best numerical approaches to solving computational problems, but necessarily also involves collaboration with computer scientists to develop programming approaches and languages that make best use of the massively parallel architectures. Thus, any exploration of the possibilities for computation in nuclear physics at scales that exceed those of today necessarily involve joint efforts among scientists, applied mathematicians, and computer scientists.

This report is an account of the deliberations and conclusions of the workshop on “Forefront Questions in Nuclear Science and the Role of High Performance Computing” held January 26-28, 2009, co-sponsored by the U.S. Department of Energy (DOE) Office of Nuclear Physics and the DOE Office of Advanced Scientific Computing Research. Representatives from the national and international nuclear physics communities, as well as from the high-performance computing community, participated. The purpose of this workshop was to 1) identify forefront scientific challenges in nuclear physics and then determine which—if any—of these could be aided by high-performance computing at the extreme scale; 2) establish how and why new high-performance computing capabilities could address issues at the frontiers of nuclear science; 3) provide nuclear physicists the opportunity to influence the development of high-performance computing; and 4) provide the nuclear physics community with plans for development of future high-performance computing capability by the DOE Office of Advanced Scientific Computing Research.

Technical panel discussions focused on five major areas where extreme scale computing is most relevant to nuclear science:

- nuclear forces and cold QCD
- nuclear structure and nuclear reactions
- nuclear astrophysics
- hot and dense QCD
- accelerator physics.

This report gives a description of key science issues and opportunities for these five major science areas. The current status is exhibited with examples drawn from active research that uses current large computing centers. The report then provides priority research directions (PRDs), including scientific goals that can be achieved at each step of a series of measured increases in computing power above that presently available, culminating in a factor of one-thousand-fold increase in capability. A discussion of crosscutting issues is provided, with opportunities featured for collaboration with scientists particularly in the areas of applied mathematics and computer science. The report concludes with a conclusions and recommendations section.
Priority Research Directions

The PRDs that the five sub-panels identified are summarized in the following paragraphs.

Sub-Panel 1 – Nuclear Forces and Cold Quantum Chromodynamics

QCD is the underlying quantum field theory describing the strong interactions. When combined with the electroweak interactions, it is responsible for the interactions and properties of the nucleons and all nuclei. Lattice QCD is the only known technique which can be used to solve QCD and involves a direct numerical evaluation of the path-integral of QCD using large-scale computers. This sub-panel identified four PRDs.

- The first is the spectrum of QCD, which involves the calculation of the spectrum and properties of excited states of mesons, in particular those with explicit gluonic degrees of freedom.
- The second is how QCD makes a proton, which involves the calculation of the contribution of gluons to nucleon structure, which will refine scientists’ knowledge of the origin of mass and spin in the proton.
- The third is from QCD to nuclei, which involves the calculation of the three-nucleon interaction with lattice QCD, which will provide interactions between nucleons that must be known, yet are inaccessible to experimentation; this inaccessibility currently limits nuclear structure/reaction and astrophysics calculations.
- The fourth is fundamental symmetries, which involves the calculation of both parity-violating nuclear forces and time-reversal-violating observables resulting from the weak- and strong-interactions with lattice QCD.

Sub-Panel 2 – Nuclear Structure and Nuclear Reactions

The theory of the atomic nucleus focuses on predicting and explaining extensive classes of phenomena that occur in nuclei. These phenomena are important in the birth of the universe, in astrophysical settings, in energy generation via fission and fusion, and in industrial and medical applications via use of stable isotopes and radioisotopes. This sub-panel identified four PRDs.

- The first is the physics of extreme neutron-rich nuclei and matter, which includes computing properties of nuclei that determine the r-process nucleo-synthesis path in stars and the nucleonic matter in neutron star cores and crusts.
- The second is the microscopic description of nuclear fission, which involves solving a problem of both basic science interest and of great practical importance—computing the paths to fission and its products.
- The third is nuclei as neutrino physics laboratories, which involves computing properties of nuclei used in double-beta decay experiments and neutrino-nucleus cross sections for modeling supernova explosions and for the exploration of the properties of neutrinos.
- The fourth is the reactions that made us, which involves computing the triple-alpha process that produces $^{12}$C, the nucleus at the core of organic chemistry and thus life forms, and $^{12}\text{C}(\alpha,\gamma)^{16}\text{O}$, the element that is key to both water and the reactions that power humans and our present society.
Sub-Panel 3 – Nuclear Astrophysics

The study of astrophysics and cosmology helps scientists understand the universe, how it came to be, and our place in it. Given ever more precise astrophysical models, the universe becomes a far more powerful laboratory for neutrino physics beyond the standard model, astrophysics, and nuclear physics at high density and neutron content. Laboratory experiments in nuclear and neutrino physics in turn can influence understanding of astrophysics. This sub-panel identified three PRDs.

- The first is the **sun and other stars**, which involves both developing the first three-dimensional models of the sun and other stars that capture the turbulence of stellar interiors, and determining their ramifications for stellar evolution, nucleosynthesis, and neutrino physics.

- The second is **stellar explosions and their remnants: thermonuclear supernovae**, which involves the development of high-fidelity models of thermonuclear supernovae (the standard candles for studying the behavior of dark energy with redshift) with complete treatments of turbulent nuclear burning, of the transition from deflagration to detonation, and of radiation transfer to determine their explosion mechanism and element synthesis.

- The third is **stellar explosions and their remnants: core-collapse supernovae**, which involves the development of precision three-dimensional models of core-collapse supernovae to ascertain their explosion mechanism; to predict their element synthesis in both explosive and r-process channels; to predict their neutrino and gravitational wave signatures; and to study their remnants (e.g., neutron stars), which then leads to understanding neutrino and nuclear physics not accessible in, and/or complementing, terrestrial experiments.

Sub-Panel 4 – Hot and Dense Quantum Chromodynamics

The recent discovery of deconfined strongly interacting matter, colloquially called quark-gluon plasma, is a significant opportunity to extend current understanding of nuclear matter and elementary particles at high temperature and density. This matter shows evidence of behaving as a fluid with a remarkably small ratio of shear viscosity to entropy, possibly lower than any other known substance. There is evidence from spectral shapes, spectra of heavy quarks, and the elliptical asymmetry of emitted particles, that equilibration occurs on a remarkably small timescale. This sub-panel identified four PRDs.

- The first is the **precision calculation of bulk thermodynamics** for strongly interacting matter.

- The second is the **QCD phase structure at nonzero net baryon number density**, with a goal to calculate the behavior of QCD at finite-temperature and density to map the QCD phase-diagram, and determine the existence and location (if it exists) of the thus far elusive critical point.

- The third is the **transport coefficients of QCD and spectral functions of hadrons in medium**, which involves calculating the transport properties of QCD at high temperatures and nonzero densities, including the screening mechanisms that lead to modifications of hadron properties and the destruction of light and heavy quark hadronic bound states.

- The fourth is the **equilibration challenge: from the color glass condensate to the quark gluon plasma**, which involves using the outputs of the first three PRDs in the complex three-dimensional modeling of the expansion and cooling of dense matter created in relativistic heavy ion collisions.
Sub-Panel 5 – Accelerator Physics

Accelerators are essential elements of the nuclear physics program, with the majority of experiments requiring access to advanced accelerators for their execution. The recently announced Facility for Rare Isotope Beam physics will have a state-of-the-art heavy-ion linac and separation system to obtain rarely produced nuclei at production levels of $10^{-17}$ or less of the primary beam for key experiments in nuclear structure and astrophysics. Cold and hot QCD physics programs both require knowledge of the structure of nuclei that can only be accessed by designing a new type of colliding-beams accelerator that can collide electrons and heavy atomic nuclei at luminosities that are orders of magnitude beyond state-of-the-art technology. Design tools used to realize these machines must address questions ranging from detailed long-term stability of particle orbits and beam emittances to detailed modeling of electromagnetic structures used to support the accelerating fields. This sub-panel identified four PRDs.

- The first is to maximize the production efficiency and beam purity for rare isotope beams for nuclear physics experiments, which requires methods to model beam separators to remove beam fragmentation products to the $10^{-17}$ level.

- The second is to develop an optimal design for an electron-ion collider; such a machine will operate at unprecedented luminosities and will require advanced modeling of the beam-cooling channels and related devices to control beam halo and disruption.

- The third is design optimization of complex electromagnetic structures for nuclear physics accelerator facilities. New accelerators tend to be large and represent significant capital investment; therefore, a means of modeling the electromagnetic response of accelerator cavity and magnetic structures incorporating multi-physics is needed.

- The fourth is advanced methods of accelerator simulation. New concept accelerators require much exploration of parameter space to determine if the basic idea will produce an interesting machine.
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INTRODUCTION

The strong nuclear forces—or strong interactions—give rise to a wealth of phenomena that govern the formation of atomic nuclei in the cosmos. These forces are responsible for the binding and stability of atomic nuclei and thus the molecules forming the familiar matter of everyday experience, including life itself. In contrast to the gravitational and electromagnetic forces that are familiar to all humans, the strong nuclear forces are particularly complex, and their study defines the core of nuclear physics. Developing a complete understanding of their implications for the universe and society places extreme demands not only on experiment, but also on theory. A broad range of investigations are underway to improve and expand current understanding of these strong nuclear forces. This includes understanding and quantifying how they result in the observed properties and interactions of nuclei and their constituents, and how they are involved in areas as seemingly disparate as the history of the early universe, the generation of energy in the sun and in terrestrial nuclear reactors, and the creation of nearly all the elements in stellar furnaces and explosions.

Nuclear physics pursues several major areas of research to examine these many aspects, including research into the structure of nuclei; into nuclear forces and quantum chromodynamics (QCD) (the quantum field theory of the strong interaction); into the fundamental interactions and the symmetries that govern these interactions and the observed quantum states; into nuclear astrophysics and the synthesis of nuclei in stars and elsewhere in the cosmos; into hot QCD and phases of strongly interacting matter; and in the science and design of the accelerators, detectors, and other tools essential for pursuing these scientific questions. The active areas of forefront research are described in the *The Frontiers of Nuclear Science, A Long Range Plan* (DOE 2007), including progress towards various goals set for that research.

Significant and focused investments are needed to support much of the planned research that is outlined above. Much of the experimental investigation requires use of state-of-the-art accelerators and detection devices, as outlined in the 2007 Nuclear Science Long Range Plan (DOE 2007). The analysis and interpretation of results, and the development of an encompassing theoretical and intellectual framework, also depend in a major way on such focused investments, particularly on large-scale computing facilities and their ancillary capabilities for data visualization, storage, retrieval and transmittal. An examination of most active lines of current research shows that many of the forefront problems now driving active research inquiries depend on access to large-scale computing facilities for tasks ranging from designing the facilities, making predictions based on current theories, and working out the implications for overall understanding of the experimental results.

The scale of computing facilities needed for forefront research in many cases far outstrips what is possible with current desktop-scale (one to four computing cores) and current university departmental-scale (dozens to hundreds of computing cores) or even most institutional-scale (thousands of computing cores) resources. Instead, this research requires access to the few large national centers where tens of thousands of computing cores—capable of delivering sustained performance of multiple teraflops and recently petaflops—are available. However, it remains the situation that the resources currently available at computational centers are insufficient to solve key problems in all areas of nuclear physics without either controlled or uncontrolled approximations. Extrapolating to the computing power needed to remove uncontrolled approximations and quantify controlled approximations indicates that a major shift in the ability to address forefront questions in nuclear physics will occur with computing capability and capacity that are a few orders of magnitude larger than what is available today. It can be projected that, in a
number of areas of active research, descriptions become possible that include all presently known phenomena and address the science involved at the multitude of physics scales known to be important. A focused consideration of nuclear physics that requires—or could be addressed with—such facilities is thus timely.

The evolution of large computer capability has led to large machines capable of sustaining petaflops, with further growth definitely possible with known architectures. This represents a remarkable increase in top speed in just over two decades. The Cray-2 attained one gigaflop in 1986, the Intel® ASC Red attained one teraflop in 1997, the IBM® Roadrunner attained one petaflop in 2008, and was soon followed by the Cray XT5™. The evolution of processor speeds has also been dramatic, although less so than the overall performance of very large machines, moving from the 8-bit processors used in early personal computers such as the Apple® II, which ran at 1 megahertz, to modern 64-bit microprocessors operating at 3.5 gigahertz.5 Note that processor speeds have increased little in the past 6 years, as technical limits and issues of heat removal from the silicon chips employed have come to dominate technical development; indeed, much engineering development is presently focused on increasing the number of computing cores located on one substrate. The greater scale up in aggregate performance achieved by the largest machines has been achieved by parallel processing where hundreds, thousands, and now hundreds of thousands of computing cores are focused on one problem: the five largest multiprocessor machines on the TOP500 list have over 100,000 computing cores. In addition, future machines will include accelerator technology, effectively bringing parallelism into the millions of computing cores.

This shift in architecture away from single processors over the past two decades means that efforts to harness and make best use of the available computing power not only involves scientists and applied mathematicians to develop the best numerical approaches to solving computational problems, but necessarily involves collaboration with computer scientists to develop programming approaches and languages that make best use of the massively parallel architectures. Thus, any exploration of the possibilities for computation in nuclear physics at scales larger than today must involve joint efforts among scientists, applied mathematicians, and computer scientists.

This workshop report is one of a series resulting from the Scientific Grand Challenges Workshops hosted by the U.S. Department of Energy (DOE) Office of Advanced Scientific Computing Research (ASCR) in partnership with other DOE Office of Science programs. The workshop series focuses on the grand challenges of specific scientific domains and the role of extreme scale computing in addressing those challenges. Dr. Paul Messina, interim director of science at the Argonne Leadership Computing Facility, is overseeing the workshop series.

The workshop, “Forefront Questions in Nuclear Science and the Role of High Performance Computing,” was held January 26-28, 2009, in Gaithersburg, Maryland, to discuss leading scientific problems in nuclear physics with a further focus on those problems that require extreme scale scientific computing capabilities. This collaborative workshop, part of the Scientific Grand Challenges Workshops series, was

---

1 Intel is a trademark of Intel Corporation.
2 IBM is a trademark of International Business Machines Corporation.
3 Cray XT5 is a trademark of Cray Inc.
4 TOP500 is a trademark of TOP500. Further information is available at TOP500® Supercomputer Sites at http://www.top500.org.
5 Apple is a trademark of Apple Inc.
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copublished by the DOE Office of Nuclear Physics and DOE ASCR. A copy of the charge letter requesting the workshop is provided in Young (2008).

Details of the workshop program, the overall workshop charge letter from DOE (Young 2008), and the plenary presentations are provided on the Extreme Scale Computing Workshop - Nuclear Physics website at http://extremecomputing.labworks.org/nuclearphysics/index.stm. Workshops in this series have been completed in climate science, high energy physics, nuclear physics, fusion energy sciences, nuclear energy, biology, and basic energy sciences. A workshop on national security will be conducted in October 2009.

The purpose of this workshop was to 1) identify forefront scientific challenges in nuclear physics and then determine which—if any—of these could be aided by high performance computing at the extreme scale; 2) establish how and why new high performance computing capabilities could address issues at the frontiers of nuclear science; 3) provide nuclear physicists the opportunity to influence the development of high performance computing; and 4) provide the nuclear physics community with plans for development of future high performance computing capability by DOE ASCR. The workshop provided a forum for the exchange of ideas from multiple scientific disciplines, including nuclear physicists, computer scientists, and applied mathematicians. These participants provided the interdisciplinary expertise required to identify and address challenges in nuclear science and high performance computing, with an emphasis on the use of extreme scale computing for nuclear science research, advances, and discoveries. The discussions included science issues, resource issues, the needed discipline skills to design and/or adapt code to use large computing centers, and the practical aspects of using very large centers and planning for future centers.

One hundred and fourteen participants registered for this workshop, of which 109 were in attendance. Workshop participants included physicists representing multiple areas of investigation in nuclear physics, computer science, and applied mathematics. Participants represented 27 national and foreign universities, 7 DOE national laboratories, 6 national and foreign corporations, and 2 federal agencies. Also present as observers were several DOE Headquarters program managers. The workshop agenda is provided in Appendix 1, followed by a list of attendees and their respective institutions in Appendix 2.

Technical panel discussions focused on five major areas where extreme scale computing is most relevant to nuclear science:
- nuclear forces and cold QCD
- nuclear structure and nuclear reactions
- nuclear astrophysics
- hot and dense QCD
- accelerator physics.

All groups first focused on the key scientific questions in their areas with reference to the 2007 Nuclear Science Long Range Plan (DOE 2007), and the more immediate scientific deliverables planned for the field (milestones). Forefront problems that would benefit from the application of large-scale computing resources were then examined and the relevant scale of current and needed work determined. A common goal of these five technical panel discussions was to define future scientific challenges that require the development of extreme scale computing to be addressed.
The structure of this report is as follows. A description of key science issues and opportunities for advancement are provided in separate sections for each of the five major areas listed above. The current status is exhibited with examples from active research efforts that draw upon large computing centers for the needed computing, visualization, and data management support. This is followed by the priority research directions for each of the five areas. For each priority research direction, there is a discussion of the scientific goals that can be achieved with a series of measured increases in computing power above that presently available, with a factor of one-thousand-fold increase in capability representing the highest level considered. Crosscutting issues are then presented, with opportunities featured for collaboration with scientists particularly in the areas of applied mathematics and computer science. Conclusions and recommendations from this report are provided, followed by references to published literature cited in the report. The workshop agenda is provided in Appendix 1, followed by a list of attendees and their respective institutions in Appendix 2. Appendix 3 provides a list of acronyms and abbreviations used throughout this report.
PANEL REPORTS

COLD QUANTUM CHROMODYNAMICS AND NUCLEAR FORCES
NUCLEAR STRUCTURE AND NUCLEAR REACTIONS
NUCLEAR ASTROPHYSICS
HOT AND DENSE QUANTUM CHROMODYNAMICS
ACCELERATOR PHYSICS
INTRODUCTION AND CURRENT STATUS

The strong interaction, one of the fundamental forces of nature, is responsible for a diverse range of physical phenomena, including binding gluons and the lightest quarks into pions, protons, and neutrons. Through its manifestation as the strong nuclear force, it then binds neutrons and protons together to form the elements of the periodic table. The strong nuclear force plays a central role in the burning of light nuclei, or fusion, which occurs within the sun’s core. Within certain heavy nuclei—such as the actinides—the strong nuclear force, in a delicate balance with the electromagnetic interaction, is responsible for the process of fission where nuclei split into smaller constituents, a process exploited in nuclear power stations to produce carbon-free energy. In core-collapse supernovae, the strong nuclear force is essential for producing the shockwave that ejects the star’s mantle, providing an environment for the nucleosynthesis of elements above iron. In all the subfields of nuclear physics represented in this report, the strong nuclear force plays a central role.

The strong nuclear force originates from an underlying quantum field theory known as quantum chromodynamics (QCD). This theory governs the interactions of quarks and gluons that are basic constituents of the observable matter in our surrounding environment. QCD has been thoroughly tested by experiments at high energies, giving scientists insight into nature’s workings over distances that are smaller than the size of nucleons (the term used for both protons and neutrons). However, at low energies or larger distances, the theory becomes formidable and efforts to theoretically determine fundamental nuclear physics phenomena directly from QCD have met with less success. A long-standing effort of the U.S. Department of Energy’s (DOE) Nuclear Physics program is understanding how QCD in this low-energy regime—dubbed cold QCD—manifests itself into observed nuclear phenomena, and further, how scientists can use QCD to make reliable predictions for processes that cannot be experimentally accessed.

The key issue is the phenomenon of confinement: quarks, through their interaction with gluons, are never found in isolation at these low energies; they come as quark/antiquark pairs known as mesons, or as triplets of quarks known as baryons. The phenomenon of confinement is a well established outcome of QCD, but the exact nature of how confinement occurs and all of its consequences are still a mystery. Why does QCD give us the particular mesons that we observe? In baryons, such as neutrons or protons, how exactly do the quarks and gluons behave? Answers to these and similar questions will give scientists greater insight into the mechanism of confinement and its consequences. Similar questions remain unanswered about the exact nature of the strong nuclear force and its lineage from QCD. For example, what is the nature and origin of the nuclear spin-orbit interaction? How does the three-neutron force emerge from QCD? Even partial answers to these questions will help illuminate long-standing issues in nuclear physics and ultimately provide scientists with a deeper understanding of how protons and neutrons combine to form nuclei, and therefore the elements germane to everyday life.
What is Quantum Chromodynamics and Lattice Chromodynamics?

At distance scales much less than $10^{-15}$ m, matter is found to be composed of quarks and gluons. There are six types of quarks, or “flavors”: up, down, strange, charm, bottom, and top quarks. They carry fractional electric charges: for example, an up quark carries negative two-thirds of the charge of the electron, whereas a down quark carries one-third of the charge of the electron. Quarks also carry another type of charge that physicists quizzically call “color”: any quark will have either red, blue, or green color charge. The theory that governs the interaction of quarks is aptly called quantum chromodynamics (QCD). Within this theory, gluons are massless particles that mediate forces between quarks, as well as between themselves. Gluons carry no electric charge but do carry color charges. At very short-distances, the interaction strength between quarks and gluons becomes small, a feature of QCD called “Asymptotic Freedom” (Gross and Wilczek 1973; Politzer 1973), while at larger distances the interaction between quarks and gluons becomes very strong, confining them into “colorless” objects called hadrons. The 2004 Nobel Prize in physics was awarded to David J. Gross, H. David Politzer, and Frank Wilczek for their discovery of asymptotic freedom in QCD, a non-Abelian gauge theory.

From left to right: David J. Gross, H. David Politzer, and Frank Wilczek. David G. Gross (Kavli Institute, University of California ) image courtesy of Los Alamos National Laboratory; H. David Politzer (California Institute of Technology) image courtesy of California Institute of Technology; and Frank Wilczek (Massachusetts Institute Technology professor) image courtesy of Donna Coveney (Massachusetts Institute of Technology).

Because of the peculiar way that gluons interact with each other at low energies, or at distances comparable to or greater than $10^{-15}$ m, QCD has so far proven impossible to solve using pencil and paper calculations. Lattice QCD is a formulation of QCD in which space and time are discretized on a lattice in such a way that makes the theory amenable to numerical calculations. A lattice QCD calculation is performed using a Monte Carlo method in which samplings of the vacuum are generated with a distribution prescribed by QCD, and physical observables are then measured on these samplings. The greater the number of measurements, the smaller the statistical uncertainty in the calculation. With sufficient computational resources, and a careful account of the discretization artifacts imposed by the lattice, calculations that are not currently possible with pencil and paper are now numerically feasible.

QCD is the quantum field theory that describes the interactions of quarks (depicted as colored circles), and gluons (wiggly lines). Gluons also interact with themselves, as shown in the left cartoon. For numerical calculations of QCD, the theory is formulated on a space-time lattice, as depicted in the right cartoon. Bottom images courtesy of Thomas Luu (Lawrence Livermore National Laboratory) and David Richards (Thomas Jefferson National Accelerator Facility).
The breadth of issues outlined in previous paragraphs does not represent a lack of progress in understanding nature in these environments. Rather, computational resources have now reached a point where answers to many of these questions are considered within the realm of possibility. Substantial progress has been made in using available computational resources to investigate these questions. As computational research in these areas matures, scientists can expect further progress in using the increasingly available computational resources. Extreme computing will usher in a new era in computational physics for zero-temperature QCD calculations, and will afford the opportunity of answering many of these outstanding questions in nuclear physics. However, new challenges must be met before such advances in computational resources can be used to their full potential.

Lattice QCD (LQCD) currently provides the only ab initio method for performing QCD calculations in the low-energy regime, and for acquiring a quantitative description of the physics of hadrons and nuclear forces. With LQCD calculations at the extreme scale, many hadronic observables will be calculated with precision, and the role of the gluons will be revealed. Aspects of hadronic physics not accessible to experiments will be readily calculated, allowing for many of today’s nuclear physics questions to be answered. Many of these calculations will have a direct impact beyond nuclear physics, such as in high-energy physics and in particular, our understanding of the standard model of particle physics.

Effective field theories (EFTs) will play an important role leading up to and beyond the extreme computing era. EFTs represent the natural bridge that connects LQCD to other subfields of nuclear physics. In the extreme computing era, EFTs will be readily constrained by LQCD calculations and used in nuclear structure and nuclear reaction calculations of light nuclei, helping scientists understand how nuclei emerge from QCD. In this manner, EFTs extend the range of applicability of LQCD; processes not directly calculable within LQCD can be investigated through the use of EFTs that are constrained by LQCD. An example of this is using lattice-based calculations of EFTs (LEFTs) to calculate the properties of infinite neutron matter. These calculations will help scientists understand and calculate the properties of neutron star crusts. The impact of extreme computing in this subfield of nuclear physics will be felt by the broader nuclear physics communities, such as those of nuclear structure and reactions, nuclear astrophysics, and nuclear matter under extreme conditions. The impact of extreme computing on nuclear forces and hadronic physics cannot be overstated.

The remainder of this panel report is organized as follows. The current status of the field is described, and several salient recent calculations are noted that demonstrate the potential of LQCD for describing the physics of hadrons and nuclei. Following this discussion, four priority research directions (PRDs) are identified that afford the opportunity for extreme computing to transform the current understanding of nuclear physics. For each PRD, the authors describe the computational and scientific challenges that must be met, the expected outcome, and the impact of the outcome on the current understanding of nuclear physics, and other areas of physics. For each PRD, the calculations facilitated through extreme computing are transformational culminations of a long-term research program, and the authors of this report therefore identify a series of intermediate milestone calculations leading to the extreme computing era.

Current Status

There is growing evidence of a synergistic collaboration between various subfields of nuclear physics made possible through the increase in computational resources available to the nuclear physics community. This is especially true in the area of nuclear forces and cold QCD. Based on the
accomplishments listed in this report, it is evident many of these results will have an impact and relevance to other areas of physics. Calculations of the interaction parameters of mesonic systems, for example, will in the future be used in femtoscopy studies of relativistic heavy ion experiments. LQCD calculations of exotic nuclear systems not accessible to experiment will be used in nuclear astrophysics simulations of supernovae. Calculations of moments of structure functions constrain the parton distributions needed to interpret the results of high-energy physics experiments such as those at the Large Hadron Collider in Europe. Recent accomplishments show the overlap of this subfield of nuclear physics with other areas of physics is significant and growing.

Accomplishments over the last 5 years have established the methodology and the groundwork for lattice investigations of hadron structure, spectroscopy, and hadron scattering calculations. An impressive menu of computations has been performed at decreasingly smaller values of the light-quark masses, with present day computational-resource limitations restricting the mass of the pion in precision calculations to be in excess of approximately 300 MeV. In the field of hadron structure, form factors, the lowest three moments of quark, spin, and transversity distributions, and generalized form factors corresponding to the lowest three moments of generalized parton distributions have been calculated (Göckeler et al. 2004; Hägler et al. 2003, 2004). Notable achievements include separating the contributions of the spin and orbital angular momentum of quarks to the nucleon spin (Figure 1), and the observation of the strong dependence of the transverse size of the nucleon on the longitudinal momentum-fraction of the struck quark (Hägler et al. 2008). The transition form factors between the nucleon and $\Delta(1232)$ have been calculated to explore the role of hadronic deformation (Alexandrou et al. 2004, 2005).

In spectroscopy, techniques to calculate nucleon-extended sources within the appropriate representation of the symmetry group of the underlying space-time lattice (the hypercubic group) have been developed (Basak et al. 2005a, 2005b) and used to calculate ground states and excited states (Bulava et al. 2009). Similar techniques have been used to calculate the radiative decay probabilities of excited states of the nucleon such as the $\Delta(1232)$ (Alexandrou et al. 2004, 2005, 2008) and $P_{11}$ (Lin et al. 2008) resonances, as well as the quark distribution amplitudes of the negative-parity partner of the nucleon (Göckeler et al. 2008).

In the meson sector, the charmonium resonance spectrum (the spectrum of states composed of a charm quark and a charm antiquark) has been determined (Chen 2001; Okamoto et al. 2002; Ehmann and Bali 2007; Dudek et al. 2008). Certain electromagnetic properties of charmonium, such as the rate of one- and two-photon emission from their excited states, have also been calculated (Dudek and Edwards 2006; Dudek et al. 2006); see Figure 2. A revolution in the ability to understand the interaction between hadrons, such as neutrons and protons, was the realization that current and future LQCD computations could be used to calculate nuclear interactions without relying on empirical data. LQCD calculations have enabled precise computations of a number of meson-meson interaction parameters (Beane et al. 2008a), demonstrating that rigorous first-principles calculations of the interactions that bind nuclei can be obtained from LQCD. Exploratory calculations are now underway on meson-baryon, baryon-baryon (Beane et al. 2006a), and more generally, multi-hadron systems.
LQCD calculations are already being used to constrain certain EFTs that are relevant for describing the interactions between mesons (Beane et al. 2008a, 2008b). The EFTs will, in turn, be used to calculate nuclear processes not calculable with LQCD. In the near future, LQCD calculations will be used to constrain the EFTs that are used in nuclear structure calculations of light nuclei, such as those being performed with the no-core shell model (NCSM) (Navrátil and Ormand 2002) and coupled-cluster (CC) (Hagen et al. 2007b) algorithms. Already recent work has shown how the use of EFTs can be adapted to standard nuclear shell model techniques (Stetcu et al. 2007). The impact of extreme scale computing on LQCD and its implications for the nuclear forces extends well beyond these areas, and provides key
inputs into nuclear structure and reactions, and astrophysics. Already, LEFT calculations have probed infinite neutron matter at densities below that of nuclear matter (Borasoy et al. 2007, 2008).

The following sections outline highlights of recent calculations within this subfield of nuclear physics, many of which required several sustained teraflop-years of computation.

**Nucleon Axial Charge**

The nucleon axial charge, $g_A$, is a fundamental measure of nucleon structure determined in neutron $\beta$-decay. Its value largely dictates the rate of proton-proton fusion, the first step in the thermonuclear reaction chains that power low mass hydrogen burning stars like the sun. Presently, its value is empirically constrained at the 0.2% level. Thus, a confrontation of a precise LQCD calculation of $g_A$ with experiment provides a benchmark for the ability to calculate hadron structure, as well as directly impacting, and more importantly, improving standard solar model input physics. Using chiral perturbation theory, analytic expressions for the mass and volume dependence were used to extrapolate present calculations of $g_A$ to the physical pion mass and to infinite volume, obtaining the axial charge with approximately 10% uncertainties, and in agreement with experiment (Edwards et al. 2006a; Khan et al. 2006).

**Isovector Nucleon Form Factors**

Nucleons are not point-like structures, but rather have a size of approximately $10^{15}$ m (~1 fm). How a nucleon’s charge and currents are distributed within its volume are encapsulated within its “electromagnetic form factors.” Their experimental measurement remains the subject of intense effort. Recent LQCD calculations with successively lighter quarks dramatically show the emergence of a cloud of pions at the periphery of the nucleon (Edwards et al. 2006b; Göckeler et al. 2007), which is consistent with expectations. In particular, the $F_1$ form factor monotonically decreases toward the experimental result as the light-quark masses used in the calculation are decreased toward their physical values, and a chiral extrapolation of the results encompasses the experimental value. Similarly, as the light-quark masses decrease toward their physical values, these calculations approach the experimental result for the form factor ratio $F_1/F_2$, measured by polarization transfer experiments such as those at the Jefferson Laboratory in Virginia.

**Quark Contribution to Spin of the Nucleon**

Nucleons possess angular momentum called “spin,” as do quarks and gluons. Knowing how the spin of the nucleon is partitioned between the spin of the quarks, the spin of the gluons, and their orbital angular momentum is central to understanding the nucleon structure. The contribution of the spin of the up and down quarks to the spin of the nucleon has been a central focus of experimental programs, and the methodology for computing the spin within LQCD is well established. The introduction of Generalized Parton Distributions (GPDs) (Müller et al. 1994; Ji 1997a; Radyushkin 1997) affords a means of calculating the contribution of the quarks orbital angular momentum to nucleon spin (Mathur et al. 2000; Brommel et al. 2007; Hägler et al. 2008) through Ji’s sum rule (Ji 1997b). Figure 1 illustrates a recent calculation of the dominant contributions of quark spin and quark orbital angular momentum to the spin of the nucleon (Hägler et al. 2008). While the total orbital angular momentum carried by the quarks within the nucleon is small, the amount carried by the up (u) and down (d) quarks separately is, in fact, substantial.
Low-Lying Baryon Spectrum

Powerful theoretical methods have been developed for the analysis of correlation functions produced in LQCD calculations, and have been used in present efforts to determine the excited state spectrum of QCD. For example, within a theory with only gluons, and without quarks, the spectrum of the low-lying bound states of gluons, known as glueballs, has been calculated (Morningstar and Peardon 1997, 1999); their existence is characteristic of the self-interactions between gluons, resulting directly from the non-Abelian nature of QCD. The existence of three quarks bound together to form baryons is also emblematic of QCD. Recently, a calculation of the baryon resonance spectrum was performed in a theory with gluons and two flavors of quarks, and for the first time a spin-5/2-state was identified in a LQCD calculation (Bulava et al. 2009).

Radiative Transitions in Charmonium

Charm quarks are heavier counterparts of the up and down quarks that comprise everyday matter, with a mass exceeding that of the proton. Because the charm quark and antiquark are heavy, their bound states, collectively known as charmonia, provide a theatre in which to explore the forces between quarks and antiquarks at shorter distances than those characteristic of mesons composed of the lighter up and down quarks. Furthermore, there is presently a wealth of high quality experimental data on the properties of charmonia. The calculation and experimental measurement of electromagnetic transitions between different states of charmonia provides a method of discerning their structure. Recently, the first LQCD calculations of the transition form factors between the lowest-lying charmonium states were performed, and showed good agreement with experimental measurements (Dudek et al. 2006), as illustrated in Figure 2. In a novel extension, the two-photon decays were computed (Dudek and Edwards 2006), and together these calculations lay the groundwork for future computations of the transitions and photo-couplings for mesons composed of light quarks.

Meson-Meson Scattering Lengths

The amalgam of EFT and LQCD has enabled rigorous and precise calculations of the s-wave scattering lengths for $\pi^+\pi^+$ (isospin-two) scattering (Beane et al. 2008a), and of $K\pi$ scattering lengths (Beane et al. 2006b); see Figure 3. Recently, three-meson interaction parameters have been measured from calculations involving multi-pion and multi-kaon systems that provided the first QCD calculation of a hadronic three-body interaction (Beane et al. 2008b; Detmold et al. 2008a, 2008b). These calculations also provide the first QCD calculation of pion- and kaon-condensates, which may play an important role in the evolution of core-collapse supernovae.
Baryon-Baryon and Meson-Baryon Scattering

LQCD calculations of systems of baryons are less mature because of the poor signal-to-noise ratios encountered in the calculations. Nonetheless, nucleon-nucleon scattering lengths have been calculated, albeit with pion masses too large to provide significant constraints at the physical light-quark masses, demonstrating proof-of-concept (Beane et al. 2006a). The hyperon-nucleon interaction has also been investigated, showing that the scattering phase-shifts for elastic processes—such as $n\Sigma$ scattering—that may be important in the nuclear equation of state in astrophysical settings, can be extracted (Beane et al. 2007).

Development of Effective Field Theories

EFTs provide the bridge between LQCD calculations and other subfields of nuclear physics. Such theories are endowed with a systematic power-counting scheme: at a certain precision of calculation, only a finite number of terms are required in the EFT expansion, and those can be unambiguously identified (Weinberg 1967, 1979). However, there remains low-energy constants that must be determined within these theories; LQCD thus offers a robust method to perform this determination. Furthermore, after these EFTs have been constrained by LQCD calculations, they can be used to investigate processes that may not be calculable with LQCD at that time, such as inelastic processes in nuclear reactions. EFTs can also be used to perform the extrapolations to infinite volume and zero lattice-spacing.
describing the mesonic sector have been constructed (Rupak and Shoresh 2002; Chen et al. 2007) to address lattice artifacts and discretization effects. The formalism for incorporating EFTs into nuclear structure calculations, such as the NCSM (Navrátil and Ormand 2002) have been (Stetcu et al. 2007) and continue to be investigated.

**Lattice-Based Effective Field Theory Calculations**

Lattice-based calculations that include nucleons as point-particles and describe their interactions with EFTs have been performed for both pionless (the EFT describing the interactions between nucleons at very low energies) and pionful (chiral) theories. In pionless EFTs, such calculations can probe the universal properties of spin-1/2 particles in a regime where the range of interaction is small compared to the scattering length of the interaction. Such studies (Lee and Schaefer 2005; Lee 2006) have helped the current understanding of dilute neutron matter (at approximately 10% of nuclear matter densities) and have relevance to present day ultra-cold atomic experiments that use magnetically tuned Feshbach resonances and optical lattices. Pionful EFTs have to date probed the spectrum of light nuclei, neutron-nucleus interactions, and the ground state of dilute neutron matter (Borasoy et al. 2007, 2008).

**PRIORITY RESEARCH DIRECTIONS**

The progression to extreme computing will provide not only increasing precision in present-day calculations, but will open exploration of new opportunities for LQCD to transform scientists’ understanding of, and ability to calculate, quantities that are important in nuclear and hadronic physics. The following four PRDs were identified in nuclear physics where extreme computing is essential.

**Spectrum of Quantum Chromodynamics**

Quarks and gluons combine to form hadrons, known as baryons such as the proton and neutron, and mesons, such as the pion and rho meson. Determining the masses of these hadrons and their excitations from LQCD and comparing with experimental results are vital if scientists are to claim to have a complete description of the theory. Notably, a calculation of the spectrum of meson resonances (those produced from quark and antiquark pairs), and those that have explicit gluon degrees of freedom, may ultimately help understand the mechanism of quark confinement.

**How Quantum Chromodynamics Makes a Proton**

Nucleons are color-singlet objects composed of quarks and gluons, bound through QCD. The distribution of the quarks and gluons determines how charge, current, mass, and spin are distributed inside a nucleon, and is the subject of intense experimental effort. This research direction aims to answer many outstanding questions related to this issue, and will ultimately build a three-dimensional picture of how quarks combine to make the fundamental building blocks of nuclei.

**From Quantum Chromodynamics to Nuclei**

Nucleons combine together to form nuclei. Interactions that bind nucleons have their origin in QCD, but their exact lineage presently eludes scientists. This research direction will quantify the connection between QCD and the nuclear forces, determining aspects of the nuclear forces that are poorly constrained empirically. Ultimately, this research will provide greater insight as to how nature forms
nuclei that compose the periodic table of elements, and provide the ability to compute the properties and interactions of nuclear systems that cannot be accessed experimentally.

**Fundamental Symmetries**

Nature is known to be approximately invariant under certain discrete transformations, such as spatial inversion (P) or motion-reversal (T). It is well known that the combined operation of “charge conjugation,” C, and “parity,” P, (CP), is violated by the weak interactions. However, there is not enough CP-violation in the weak-interactions alone to explain the matter-antimatter asymmetry observed in the universe. In general, such violations are small, but can have measurable consequences in certain physical processes. This research direction aims to quantify the connection between certain physical observables indicative of discrete symmetry-violation, and the underlying interaction that is responsible.

**Spectrum of Quantum Chromodynamics**

Computing the bound state spectrum of QCD is vital if scientists are to claim a complete description of the strong interactions, and the confrontation of high-precision calculations of the spectrum with future experimental measurements is a vital test of the theoretical framework. Figure 4 illustrates significant milestones that will impact scientists’ understanding of QCD as available computing resources evolve toward the extreme scale. In contrast to electromagnetism, the “field-lines” between a quark and antiquark in QCD do not diffuse over large distances, but rather are confined to compact “flux tubes” connecting the quark and antiquark. Baryons themselves are emblematic of QCD, with the three quarks carrying each of the three color charges of QCD. The outstanding arena that spectroscopy provides for exploring QCD is driving intense experimental studies of the spectrum, primarily excitations of the “glue,” or gluonic degrees of freedom, with the GlueX experiment, a flagship component of the 12 GeV upgrade at the Jefferson Laboratory. Extreme computing will provide the ab initio theoretical calculations required to capitalize on these experimental investments.

**Basic Scientific and Computational Challenges**

**Unstable Resonances.** LQCD provides an ab initio method to compute the meson and baryon spectrum by exploiting the finite spatial extent of the gauge-field configurations that are used in such calculations (a “finite volume”). In particular, variation of the lattice spatial-volume provides a mechanism to compute the scattering phase shifts for the resonances and their decay modes. A challenge in the approach to the extreme computing era is the extension of currently established methods for investigating elastic processes to the treatment of inelastic decays, in which there are multiple final states.

**Flavor-Singlet Contributions to the Spectrum.** Calculations of the spectrum have largely been confined to systems that do not admit the annihilation of an initial-state quark with an initial-state antiquark. The inclusion of such terms will require the calculation of so-called “disconnected contributions” (or “disconnected diagrams”) with sufficient precision that the energy spectrum can be resolved. This will necessitate the introduction of improved stochastic estimators or the development of alternative methods.
**Improved Statistical Analysis.** As the energy of a state is increased, and as the light-quark masses are decreased, the signal-to-noise ratios of the correlation functions associated with these states generally degrade severely. Current methods provide powerful tools for delineating the different states, but their effective use will require the development of improved statistical tools to fully exploit the investment in leading-edge computing.

**Scientific Outcomes and Impacts**

**The Spectrum and Properties of Meson Resonances.** The presently observed spectrum of QCD provides little direct evidence of the presence of gluons. However, QCD presents the possibility of exotic mesonic states of matter in which the gluonic degrees of freedom are explicitly exhibited, and the flux tubes excited. The search for such states will be the subject of intense experimental effort, notably the GlueX experiment at the 12 GeV upgrade at the Jefferson Laboratory (JLab@12GeV). The confrontation of the precise LQCD calculation of the spectrum afforded through extreme computing with the experimentally determined spectrum of meson resonances will provide the culmination of the quest to understand QCD as the theory of strong interactions. The calculation of the spectrum and properties of
exotic resonances will reveal the nature of the gluonic degrees of freedom in the spectrum, and may help elucidate scientists’ understanding of the origin of confinement.

The masses and widths of cascade resonances, analogues of the proton and neutron but with two of the $u$ and $d$ quarks replaced with the heavier, strange quarks, are poorly determined. Even the quantum numbers of many of these states are unknown. Their decay widths are expected to be small and their investigation in LQCD correspondingly less demanding. Computation of the cascade spectrum will require approximately one petaflop-year, and should provide clues as to the role of quark flavor and mass in the spectrum of QCD. Further, these computations are another opportunity for LQCD to provide predictions for future experimental searches.

The spectrum of N* resonances is the subject of intense experimental activity, with its importance encapsulated in the DOE 2009 milestone HP3 (DOE 2008):

Complete the combined analysis of available data on single $\pi$, $\eta$, and $K$ photo-production of nucleon resonances and incorporate the analysis of two-pion final states into the coupled-channel analysis of resonances.

The computational methods developed to determine the spectrum of cascades can be extended, but the greater range of decays makes this a more challenging computation, requiring tens of petaflop-years. The baryon spectrum is emblematic of the non-Abelian nature of QCD, and key questions being addressed include the following: what are the roles of the gluons, and more specifically, the role of gluon self-interactions in nucleons? More generally, what are the effective degrees of freedom describing the baryon spectrum?

The experimental measurement of the electromagnetic transitions between low-lying N* resonances are encapsulated in the DOE 2012 milestone HP7 (DOE 2008):

Measure the electromagnetic excitations of low-lying baryon states (< 2 GeV) and their transition form factors over the range $Q^2 = 0.1 – 7 \text{ GeV}^2$ and measure the electro- and photo-production of final states with one and two pseudoscalar mesons.

The LQCD calculation of these transitions will require approximately 100 petaflop-years, and provide further clues to the composition of the low-lying baryon spectrum. Furthermore, calculation of the electromagnetic properties with increasing $Q^2$ (square of the four-momentum transferred to the hadron) enables the perturbative QCD approach to a quark and gluon picture of hadrons to be investigated.

The future GlueX experiment at Jefferson Laboratory’s 12 GeV upgrade aims to photo-produce so-called exotic mesons, with the first physics results expected in the middle of the next decade. LQCD has a vital role in both predicting some of the low-lying spectrum, notably for those states with isovector quantum numbers, but also in computing the photo-couplings between these and conventional mesons. These calculations will provide vital input for estimating production rates in the GlueX experiment, and highlights the role of LQCD in guiding experiments.
How Quantum Chromodynamics Makes a Proton

Protons and neutrons, collectively known as nucleons, are the basic building blocks from which all nuclei are constructed, but are themselves formed from the quarks and gluons of QCD. Determining how the quarks and gluons form protons, neutrons, and other hadrons is at the core of frontier nuclear physics experiments at the Brookhaven National Laboratory in New York, the Jefferson Laboratory in Virginia, and international laboratories. Extreme computing is required to perform \textit{ab initio} LQCD calculations of the fundamental properties of nucleons, and provide insight into their structure that is inaccessible to experiment. Together, forefront LQCD calculations and new experimental measurements—such as those exploring transversity and of generalized parton distributions—will enable scientists to build a three-dimensional picture of neutrons and protons in terms of the primordial quarks and gluons of QCD. Finally, scientists will discern how mass, spin, charge, and currents are distributed within a nucleon.

Basic Scientific and Computational Challenges

\textbf{Calculation of Gluon Contributions to Hadron Structure.} Although approximately half the momentum and spin of the nucleon comes from “glue,” or gluonic degrees of freedom, calculations of the gluonic contributions within hadrons are far more difficult than those of the corresponding quark contributions. Improved gluonic operators must be developed and the computational infrastructure for much higher statistics calculations will be needed.

\textbf{Calculation of Flavor-Singlet Gluon and Sea-Quark Contributions.} Precision calculations of hadron structure have been largely restricted to isovector quantities, such as the difference between the proton and the neutron matrix elements, in which the so-called disconnected contributions cancel and gluons do not contribute. Calculations of proton and neutron properties separately, and more generally the flavor-separated contributions of quarks and gluons to hadron structure, require calculation of disconnected diagrams and their mixing with gluons. Practical calculation of these notoriously difficult quantities will require the development of improved estimators and stochastic noise techniques.

\textbf{Higher Moments of Structure Functions.} Because the ultimate goal is to calculate structure functions and LQCD calculations can only produce moments of these functions, it is desirable to calculate as many moments as possible to optimally reconstruct the relevant physics. Because the lattice has hypercubic symmetry, and not the Lorentz symmetry of the space-time, present techniques only permit calculation of the three lowest moments of the structure functions. Thus, it is necessary to develop new techniques to enable calculation of higher moments.

\textbf{Form Factors at High }Q^2\textbf{.} The ability to determine hadron structure at very short distances, or alternatively at high-momentum transfers, is limited by systematic uncertainties associated with the finite lattice spacing in LQCD calculations, by the degrading signal-to-noise ratios at increasing hadronic energies, and by the decreasing size of the form factors at high momentum.

Figure 5 illustrates the progression toward extreme computing for hadron structure.
Scientific Outcomes and Impacts

Gluon Contributions to Nucleon Structure. The contribution of gluons to the nucleon mass, and the calculation of the low moments of the spin-averaged and spin-dependent gluon distributions, will address key questions in the 2007 Nuclear Science Long Range Plan (DOE 2007). LQCD calculations are crucial to experimental investigations of the hadron structure of nucleons at the Jefferson Laboratory, Relativistic Heavy Ion Collider-spin and a possible future electron-ion collider. Notably, these calculations, together with experiments, will resolve the origin of spin in the nucleon. These calculations will also delineate between the roles of the spins of the quarks and gluons, and of their orbital angular momentum with a precision that neither experiments nor computation can achieve alone.

The progression toward extreme computing for hadron structure is encapsulated in Figure 5. LQCD will enable precision calculations of key isovector quantities. These include the nucleon axial charge, which impacts the lifetime of the neutron, electromagnetic form factors specifying the spatial distribution of charge and magnetization in the nucleon, moments of quark distributions measured in deep inelastic scattering, and moments of generalized parton distributions, which are a major focus of the experimental program at the Jefferson Laboratory. Calculations requiring computational resources approximately one
petaflop-year at the physical pion mass are required for these observables to be extrapolated to infinite volume and the continuum with an accuracy of a few percent.

Separate calculation of neutron and proton form factors, moments of quark distributions, and of GPDs require the calculation of more computationally demanding disconnected quark contributions, originating from the sea quarks. Using algorithms that have recently been developed, 10-100 petaflop-years will enable calculation of these disconnected diagrams and therefore meet the DOE 2014 milestone HP9 (DOE 2008):

Perform lattice calculations in full QCD of nucleon form factors, low moments of nucleon structure function and low moments of generalized parton distributions including flavor and spin dependence.

This will include detailed imaging of the two-dimensional transverse spatial structure of the nucleon. An outstanding example of synergy with the experiment is the combination of moments of GPDs calculated with LQCD, and convolutions of GPDs measured at the Jefferson Laboratory and elsewhere, which together will provide a more complete understanding than either effort could separately obtain.

Calculations requiring computational resources of order 100 petaflop-years will increase the precision of the axial charge calculated with LQCD to a level of better than 1%, which will begin to impact the calculation of the proton-proton fusion rate central to solar models.

Extreme computation is required for the calculation of nucleon form factors to sufficiently high-momentum transfer to explore the onset of asymptotic scaling behavior. Such calculations will complement the analogous investigations and calculations of structure in, and transition form factors to, unstable baryons such as the $\Delta$(1232). The calculation of photon structure functions, hadronic polarizabilities, and the exploration of higher moments of structure functions also requires extreme computing resources.

From Quantum Chromodynamics to Nuclei

In low-energy and low-temperature systems (e.g., conditions as they are on the earth), QCD displays itself through the existence of hadrons (e.g., protons and pions) and their interactions. Exactly how this occurs has been a long-standing question in fundamental physics.

The coupling of EFTs and LQCD (e.g., Beane et al. 2008c) in recent years has allowed for substantial progress in deriving the interactions between hadrons directly from QCD, particularly for systems involving mesons (e.g., pions and kaons). Similar EFTs, when constrained empirically, have been successful in nuclear many-body calculations of light nuclei (e.g., alpha and lithium). LEFTs using nucleon degrees of freedom, as opposed to those of quarks, have made large strides in calculating neutron matter, an infinite medium consisting of neutrons, albeit at small densities compared to normal nuclear-matter densities. These research developments are at a nascent stage because of computational limitations. Extreme computing is required to bring research in these areas to full maturity and become a cohesive program.
How Do Nuclei Come from Quarks and Gluons?

At high energies ($\gg 1$ GeV), or equivalent distances less than 1 fermi ($10^{-15}$ m), quarks are free to move around. However, at lower energies corresponding to distances comparable to 1 fermi or greater, quarks become glued to each other by virtue of their complicated interactions with other quarks and gluons. This phenomenon is known as confinement. At these distances, a quark and antiquark, for example, combine to make a meson, such as a pion or kaon. Exotic forms of mesons come from quark/antiquark pairs with explicit gluonic degrees of freedoms. Three quarks can combine to make baryons. For example, two up and one down quark combine to make a proton, whereas two down and one up quark make a neutron. Certain baryons can then attract each other via the strong nuclear interaction, which roughly can be viewed as a “residual” interaction of quantum chromodynamics. The attraction between nucleons (protons or neutrons) is large enough that groups of nucleons stick together, forming the elements of the periodic table, such as the $^4$He nucleus shown below.

The $^4$He atom, consists of a nucleus that has two electrons orbiting it (left). The nucleus itself is composed of nucleons—in this case two neutrons and two protons (center). Each individual nucleon, in turn, is composed of three quarks immersed in a mass of virtual gluons and quark/antiquark pairs (right). Image courtesy of Thomas Luu (Lawrence Livermore National Laboratory) and David Richards (Thomas Jefferson National Accelerator Facility).

For example, with extreme computing resources, LQCD calculations of the interactions within multibaryon systems, like the triton and alpha system, will allow for precise extraction of the three-nucleon interaction, a quantity that is currently poorly constrained empirically. EFTs will be constrained not only empirically, but also by first-principles LQCD calculations, and will be directly fed into many-body nuclear calculations of nuclei, such as those being performed using the NCSM and CC formalisms. These same theories will be used to calculate neutron matter at larger densities, which will help scientists calculate the properties of nuclear matter—for example, in the outer crusts of neutron stars. This PRD will therefore have impact not only at the microscopic level, but to earthly and astrophysical phenomena as well.
**What is the Force Between Protons and Neutrons?**

The interaction between protons and neutrons can, to a good extent, be described by an “NN potential” (nucleon-nucleon potential) in the same way that the electrostatic interaction between charged particles (such as between two electrons) is described by the Coulomb potential. Nuclear physicists have been able to empirically determine many aspects of NN potentials (see figure below) to high precision and, to date, potentials have been used with great success in nuclear structure calculations of many key features of light nuclei, such as the binding energies of the helium and lithium nucleus. However, as opposed to the Coulomb analogy, there exists the possibility of a “NNN interaction” (three-nucleon interaction), where triplets of neutrons or protons (or combinations) can interact in addition to pairwise forces. Recent high performance nuclear structure calculations emphasize the need for such a three-body force, but empirical data to constrain this force are lacking. LQCD offers a controlled method for calculating this three-body interaction, given sufficient computational resources. The three-body force, to date, represents the largest uncertainty in nuclear structure and reaction calculations. Precisely determining it from LQCD calculations will greatly improve current understanding of various physical phenomena, from fission processes in carbon-free energy producing nuclear power plants to fusion processes that power the sun.

The left figure is a schematic illustration of the potential between a proton and neutron. There is a long range attraction that occurs at large distances and a strong repulsive core at short distances. The right figure schematically shows a three-nucleon interaction. This interaction occurs in addition to any pairwise interactions between the different nucleons. Left image courtesy of Florida State University; right image courtesy of Thomas Luu (Lawrence Livermore National Laboratory) and David Richards (Thomas Jefferson National Accelerator Facility).

**Basic Scientific and Computational Challenges**

**Signal-to-Noise.** Current LQCD calculations are inherently stochastic. That is, these calculations use random sampling techniques (Monte Carlo) to perform high-dimensional integrals that are necessary to describe physical phenomena. Calculations of baryon systems, such as the deuteron, suffer from poor signal-to-noise ratios due to the stochastic nature of these calculations. This impedes extractions of multibaryon interaction parameters. As computational resources increase, signal-to-noise issues will diminish slightly, but only with the development of novel algorithms and computational techniques can the signal-to-noise issue be resolved. A similar issue, commonly known as the “fermion sign problem,” is seen in LEFT calculations of neutron matter.
Scaling Multi-Baryon Codes for High-Performance Capability. Existing algorithms for performing multibaryon calculations are not suited for extreme scale computing, and will have to be modified to take advantage of extreme computing capability. However, such modifications will not be straightforward, and novel algorithms for multibaryon systems need to be developed to optimize use of large computational resources.

Development of Finite-Volume EFTs. Continued development of finite volume EFTs needs to occur so that LQCD calculations can be matched onto theories used by other areas of nuclear physics, such as nuclear structure and reactions, and nuclear astrophysics. Such theories will need to be “pionful,” allowing for the (perturbative) determination of the light-quark mass-dependence of the interactions and scattering parameters. This will provide the most robust extrapolation methods.

Interfacing with Large-Scale Nuclear Structure Calculations. LQCD calculations of few-nucleon interaction parameters will ultimately be fed into nuclear many-body calculations via the use of EFTs, such as those being performed with NCSM and CC theories. EFTs matched to LQCD calculations (typically in a plane-wave basis) will need to be adapted for nuclear structure calculations (which typically use the harmonic oscillator basis). At the two-particle level, this matching is straightforward in that there is an exact analog of Luscher’s formalism (Luscher 1986) within a harmonic oscillator basis. However, for three- and higher-body nucleon systems, significant research remains to be done. This will entail substantial collaboration with the nuclear structure community—something that is currently just beginning. Both theoretical and numerical methods need to be developed to enhance the overlap between LQCD and the nuclear structure and reactions community. Similar efforts need to be made with the nuclear astrophysics and “hot and dense” QCD scientific communities.

Scientific Outcomes and Impacts

Extreme scale computing will greatly extend the computational prowess of the nuclear physics community. Certain calculations, only aspirations before, will now be accessible and have transformational impact on the broader physics community as a whole. The following are some key scientific outcomes in this PRD that will result from extreme scale computing resources.

Three-Body Interaction Between Baryons. LQCD calculations of three- and four-baryon systems, such as the triton and alpha particle, will allow for the extraction of various three-body interaction parameters that are currently poorly constrained (if at all) empirically. Of particular importance is the three-nucleon interaction, which has implications to the nuclear structure and reactions community. The three-body interactions between nucleons and hyperons will also be accessible, which in turn could have direct implications in astrophysical settings.

Binding Energy of Alpha Particle. For the first time, the four-nucleon system will be calculated directly from QCD. This particle represents the heaviest s-shell nucleus—its inclusion into the suite of LQCD calculations will allow for a comprehensive constraint on the interaction parameters in the EFTs needed for nuclear many-body calculations. Probing this system will also give scientists insight into the four-nucleon interaction—something that presently cannot be done experimentally.

The impact of the above outcomes, and the research leading up to these outcomes, are widespread. For example, insufficient knowledge of the three-nucleon interaction is responsible for the largest systematic uncertainties in nuclear structure and reaction calculations of light nuclei. Without a better knowledge of
this interaction, absolute binding energies and level orderings of excited states of nuclei cannot be calculated with high fidelity. LQCD calculations at the extreme scale will remove this obstacle. Furthermore, research leading to these calculations will help scientists understand the interactions between two- and three-body systems that are not accessible experimentally, but believed to play prominent roles in astrophysical settings (e.g., the interaction between kaons and nucleons). LEFT calculations of neutron matter will be performed at a precision where scientists can quantitatively state the properties of the crust of neutron stars, which are the remnants of Type-II supernovae.

Figure 6 shows anticipated key highlights obtained with high performance computing as extreme computing capability is approached. Baryon-baryon interaction parameters will be computed in the limit of exact isospin symmetry with high precision with sustained petascale resources. With an order of magnitude increase in computational resources, the deuteron axial-charge will be accessible. This is one of the key ingredients constraining certain fusion reactions—within the sun, for example. Finally, at the extreme scale, the three-nucleon interaction can be calculated, as well as the alpha-particle system. Throughout this period, development on EFTs and their overlap with other subfields of nuclear physics will be performed.

Figure 6. Anticipated highlights for priority research direction “From Quantum Chromodynamics to Nuclei.” Upper-left image from NASA. Lower-right image courtesy of the Plasma Physics Laboratory of the Royal Military Academy, EURATOM Association, Belgium. Remaining images courtesy of Thomas Luu (Lawrence Livermore National Laboratory) and David Richards (Thomas Jefferson National Accelerator Facility).
The authors of this report emphasize the research impact in this direction will come from calculating observables that are currently inaccessible by experiment, and have great relevance not only to the QCD community, but to the broader nuclear physics community such as those of nuclear structure and nuclear astrophysics.

**Fundamental Symmetries**

In some instances, nature is very nearly invariant under certain symmetry transformations, such as spatial inversion or motion reversal (also known as time-reversal). However, the consequences of a slight noninvariance under such transformations can have widespread implications. A well known example is CP-violation, where the combined symmetry operation of charge-conjugation, C, and spatial-inversion, P, is known to be slightly violated. Without CP-violation, the present-day matter and antimatter asymmetry of the universe would not exist (the universe contains more matter than antimatter), and from what ensues, humans would not exist.

Research efforts to uncover particles and symmetries beyond those of the standard model of particle physics are multipronged. One of the approaches in this effort is to perform precision measurements of the properties of known particles, such as the magnetic moment of the muon. The E821 experiment at Brookhaven National Laboratory has measured the deviation from the classical value of the muon magnetic moment, g-2, to eight significant digits, and is found to agree with the theoretical calculation within the uncertainties of both the theoretical calculation and the experimental determination. One of the significant uncertainties in the theoretical calculation arises from strong interaction contributions through quantum loops. Exploratory LQCD calculations are underway to understand the methodology that may be employed to directly calculate these loop contributions.

This PRD aims to quantify the connection between certain violations of fundamental symmetries and the resulting observed physics phenomena. Explicit examples include the parity-violating part of the nuclear interaction, and the electric dipole moment (EDM) of the neutron due to time-reversal violation. This will connect to the DOE 2020 milestone F115 (DOE 2008):

Obtain initial results from an experiment to extend the limit on the electric dipole moment of the neutron by two orders of magnitude.

Extreme computing will allow, for the first time, a quantitative understanding of how these broken symmetries manifest themselves in nuclear physics interactions. Scientists will gain a much deeper understanding of how these symmetries, at the fundamental level and in particular through electroweak interactions and interactions beyond the standard model of particle physics, impact nuclear physics.
**What Are Fundamental Discrete Symmetries?**

Nature presents various symmetries; i.e., fundamental laws of physics are unaltered by various transformations.

Three of the most classic types of discrete transformations are parity inversion (P) where spatial dimensions are inverted, motion-reversal (T) where time is inverted, and charge conjugation (C) where particles are converted to antiparticles. To the precision with which scientists can perform experiments, it is found that the laws of nature are unchanged under simultaneous transformations of parity, time reversal, and charge conjugation, CPT. However, some of the laws are changed by individual applications of one or two of these transformations. For example, the weak interaction (one of the four known forces of nature) maximally violates both P and C, and neutrinos have only left-handed (their intrinsic spin is aligned with their direction of travel) interactions in the standard model of particle physics. Further, CP-violation in nature is one of the necessary ingredients for having the matter-antimatter asymmetry that is observed in the universe. The figure below shows how the existence of a neutron electric dipole moment (EDM) would indicate the violation of motion-reversal symmetry (T).

Consider a neutron with a prescribed spin and a (hypothetical) EDM as depicted in the left side of the image. Under a time-reversal transformation, the motion of the neutron is “played backwards,” and consequently the neutron spins in the opposite direction, as shown on the right. However, the charge distribution within the neutron that gives rise to the EDM remains unchanged. As the neutron EDM must be proportional to the neutron spin and these two quantities have opposite transformations under motion-reversal, a nonvanishing EDM violates time-reversal symmetry. Quantum chromodynamics allows for time-reversal symmetry violation, and can thus endow a neutron with an EDM. Image courtesy of Thomas Luu (Lawrence Livermore National Laboratory) and David Richards (Thomas Jefferson National Accelerator Facility).
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**Basic Scientific and Computational Challenges**

**Four-Point Functions.** Calculations of these symmetry-violating observables will generally require a new class of algorithms that enable the calculations of four-point functions. The demands of these calculations will require high-petascale capability, with full maturity coming from extreme scale resources.

**Disconnected Diagrams.** To date, LQCD calculations have generally involved a certain class of calculations—those of connected diagrams—because of computational limitations. These diagrams represent the propagation of quarks from the initial to the final states. For a complete description of parity violation in nuclear structure, for example, there are short-distance parity-violating few-nucleon forces that contain disconnected diagrams.
**Sampling Relevant Topological Sectors.** Because symmetry-violations are typically small, the Monte Carlo calculations of these phenomena have signal-to-noise ratios that diminish in time much faster than in most standard LQCD calculations. These “topological fluctuation” issues cannot be remedied by simple reweighting techniques, and will require significant resources to test and develop techniques to avoid this problem.

**Memory Requirements.** Lattice measurements of all parity-violating effects will have substantial memory requirements because of the large number of distinct light-quark propagators that will be required. Such requirements are currently estimated to be at least two orders of magnitude greater than current available resources.

**Scientific Outcomes and Impacts**

**Parity-Violating Nuclear Interactions.** It is generally agreed by scientists that there should be a nucleon-nucleon interaction mediated by one-pion exchange that arises from the weak interaction, and thus a “long-distance” parity-violating contribution to the nuclear force. This parity-violating effect, which is encoded in the weak analogue of the nucleon axial coupling, remains poorly determined despite decades of experimental effort. A LQCD determination of this coupling will have a great deal of impact. In principle, all parity-violating effects in the two-nucleon sector can be calculated with LQCD by extracting parity-violating two-nucleon scattering parameters from the energy levels of two nucleons in a finite-volume lattice, which interact through four-quark operators. Knowledge of the microscopic origins of parity violation in nuclear physics will help correlate and explain the parity-violating signatures observed in nuclear structure. Moreover, knowledge of the parity-violating nuclear interaction calculated with LQCD will provide an explanation of how the weak interaction at the quark level and the strong interaction conspire to generate weak interaction forces among nucleons, and parity violation in nuclear structure.

**Neutron EDM Due to the $\theta$-Term and Higher-Dimension Operators.** It is possible that QCD contains CP-violating effects that propagate into the hadronic sector via the so-called $\theta$-term (and also through higher-dimension, “irrelevant” operators). One approach to isolating and quantifying these effects is a direct LQCD measurement of the neutron EDM with a nonzero value of $\theta$. While there have been some preliminary studies, this is a computationally challenging endeavor as the CP-violating effect is expected to be small and its signal quickly diminishes in time as topological fluctuations become smaller in the approach to the chiral limit. An understanding of the presence of CP violation due to the $\theta$-term in QCD will sharpen the search for CP-violation whose origin is beyond the standard model, and more generally, constrains models of physics beyond the standard model.

Figure 7 shows the anticipated milestones of this PRD as the extreme scale computing era is approached. Preliminary calculations of the hadronic parity-violating part of the nuclear interaction will be obtained with petaflop-year sustained resources, followed by the first calculations of the neutron EDM with an order of magnitude increase in computer resources. At the extreme scale, the full effects of the nuclear parity-violating component of the nuclear interaction, as well as the full understanding of the neutron EDM due to the $\theta$-term and higher-dimension operators, will come to fruition. These results will coincide with measurements obtained with experiments at the Spallation Neutron Source at Oak Ridge National Laboratory.
At the center of many computations in LQCD is the solution of a large system of linear equations, arising from the lattice-Dirac equation. Typically, this is of the form as shown in Equation (1):

\[ Mx = b \]  

(1)

where \( M \) is the Dirac operator, and \( b \) represents a large number of right-hand sides. In addition to the high dimension and large number of right-hand sides, the matrix \( M \) can become highly ill-conditioned (known as critical slowdown). Currently, scientists rely on deflation techniques using Krylov-based methods, which have been essential for substantially reducing the computational cost of measurements. For future large-scale computations, domain decomposition or multigrid methods offer more advantages because of the superior algorithmic complexity. However, both of these approaches can be difficult to parallelize efficiently beyond more than a few thousand processors and will require substantial research to reach good parallel efficiencies for extreme scale systems.
Research is also needed on developing new approaches for effective preconditioning of the Dirac operator, particularly in preconditioners that will work efficiently on the proposed new machines. It is very clear that porting current algorithms to the new multicore machines will not be the optimal way to exploit all of the available parallelism at the extreme scale level. Other options, such as parallel sparse direct solvers for use in preconditioners, may also need to be explored because these methods can usually achieve good speedups for large numbers of processors. However, memory requirements for the input matrix could become prohibitive and may no longer fit into the memory of any one processing node, necessitating further research in this area.

Because the final products of LQCD calculations are hadronic correlation functions, a reconsideration of the methods of their calculation from quark propagators is required before moving to extreme scale computing. The current model of computing quark propagators and then performing contractions has its limitations when of the order of $10^3$ correlation functions need to be constructed, and when those correlation functions involve increasing numbers of terms. Furthermore, correlation functions made from billions of terms will pose a major challenge in computing them to the necessary precision, potentially inhibiting multibaryon-system calculations. This problem is not isolated to LQCD; the need for extended and arbitrary high-precision arithmetic has recently been demonstrated across a wide span of scientific problems (Bailey 2008). These extended precision arithmetic methods and the associated software, Arbitrary Precision (ARPREC), have already been used in certain contexts in high-energy physics and could find wider use as the calculations and data become even larger. A representative example is given by scientists in the Nuclear Physics LQCD (NPLQCD) Collaboration who have published some of their findings in Beane et al. (2008b) and Detmold et al. (2008a, 2008b). In these reports, the authors discuss the failure of using double-precision calculations when computing the quark propagator contractions required for the correlation functions of systems comprised of more than nine mesons. However, by using 64-digit precision arithmetic, Beane et al. (2008b) and Detmold et al. (2008a, 2008b) were able to compute the correct results. These numerical issues will particularly impact calculations of future multinucleon systems, thereby requiring more detailed studies of the effects of extended precision arithmetic on LQCD computations.

Another research area is the use of the Monte Carlo as a solution method for computing high-dimensional integrals. Monte Carlo methods in physics are synonymous with Markov Chain methods for sound reasons: the systems that must be studied have far too many states to list, and the fraction of significant states is too small for chainless sampling methods. Markov Chain methods offer intelligent searches, in which states are sampled one by one, by strategies that seek out high-likelihood states. The price is that consecutive states are not independent, so that multiple steps are needed to obtain one new independent sample. Some recent work by Chorin (2008) on a novel method for Monte Carlo sampling could be applicable to nuclear physics problems; for example, hadron formation and quark confinement. At the center of the construction is the fast evaluation of marginals that can be viewed as a renormalization in the sense of the works of Kadanoff and of Wilson. Chorin (2008) has shown that this method yields good results in several dimensions, with errors small enough to be compensated for by a differential weighting of the samples. Further research will be required to evaluate its full potential for the high-dimensional problems in QCD.

As a concrete example of present-day computational requirements for LQCD calculations, the production of one ensemble of 1000 anisotropic gauge-field configurations (from 11,000 trajectories) with dynamical degenerate up and down quarks and a dynamical strange quark with masses chosen to produce a pion with a mass of approximately 270 MeV, all described by the improved-clover action, and with 28 sites in each
space-direction and 256 sites in the time-direction, requires approximately 10 teraflop-years. The lattice spacing of these configurations is approximately 0.12 fm in the space directions, 0.034 fm in the time-direction, and the extent of each spatial direction is approximately 3.4 fm. Approximately 18 teraflop-years are required to generate 500,000 light-quark propagators that are used to form the correlation functions, and 4 teraflop-years are required to contract the light-quark propagators together to form simple mesonic, one baryon, two-baryon and a small number of three-baryon correlation functions. A total of approximately 31 sustained teraflop-years are required to perform this calculation, which is in a relatively small volume, at unphysically large light-quark masses, and at relatively coarse lattice spacing. Reducing the lattice spacing in the spatial direction at fixed volume by a factor of 2 increases the resource requirements for the production of the gauge-field configurations by a factor of 64; similarly, increasing the size of the spatial extent (at fixed lattice spacing) by a factor of 2 increases the resource requirements by a factor of 12. Reducing the mass of the pion from the unphysical value of 270 MeV down to its observed value of 139.57 MeV (the charged pion mass) requires another factor of approximately 4 increase in computational resources. If instead of the improved-clover action (which does not respect the approximate global chiral symmetry of continuum QCD due to the non-zero lattice spacing), the domain-wall action or the overlap action (which do respect the approximate chiral symmetry) is used to describe the light quarks, the computational resources required to generate the gauge-field configurations and the light-quark propagators in this calculation are increased by more than ten-fold. For the calculation outlined above, the Dirac operator is a (approximately) 68 x 10^6 times 68 x 10^6 sparse matrix.

Post-Processing Facilities. An emerging feature of LQCD calculations is the increasing proportion of computational cost devoted to physics measurements rather than the generation of gauge configurations performed at capability computing facilities. While a decade ago less than 20% of the computing capacity was needed for physics measurements on the products of the highest end calculations, today 50% of the total capacity is used for such measurements and the trend continues upwards. The analysis computing facilities need to have performance characteristics at about 1% to 10% of the scale of those done on the capability machines, with an aggregate capacity (for LQCD) of at least the same magnitude as for configuration generation. Thus, in addition to computational resources at the extreme scale, scientists need to ensure a commensurate increase in computational capacity for analysis (Branscomb’s pyramid, National Science Foundation Blue Ribbon Panel on High Performance Computing [Branscomb et al. 1993]), as well as increases in network and storage capacity. Large-scale computing systems by current standards will be needed for post-processing of these data produced by the extreme scale machines, and for testing and development of new software.

Robust Temporary and Long-Term Storage. The storage of gauge-field configurations alone at the extreme scale will create O(1)-O(100) petabytes of data per ensemble. The storage requirements of the analysis part of the calculation (second tier of the pyramid) are likely to be an order of magnitude larger than those for the gauge configurations themselves.

The challenges ahead provide good opportunities for interdisciplinary research with applied mathematicians and computer scientists to help establish the groundwork needed for solving these problems. Such interactions have already started and have had an impact on both machine design and algorithm development. Access to large computing facilities now and investment in interdisciplinary collaborations is essential to further progress in extreme scale computing for nuclear physics.
ENHANCED SYNERGISM WITH OTHER SUBFIELDS OF NUCLEAR PHYSICS AND THE BROADER PHYSICS COMMUNITY

The increased computational resources of the past decade have brought various subfields of nuclear physics to a point where interdisciplinary research is becoming a reality. No longer will different subfields of nuclear physics exist independently of one another, as the level of precision of calculations has reached a stage where continued improvement involves direct collaboration with other areas of physics. Nowhere is this more clearly seen than in the area of nuclear forces and cold QCD. For example, in nuclear structure and reactions, the need for a consistent determination of the three-nucleon force can only be satisfied from LQCD calculations of this force. Aspects of the nuclear equation of state used in astrophysics simulations can only be determined through LQCD investigations of exotic nuclear systems.

Many of the calculations within the purview of nuclear forces and cold QCD will also have direct impacts on other areas of physics, such as the standard model of particle physics; e.g., EDM calculations, or fusion through the precise calculation of $g_A$ and the deuteron axial charge, as well as atomic experiments using calculations of dilute fermions at the unitary limit. Indeed, LQCD is vital to the high-energy physics community where the emphasis is on calculating and removing the strong-interaction effects in hadrons to reveal other fundamental interactions, such as the electroweak interactions and possible interactions beyond the standard model, acting on the quarks and gluons. There is a strong symbiosis between the LQCD efforts in the two communities. This includes not only the exploitation of new algorithms and theoretical advances, but also the development of software and computational infrastructure. Sharing the gauge-field configurations has been vital to fully exploiting the available computational resources. This symbiosis will only strengthen in the extreme computing era.

Recent evidence therefore supports the notion that increased computational resources builds connections between subfields of physics. Figure 8 shows some of these connections. Such connections will be so strong that, as the extreme computing era is approached, it is conceivable that subfields of nuclear physics will merge together—a likely scenario for nuclear structure and nuclear forces via LQCD. The importance of extreme computing on each individual subfield of nuclear physics is clear. Just as important will be the holistic impact of extreme computing both on the entire nuclear physics community, and the broader physics community, made possible through the strengthening of connections between these currently diverse fields.
CONCLUSIONS

Extreme computing resources are required to reliably connect nuclear physics with QCD, the underlying quantum field theory describing the strong interactions. With extreme computing resources, the properties of and the interactions between protons, neutrons, light-nuclei, and other strongly interacting particles will be reliably calculated directly with QCD, even in environments that cannot and will not be created in any controlled terrestrial experiment.

Future investment in extreme scale computing resources at both the highest tier and at the second tier will provide revolutionary capabilities for performing research in this area of nuclear physics. As detailed in previous sections, the anticipated physics outcomes will be transformational because they impact not only their immediate subfield of nuclear physics, but the broader physics community as a whole.

Feedback from members of the Nuclear Forces and Cold Quantum Chromodynamics subpanel that collaborated during this workshop has been overwhelmingly positive. Science seems to be the major driver for investments in extreme computing, which reaffirms DOE’s commitment to providing first-class facilities for performing basic science research.

The progression to extreme computing is required for LQCD to have a major impact on nuclear physics. The amalgam of theoretical, computational, and experimental nuclear physics will transform scientists’ understanding of the spectrum, structure, and interaction of hadrons and nuclei, and finally provide a
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description of nuclear forces in terms of the fundamental quarks and gluons of QCD. The path to extreme computing will allow scientists to understand how the properties of hadrons and nuclei depend on the fundamental (input) parameters of QCD. The confrontation of LQCD calculations of the spectrum and properties of resonances with experimental investigations such as those being performed (or that will be performed) at national laboratories and elsewhere will enable the low-energy degrees of freedom describing the spectrum to be discerned, and the role of gluons in spectroscopy exhibited. Current experimental investigations of hadron structure at various institutions, combined with LQCD calculations and a rigorous phenomenology program, will allow a three-dimensional picture of the distribution of spin, charge, and matter in the nucleon to be drawn. Furthermore, many longstanding questions within nuclear physics—such as the nature of the three-nucleon or spin-orbit interaction—will be answered, and systems not accessible by experiment can be ascertained via LQCD.

Ultimately, extreme computing will endow LQCD with the ability to provide predictive capability in the realm of low-energy nuclear physics that will have direct implications to nuclear structure, nuclear reactions, and nuclear astrophysics, as well as the broader nuclear physics community.

Table 1 provides an outline of the milestones for the work described in this section. Provided that the computational resources become available for research in cold QCD and nuclear forces at the anticipated scales, the forefront research that will be conducted are provided as milestones.

**Table 1. Milestones for Cold Quantum Chromodynamics and Nuclear Forces**

<table>
<thead>
<tr>
<th>Scale</th>
<th>Milestone</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;1 Petaflop-year</td>
<td>• LQCD calculations*</td>
</tr>
<tr>
<td></td>
<td>— Photo-couplings in charmonium</td>
</tr>
<tr>
<td></td>
<td>— Spectrum of cascade</td>
</tr>
<tr>
<td></td>
<td>— Isovector form factors and moments of the generalized parton distributions</td>
</tr>
<tr>
<td></td>
<td>— Precision calculation of meson-meson interactions</td>
</tr>
<tr>
<td></td>
<td>— First calculations of hadronic parity-violating interactions</td>
</tr>
<tr>
<td>&gt;20 Petaflop-years</td>
<td>• LQCD calculations*</td>
</tr>
<tr>
<td></td>
<td>— Spectrum of excited nucleons</td>
</tr>
<tr>
<td></td>
<td>— Contributions of up, down and strange quarks to hadron structure</td>
</tr>
<tr>
<td></td>
<td>— Precision calculation of baryon-baryon and meson-baryon interactions</td>
</tr>
<tr>
<td>&gt;100 Petaflop-years</td>
<td>• LQCD calculations*</td>
</tr>
<tr>
<td></td>
<td>— Nucleon transition form factors</td>
</tr>
<tr>
<td></td>
<td>— Spectrum and photo-couplings of the isovector mesons</td>
</tr>
<tr>
<td></td>
<td>— High-precision calculation of the axial charge of the nucleon</td>
</tr>
<tr>
<td></td>
<td>— Nucleon form factors into the scaling regime</td>
</tr>
<tr>
<td></td>
<td>— The axial charge of the deuteron, and electroweak interactions</td>
</tr>
<tr>
<td></td>
<td>— Disconnected diagrams in the calculation of T-odd observables</td>
</tr>
<tr>
<td>&gt;1 Exaflop-year</td>
<td>• LQCD calculations</td>
</tr>
<tr>
<td></td>
<td>— Spectrum and properties of the mesons</td>
</tr>
<tr>
<td></td>
<td>— Gluon contributions to hadron structure</td>
</tr>
<tr>
<td></td>
<td>— Three-nucleon interactions, including nnn</td>
</tr>
<tr>
<td></td>
<td>— Spectrum of the alpha particle</td>
</tr>
<tr>
<td></td>
<td>— Parity-violating nuclear force</td>
</tr>
<tr>
<td></td>
<td>— Neutron electric dipole moment</td>
</tr>
<tr>
<td></td>
<td>— Inclusion of electromagnetism</td>
</tr>
<tr>
<td></td>
<td>— Physical masses for up and down quarks</td>
</tr>
</tbody>
</table>

*In the isospin limit of QCD without electromagnetism.
NUCLEAR STRUCTURE AND NUCLEAR REACTIONS

Co-Leads: James P. Vary, Iowa State University
           Steven C. Pieper, Argonne National Laboratory

INTRODUCTION AND CURRENT STATUS

Atomic nuclei are the essence of the visible universe. Formed in the big bang or in cataclysmic
astrophysical explosions, atomic nuclei are a crucial and intriguing part of the world. The basic features
of atomic nuclei were understood in terms of the nuclear shell model in the 1963 Nobel Prize winning
research of Eugene Paul Wigner, Maria Goeppert-Mayer, and J. Hans de Jensen. Since then, extensive
experimental programs have yielded a detailed knowledge of the nucleon-nucleon interaction. This
crucial experimental information will be augmented through studies of quantum chromodynamics (QCD)
(see section on Cold QCD and Nuclear Forces). More refined descriptions of nuclei and greater
predictive power require understanding nuclear structure and reactions in terms of the underlying
interactions. Accurate solutions of these strongly interacting quantum many-body problems will yield
new insight into the structure of nuclei and the ability to calculate processes that are difficult or
impossible to measure experimentally.

The structure and dynamics of atomic nuclei represent very challenging problems because, unlike the
theory of electrons in atoms and molecules, naïve mean-field theories based upon the underlying
interactions do not provide even a qualitative description of their structure. The nuclear interaction is
strongly spin- and isospin-dependent, and finely tuned to provide a weak nuclear binding of
approximately 8 MeV per nucleon, much smaller than a typical scale in QCD.

Large-scale computations have already enabled significant progress in understanding nuclei from the
underlying nuclear interactions. The structure and energy levels of the lightest nuclei (consisting of up to
12 nucleons) are well reproduced with realistic two-nucleon interactions plus modest three-nucleon
interactions. The same interactions provide good descriptions of electroweak form factors, transitions and
response, as well as the nucleon-nucleon correlations as revealed in experiments at Thomas Jefferson
National Accelerator Facility (Jefferson Laboratory) and elsewhere. The first low-energy microscopic
calculations give confidence that a consistent picture of structure and dynamics is emerging. However, as
nuclei with almost 300 nucleons are experimentally observed, studies of systems containing 12 nucleons
are only the beginning.

Progress in large-scale nuclear calculations is only now extending to larger nuclei, where much of the
promise of extreme scale computing lies. The theory of the atomic nucleus focuses on predicting and
explaining rich classes of phenomena that occur in nuclei and nucleonic matter. Atomic nuclei exhibit
many intriguing properties; pairing energies, for example, are a significant fraction of the Fermi energy.
In heavy neutron-rich nuclei, pairing energies can be comparable to shell closure effects, a regime quite
different from the most stable nuclei. The binding energies and electroweak transition rates of these nuclei
are crucial to understanding the production of the heaviest elements. Understanding nuclei is also critical
in exploring fundamental physics, including for example the absolute mass scale of neutrinos as to be
determined in neutrinoless double beta decay.
Given its intriguing nature and importance in the birth of the universe, in astrophysical settings, in energy generation, and in industrial and medical applications, it is fundamentally important and of great practical significance that scientists have a detailed understanding of this complex quantum many-body system. The theoretical goal of increased predictive power for describing nuclear processes that occur in nature or in nuclear reactors, but cannot be measured in the laboratory with sufficient precision, drives scientists in this field to achieve detailed simulations using extreme scale computers and cutting-edge algorithms.

Three major challenges are addressed in this section: 1) a strong inter-nucleon interaction based upon—but not derivable with the necessary accuracy from—QCD; 2) the quantum many-body problem; and 3) phenomena on scales stretching over orders of magnitude in length or energy. Together, these challenges create a computationally difficult problem, and research teams have recently developed a suite of new and sophisticated computational tools capable of addressing previously unsolved problems. A driving force for these teams has been the substantial increase in computational power in the past decade. Consequently, increased computational power has, for the first time, made theories that were known for decades applicable for detailed nuclear physics investigations. The advent of extreme scale computing will enable this progress to accelerate, as shown in this report.

Scientists are on the verge of precision predictions for low-energy nuclear processes of both fundamental and practical significance such as neutron-nucleus and proton-nucleus reactions, electromagnetic transition rates, fusion of light nuclei, fission of heavy nuclei, and structure of short-lived isotopes. Scientists also aim to develop and validate novel approaches to the structure and reactions of heavier nuclei by predicting a universal nuclear energy density functional and solving density-functional theory for these systems. Building on recent successes with leadership-class computers, extreme scale computing will be critical to the advances projected over the next decade.

The following subsections highlight four important questions in nuclear structure and reactions that extreme scale computing, coupled with continued algorithmic improvements, will answer. These questions cover fundamental nuclear phenomena and span the entire chart of nuclei from the light but fundamental nucleus $^{12}\text{C}$, through intermediate-mass nuclei such as $^{48}\text{Ca}$, $^{76}\text{Ge}$, and $^{130}\text{Te}$, to the fission of the heaviest nuclei, and, finally, beyond the known nuclei at the limit of nuclear existence for the heaviest elements, and at the neutron drip line and neutron matter. The range of these questions is truly comprehensive in scope and an array of advanced techniques—which are well matched to the power of emerging extreme scale facilities—will be required. The principal benefit of this research direction will be the development of a truly predictive capability for the entire periodic table.

**PRIORITY RESEARCH DIRECTIONS**

**Ab Initio Calculations of Light Nuclei and Their Reactions**

**Basic Scientific and Computational Challenges**

A realistic *ab initio* approach to light nuclei with predictive power must have the capability to describe bound states, unbound resonances, and scattering states within a unified framework. Over the past decade, significant progress has been made in understanding the bound states of light nuclei starting from realistic nucleon-nucleon (NN) plus three-nucleon (NNN) interactions (Pieper and Wiringa 2001; Navrátil et al. 2000, 2007; Hagen et al. 2007b). The solution of the nuclear many-body problem is even more complex when scattering or nuclear reactions are considered. For few-nucleon systems (A=2-4),
accurate methods solve the bound state and the scattering problems. However, ab initio calculations for scattering processes involving more than four nucleons are still the exception (Nollett et al. 2007; Quaglioni and Navrátil 2008; Hagen et al. 2007a) rather than the rule. The development of an ab initio theory of low-energy nuclear reactions on light nuclei is key to further refining scientists’ understanding of the fundamental interactions between the constituent nucleons. At the same time, such a theory is required to make accurate predictions of nuclear astrophysics’ crucial reaction rates that are difficult or even impossible to measure experimentally. This section highlights a key direction that ab initio methods will pursue with exascale resources.

Reactions That Made Us: Triple-Alpha Process and $^{12}$C($\alpha,\gamma$)$^{16}$O

Extreme scale computing will enable the first precise calculation of $2\alpha(\alpha,\gamma)^{12}$C and $^{12}$C($\alpha,\gamma$)$^{16}$O rates for stellar burning (see Figure 9); these reactions are critical building blocks to life, and their importance is highlighted by the fact that a quantitative understanding of them is a 2010 U.S. Department of Energy milestone (DOE 2007). The thermonuclear reaction rates of alpha-capture on $^8$Be (2$\alpha$-resonance) and $^{12}$C during the stellar helium burning (see Figure 9 for a schematic depiction) determine the carbon-to-oxygen ratio with broad consequences for the production of all elements made in subsequent burning stages of carbon, neon, oxygen, and silicon. These rates also determine the sizes of the iron cores formed in Type II supernovae (Brown et al. 2001; Woosley et al. 2002), and thus the ultimate fate of the collapsed remnant into either a neutron star or a black hole. Therefore, the ability to accurately model stellar evolution and nucleosynthesis is highly dependent on a detailed knowledge of these two reactions, which is currently far from sufficient.

Figure 9. A schematic view of the $^{12}$C and $^{16}$O production by alpha burning. The $^8$Be+$\alpha$ reaction proceeds dominantly through the 7.65 MeV triple-alpha resonance in $^{12}$C (the Hoyle state). Both sub- and above-threshold $^{16}$O resonances play a role in the $^{12}$C($\alpha,\gamma$)$^{16}$O capture reaction. Image courtesy of Commonwealth Scientific and Industrial Research Organisation (CSIRO).

Experimental measurement of these reaction rates at energies relevant for astrophysics (at approximately 300 keV in the center of mass) is impossible with existing techniques because of their extremely small cross-sections. Because of the influence of alpha-cluster resonances in $^{12}$C and $^{16}$O, theoretical extrapolations of measurements performed at higher energies to the relevant low-energy region have large uncertainties (for recent measurements, see Assuncão et al. 2006). Presently, all realistic theoretical models fail to describe the alpha-cluster states, and no fundamental theory of these reactions exists. Yet,
a fundamental theory is needed to determine the rate of the $^{12}\text{C}(\alpha,\gamma)^{16}\text{O}$ reaction to at least 10% accuracy to fix the subsequent burning stages.

These calculations can be performed by using several independent \textit{ab initio} methods, which will permit results verification and allow for systematic uncertainties to be determined. The methods are as follows: 1) the Green’s Function Monte Carlo (GFMC) approach generalized for scattering; 2) the \textit{ab initio} no-core shell model (NCSM) extended by the resonating group method (RGM); and 3) the coupled cluster method. The calculations can proceed in several phases with increasing complexity, and a general picture of the computational requirements for these calculations is shown in Figure 10.

The first phase focuses on the Hoyle state in $^{12}\text{C}$. This is an alpha-cluster-dominated, 0$^+$ excited state lying just above the $^{8}\text{Be}+\alpha$ threshold and is responsible for the dramatic speedup in the $^{12}\text{C}$ production rate. The calculation of this state will be the first exact description of an alpha-cluster state. It can be achieved with 10% accuracy of the excitation energy within 3 years using the current petaflop machines, and with 5% accuracy in 10 years using improved Hamiltonians. Calculations of alpha-capture on $^{8}\text{Be}$ will be performed within the next 5 years. Calculations for $^{16}\text{O}$, and in particular of the alpha-cluster resonances that impact the $^{12}\text{C}(\alpha,\gamma)^{16}\text{O}$ reaction, will follow. Finally, the $^{12}\text{C}(\alpha,\gamma)^{16}\text{O}$ calculations will be completed within a 10-year time frame.

Scientists can reliably estimate the increase in computer resources needed to address the 16O nucleus with GFMC. Presently, the GFMC calculation of the 12C ground state requires approximately 400 peta operations. The Hoyle state will require tens of calculations of the same size. The number of operations will increase by a factor of approximately 1200 for 16O, with the growth provided by the available computing resources increasing from the petascale to the extreme scale.

Currently, it is becoming feasible to calculate, within the NCSM/RGM framework, low-energy nucleon-$^{12}\text{C}$ or nucleon-$^{16}\text{O}$ scattering with soft NN forces using approximately 1000 cores on present-day machines. The computational demand increases dramatically (a factor of approximately 10$^6$) with increasing size of the projectile (from a single nucleon to an alpha particle) and by including the NNN interaction. Therefore, this is clearly a problem requiring the extreme scale computation level.

The ground state of $^{16}\text{O}$ can presently be computed within the coupled-cluster method. Here, the inclusion of NNN forces is challenging, and estimates put its computational expense at the petascale. The computation of excited states is an order of magnitude more computationally expensive than this because of the proximity of the scattering continuum; it will be based on a Gamow basis consisting of bound, resonant, and scattering states. The lowest-lying excited 0$^+$ state in $^{16}\text{O}$ is an alpha-particle excitation and requires the inclusion of four-particle, four-hole cluster configurations. The computational resources required for the calculation of this state are estimated to be at a scale of tens to hundreds of peta-operations and can be performed on current and next-generation machines (up to 20-petaflop machines).

Because of the growth of the number of cores by a factor of approximately 1000, it will not be easy to use an extreme scale computer for these calculations. The present ability in GFMC was obtained by splitting the work on one Monte Carlo configuration among tens of cores (previously just one core was used). For $^{16}\text{O}$, the work will have to be shared at an even finer level; many cores will have to work on the computation of one wave function and, because of memory limitations, operations involving wave functions stored on different nodes will be necessary.
In the NCSM/RGM, the matrix elements for hundreds of density operators must be calculated. These calculations are both central processing unit and memory intensive. Calculations are presently completed using message-passing interface (MPI) with distribution of the memory allocation. For example, in the calculation of matrix elements of the density operators, the cores are divided into groups, each of which is responsible for computing matrix elements of a subset of operators. This type of parallelization will need to be optimized and propagated to a finer level of distribution among clusters of computing cores in extreme scale machines as the complexity of the task grows rapidly with the mass of the target nucleus, the mass of the projectile (alpha particle), and presence of the NNN force.

Scientific Outcomes and Impacts

The primary outcome of this effort will be a comprehensive understanding of the mechanism behind these two key reactions, and the ability to model the chemical evolution of the universe. Success will permit an accurate determination of the reaction rates at low energies relevant to stellar burning, which are currently limited by large experimental uncertainties. In particular, the uncertainty in the $^{12}\text{C}(\alpha,\gamma)^{16}\text{O}$ reaction rate is currently about 40% (Angulo et al. 1999). By achieving this research goal, scientists will enhance the predictive power of stellar modeling. At the same time, scientists will develop \textit{ab initio} tools to describe the structure of weakly bound nuclei that will be studied at the Facility for Rare Isotope Beams (FRIB) at Michigan State University.
Michigan State University. Verification of model predictions by experiments at FRIB will provide necessary checks on the theoretical approaches and the underlying two- and three-body forces used. One computational outcome will be the development of a library for distributing shared-memory work to subsets of nodes within a massively parallel machine.

A successful completion of this program will provide essential input for modeling of stellar evolution and element production. It will provide a firm basis for extrapolating future experimental results. It will guide and be validated by light exotic nuclei studies at FRIB and other exotic beams facilities. Finally, scientists will understand how $^{12}$C and $^{16}$O, elements critical for life, are produced in nature.

**Weak Nuclear Structure—Nuclei as Laboratories for Neutrino Physics**

**Basic Scientific and Computational Challenges**

The neutrino is one of the most elusive particles in the universe and yet one of the most influential. The mass and interaction of the neutrino with other matter are less than a millionth of an electron’s—yet neutrinos power spectacular core-collapse supernovae that seed the universe with heavy elements. The fact that neutrinos even *have* a mass is one of the great discoveries of the past 10 years. If the neutrino is its own antiparticle—a so-called Majorana particle—then physics beyond the current standard model of elementary particles must be invoked with consequences impinging upon the matter and antimatter imbalance in the early universe. While the $^{12}$C($\alpha$$\gamma$)$^{16}$O reactions reveal how life can exist, a Majorana neutrino may reveal how matter itself came to exist. However, stringent upper-limits on the existence of neutrino Majorana mass contributions would force scientists to look to other explanations for the fundamental matter-antimatter asymmetry that is observed in the universe today. For recent reviews of current knowledge of neutrino properties, see Avignone et al. (2008), Camilleri et al. (2008), and Haxton (2008).

The primary venue for discerning the fundamental properties of neutrinos is atomic nuclei. A number of experiments are being planned worldwide to determine their properties, but interpreting the results of those experiments will require reliable calculations of nuclear structure and of the interaction between neutrinos and nuclei. Two broad classes of experiments are relevant here, and because of the difficulty in obtaining constraints needed to calibrate these experiments, both require sophisticated theory to be interpreted. As a check on the calculations, as well as a determination of the systematic uncertainty in the theory, scientists will use competing methods to compute the reaction and decay rates.

The first method consists of long-baseline experiments to measure neutrino flavor oscillations, which are sensitive to the differences in neutrino masses, as well as neutrino flavor-mixing angles. Detectors used in these experiments are based on target nuclei such as carbon and oxygen, and it is crucial to understand the neutrino-induced response of these nuclei to fully exploit measurements. At lower energies, neutrino cross-sections on these nuclei also play an important role in late-stage stellar evolution, as well as driving gravitational-collapse supernovae and the creation of heavy elements in supernovae. Reliable calculations require accurate treatment of the strong interaction and a realistic representation of the weak interaction currents. At low energies, the neutrinos couple with nuclei predominantly through so-called “allowed” operators, which are simple, easily calibrated, and cross-checked through experimentation. However, at higher energies—including those relevant to the detectors—scientists also need “forbidden” current operators, which are much more difficult to compare directly to the experiment.
The second experimental methodology consists of neutrinoless double-beta decay (0ν ββ decay) measurements (Vogel 2007). These decays can only occur if the neutrino is its own antiparticle; if so, a neutrino can be emitted and reabsorbed within the same nucleus. If these decays do occur, the lifetime is inversely proportional to the mass of the neutrino and the nuclear matrix element. Unlike 2ν ββ decay, which can be largely calibrated by comparison to ordinary beta decay, the operator responsible for the 0ν ββ-decay nuclear matrix element is neither theoretically simple nor easily constrained by other experiments. Among the specific target nuclei are 48Ca, 76Ge, and 130Te.

The fundamental challenge is to create a computer model of the structure of a nucleus, and then compute the nuclear coupling to neutrinos. Starting from fundamental measurements of NN interactions and using rigorous mathematical methods, effective interactions suitable for use on petascale and extreme scale computers, as well as the weak current operators that describe the interactions of neutrinos with nucleons, will be developed. This will be a significant computational project. A general illustration of the computational requirements for these calculations is provided in Figure 11.

Figure 11. Anticipated highlights for priority research direction “Nuclei as Neutrino Physics Laboratories.” Image courtesy of James P. Vary (Iowa State University).

Two main techniques will need to be extended to use extreme scale computing facilities: quantum Monte Carlo (QMC), primarily for the ν-nucleus cross-sections and configuration-interaction shell model (CI-SM) for the 0ν ββ-decay nuclear matrix element and subsequent lifetime. These have complementary strengths and weaknesses. QMC techniques can use “bare” NN and NNN interactions taken directly from
experiment, but QMC cannot yet tackle the heavy nuclei, such as $^{76}\text{Ge}$ or $^{130}\text{Te}$, relevant to $0\nu\beta\beta$ decay. CI-SM is the technique of choice for detailed spectra and can use arbitrary forms of interactions, not just local potentials—but to fit the problem even on an extreme scale machine, the NN interaction must be renormalized. A third technique, quasi-particle random-phase approximation (QRPA), makes computationally much more modest demands and is thus widely used, but is a more severe approximation.

Each of these techniques faces challenges to be scaled to extreme scale computers. QMC techniques must have actions that are now confined to a single computing core distributed over multiple computing cores. CI-SM will require finding the lowest part of the spectrum of a very large matrix, with dimensions on the order of 1-10 trillion; although the matrix is very sparse, storing the nonzero elements will require petabytes of memory. Furthermore, CI-SM requires vector operations that must communicate across the entire machine. Finally, for CI-SM, scientists must renormalize the experimentally determined NN interaction; this in itself will be a computationally intensive problem because one needs to evaluate the induced NNN interactions in large-basis spaces.

**Scientific Outcomes and Impacts**

If the neutrino is its own antiparticle, the resulting $0\nu\beta\beta$-decay lifetime of various nuclei will depend sensitively on the absolute mass of the neutrino. The goal is to compute the $0\nu\beta\beta$-decay lifetime for nuclei relevant to planned experiments with theoretical uncertainty to 30-50%, cross-checked using competing methods. Accurate estimates of the expected lifetime could affect design of experiments requiring expensive isotopically enriched materials. If a $0\nu\beta\beta$-decay lifetime is actually measured, these calculations will enable the extraction of the neutrino mass.

Long-baseline oscillation experiments measure the difference between neutrino masses as well as other parameters of the neutrino mass matrix. To correctly interpret the experiments, the $\nu$-nucleus cross-sections will be required to be computed with uncertainties that are less than approximately 20%.

CI-SM can also compute neutrino cross-sections that can provide a cross-check of the QMC and QRPA calculations. As part of this computational project, calculations will be compared using several different methods, usually with the same starting point, from which a systematic uncertainty associated with the calculation can be estimated. One important issue for CI-SM is renormalization, not only of the interaction between nucleons but also between neutrinos and nucleons. Rigorous renormalization methods exist and must be applied consistently to the interaction and the neutrino coupling. Comparisons with results from QMC, where more direct models of the current can be employed, will provide crucial validations.

Currently, significant experimental effort and funds are being invested to answer the above questions, but the experimental results cannot be persuasively evaluated without significant theoretical effort. With extreme scale computing, theoretical studies will provide a basis for reliable interpretation of experiments that explore the properties of neutrinos.
Microscopic Description of Nuclear Fission

Basic Scientific and Computational Challenges

Current understanding of nuclear fission, a fundamental nuclear decay, is still incomplete because of the complexity of the process. Nuclear fission has many societal applications ranging from power generation to national security. In addition, it also plays a role in the synthesis of nuclei in the r-process. Yet, to date, scientists have no microscopic understanding of this complex phenomenon and are unable to make reliable and accurate predictions of fission half-lives, cross-sections, or the distribution of fission products. The ongoing (2009) Scientific Discovery through Advanced Computing Program (SciDAC)-2 Universal Nuclear Energy Density Functional project (Bertsch et al. 2007) and petascale computing resources are opening the way for a comprehensive microscopic description of static properties of atomic nuclei and the fission process.

A promising starting point to obtain a predictive model of nuclear fission is the density functional theory (DFT); see the Nuclear Fission Extreme Scale Computing sidebar. This theory provides the justification for an energy-functional approach to explaining and predicting nuclear structure across the complete table of the nuclides. The accurate nuclear energy functionals currently in use are purely phenomenological and have parameters that are fit to only a subset of nuclear properties. Petascale computing resources and improvements in DFT codes made available through the Universal Nuclear Energy Density Functional project (Bertsch et al. 2007) are opening avenues to the comprehensive microscopic description of complex nuclear phenomena in general, particularly in nuclear fission. Several approaches, each entailing a number of serious computational challenges, can be applied to the description of nuclear fission and will be pursued in this program. The adiabatic approach requires as a first step the determination of the potential energy surface (PES) in a multidimensional space of collective coordinates, which comes from constrained Hartree-Fock-Bogoliubov (HFB) calculations (Warda et al. 2002; Staszczak et al. 2005). Including all relevant degrees of freedom to obtain a realistic and precise PES is a particularly challenging task. Compounding this issue is the need to evaluate the inertia tensor (Giannoni and Quentin 1980; Warda et al. 2002; Goutte et al. 2005). For this program to succeed, it will be critical to develop suitable algorithms to improve the efficiency of constrained calculations. The imaginary-time HFB (Levit 1980; Arve et al. 1987; Puddu and Negele 1987; Skalski 2008) approach relies on the computation of the full spectrum of dense complex matrices with dimensions that can reach millions. Not all of these matrices are Hermitian. Solving eigenvalue problems of that scale will require an enormous amount of memory, which will create a major bottleneck in the calculations. Heterogeneity in future computer architectures (e.g., use of graphical processing units) will pose another complication. New approaches will therefore be needed to overcome the memory bottleneck in these extreme scale calculations. A general illustration of the computational requirements for these calculations is provided in Figure 12.
Nuclear Fission and Extreme Scale Computing

The United States generates 19% of its electrical power with nuclear power plants; in Europe this figure is 30%. Nuclear power plants produce energy from the fissioning of heavy nuclei. This nuclear fission occurs spontaneously (without an external cause) or when the nuclei are hit by neutrons generated by other fissioning nuclei (induced fission). These are complex processes that are not well understood. This lack of precise knowledge leads to nuclear power plants being built or operated with additional costly safety margins. In principle, increased knowledge of the yields will offer the opportunity to increase, with confidence, the power ratings of existing nuclear reactors and will allow improved design of future reactors.

This situation presents a unique opportunity for nuclear theory to achieve, with the help of extreme scale computers, unprecedented predictive power for both spontaneous and induced fission. The yields under a variety of complex environmental conditions will be investigated in great detail to determine optimum operating conditions. This optimization will account for safety, cost, and efficiency factors at an unprecedented level of accuracy.

The figure below shows an energy surface of the fissioning nucleus $^{258}\text{Fm}$ using one of the currently available approximations. This energy surface determines the fission pathway and the eventual fission energy yield. It is the complexity of this surface—with competing pathways indicated by the dashed lines and superimposed shapes—that makes the problem as challenging as it is, as the yields depend sensitively on subtle differences in the texture of the energy surface. Thus, the predicted dominant fission pathway (the orange dashed line) may not be correct. A more reliable theoretical approach, enabled by extreme scale computers, is needed to make predictions accurate enough to be useful for improved nuclear reactor designs.

Potential energy surface of $^{258}\text{Fm}$ computed with a standard phenomenological energy-density functional. The fission path follows the line of lowest energy while corrections, such as thermal fluctuations and correlations, lead to alternative nearby paths. The blue figures indicate the shapes taken during fission along different paths. Image courtesy of A. Staszczak, A. Baran, J. Dobaczewski, and W. Nazarewicz (Oak Ridge National Laboratory).
Fission half-lives are extremely sensitive to the details of the underlying PES and the collective mass tensor. This requires extending the current program of energy density functional development to an unprecedented level of precision because phenomenological energy functionals provide essentially a qualitative description. Novel functionals will typically involve 10-30 parameters to be determined through the global minimization of a large number of observables. Constraining effectively each term of the energy functional requires performing symmetry-unrestricted HFB calculations and possibly adopting techniques beyond the mean-field methods. The dimensionality of the problem, combined with the necessity to reach the global minimum, will probably require massive global optimization algorithms. The phenomenon of fission will be investigated with various microscopic approaches. A first step from current capabilities is to follow the adiabatic time-dependent Hartree-Fock-Bogoliubov (ATDHFB) theory.

At least four degrees of freedom—elongation, mass asymmetry, necking, and triaxiality—must be considered. To attain sufficient mesh refinement, it will be necessary to compute of the order of 100,000-plus constrained HFB calculations for every nucleus.

Two nonadiabatic approaches will also be explored. The first is the instanton method, which relies on determining periodic trajectories for the imaginary time HFB equations. Finding the bounce solutions
(periodic instantons) is a difficult numerical challenge. The second approach, applicable in the context of induced fission where the explicit time propagation can be conducted, is a stochastic extension of the time-dependent superfluid local density approximation (TD-SLDA) of DFT. The appeal of this approach, equivalent to the many-body Schrödinger equation, is that two-body and higher correlations become accessible, and dissipation is naturally incorporated into the theoretical description. TD-SLDA has been successfully implemented on current leadership-class super computers, specifically on the Cray XT4 Jaguar at Oak Ridge National Laboratory. A stochastic realization of TD-SLDA will require sufficiently large ensembles of size from thousands to millions of realizations.

Nonadiabatic approaches to spontaneous and induced fission will allow the prediction of the mass and excitation energy distribution of the fission fragments, half-lives, and cross-sections. Beyond the scission point, the emerging fragments start accelerating, and the binding energy of the mother nucleus is converted partially into the kinetic energy of the fragments. At the same time, because strong dissipative processes become increasingly more important, a significant part of the energy is converted into the internal excitation energy of the fragments. The stochastic approach to the time-dependent fission dynamics will allow scientists to calculate these dissipative processes microscopically and predict the nuclear viscosity.

One of the implementation difficulties of stochastic TD-SLDA is the large local memory demand per MPI process and the limited random-access memory/core. Current state-of-the-art calculations prescribe a single MPI process per node so that all the memory in a node is aggregated into a larger, addressable local memory. This approach leaves the other processor cores idle or requires lightweight thread level control within the MPI process to use these cores. Scientists anticipate the need to increase the size of the Hilbert spaces, which will exacerbate this memory-aggregation problem or force the computations out of core—effectively stalling productivity even in the single determinant problems. Programming techniques that go beyond single-node memory aggregation will be refined or developed to satisfy this need. Such developments will also need to include the implicit/explicit use of the extra processor cores.

**Scientific Outcomes and Impacts**

The computational approach to fission envisioned here, combined with experiments, will provide a predictive framework that may lead to improved nuclear reactor design (AFC 2006). In the area of national security, developing a theoretical description of fission aligns with the goals of the National Nuclear Security Administration Stockpile Stewardship Program, which entails an accurate and complete modeling of the behavior and performance of devices in the nation’s aging nuclear weapons stockpile. Improving the accuracy of that description is central to the continuing process of certifying both the safety and the reliability of the stockpile without resumption of nuclear testing and to reduce the threat from nuclear proliferation.

Of all the various nuclear decay processes, nuclear fission—important in the r-process nucleosynthesis, in the modeling of reactions relevant to the advanced fuel cycle for next generation reactors, and in the context of national security—is among the most difficult to tackle. It is a quantum many-body tunneling problem whose typical time-scale changes by orders of magnitude when adding just a few nucleons. The microscopic theory of nuclear fission, rooted in internucleon interactions, still provides a particularly difficult challenge.
The ultimate outcome of the nuclear fission project is a treatment of many-body dynamics that will have wide impacts in nuclear physics and beyond. The computational framework developed in the context of fission will be applied to the variety of phenomena associated with the large amplitude collective motion in nuclei and nuclear matter, molecules, nanostructures, and solids.

**Physics of Extreme Neutron-Rich Nuclei and Matter**

**Basic Scientific and Computational Challenges**

Understanding neutron-rich nuclei is vital to discovering the origin of heavy elements (NAP 2003) and defining the properties of neutron-star crusts (Ravenhall et al. 1983). About half of the elements from iron to uranium are produced via successive steps consisting of neutron capture followed by beta decay (the r-process). The structure of neutron-rich nuclei determines the radiative capture cross-sections and beta-decay rates that are critical inputs to r-process nucleosynthesis calculations. The regions around the supposed doubly magic nuclei $^{60}$Ca, $^{78}$Ni, and $^{132}$Sn are of particular interest as they could be waiting points in the r-process. The existence and location of shell closures affect the r-process path as illustrated in Figure 13, where the r-process path is schematically drawn assuming shell closures at the traditional magic numbers. The dynamic and static properties of neutron star crusts determine neutron-star cooling and gravity wave emissions from neutron star mergers.

Unfortunately, present understanding of neutron-rich nuclei is very limited, and extrapolations based on current theoretical models are not reliable. First, the extreme isospin of neutron-rich nuclei magnifies unconstrained properties of the effective nuclear interaction. Second, the proximity of the neutron drip line dramatically increases the number of relevant many-body configurations, including the continuum, and makes accurate computations impossible at the present time. In the coming decade, progress towards the most neutron-rich nuclei will be made with both theory and experiment. The future FRIB at Michigan State University will provide experimental data for selected nuclei along the r-process path. These data will calibrate and validate theoretical methods which, with the advent of exascale computing facilities, will enable accurate theoretical predictions for extremely neutron-rich nuclei (see Figure 13).

The *ab initio* nuclear-structure program aims at building nuclei starting with nucleon degrees of freedom and their mutual interactions. Extending this program to neutron-rich nuclei in the $^{60}$Ca, $^{78}$Ni, and $^{132}$Sn regions and towards the neutron drip lines poses great theoretical and computational challenges. A general picture of the computational requirements for these calculations is illustrated in Figure 14.
Closed-shell nuclei and their neighbors are of particular interest for both experimental and theoretical research because they form the pillars of understanding and modeling for atomic nuclei.

The effective nuclear Hamiltonian, including the isospin dependence of the effective nuclear two- and many-body forces, is under intense investigation and will become far more precise in the next 3 years. These interactions will be employed with state-of-the-art nuclear-structure tools such as configuration interaction (Lisetskiy et al. 2004), the coupled-cluster method (Hagen et al. 2008), the nuclear density-functional theory (Bertsch et al. 2007), and Monte Carlo techniques (Chang et al. 2004) to calculate the properties of closed-shell nuclei and their neighbors. Of particular interest are the regions around the neutron-rich nuclei $^{78}$Ni and $^{132}$Sn. These calculations will predict the evolution of shell structure and will explore the drip line and the limits of nucleonic matter. For the understanding of neutron star crusts, the transport properties of systems composed of extremely neutron-rich nuclei and a surrounding neutron gas must be computed.

Calculations of nuclei in the $^{78}$Ni region and of static properties of matter in the crust of a neutron star require a facility with tens of petaflop-years of capacity, while computations of nuclei in the $^{132}$Sn region and transport properties of crust matter require a facility with hundreds of petaflop-years capacity. Scientists assume the program will be balanced such that investments in computational hardware and software are matched with investments in theory and personnel.

Figure 14. Anticipated highlights for priority research direction “Physics of Extreme Neutron-Rich Nuclei and Matter.” Image courtesy of James P. Vary (Iowa State University).
Scientific Outcomes and Impacts

Calculations of nuclei in the $^{78}\text{Ni}$ region and of static properties of matter in the crust of a neutron star require a facility with tens of petaflop-years of capacity, while computations of nuclei in the $^{132}\text{Sn}$ region and transport properties of crust matter require a facility with hundreds of petaflop-years capacity. Scientists assume the program will be balanced such that investments in computational hardware and software are matched with investments in theory and personnel.

These extreme scale computations will allow scientists to determine the limits of nuclear stability—that is, how many neutrons or protons can be bound in a given nucleus. This theoretical effort will have a major impact upon the experimental program to search for these limits at research facilities such as the FRIB. The combination will allow scientists to model some of the most exotic environments in astrophysics, and understand and model the chemical evolution of the universe.

In the crust of neutron stars, neutron-rich nuclei coexist with a surrounding gas of neutrons; the structure and dynamic properties of this unusual matter will be calculated using advanced Monte Carlo methods. In turn, it will be possible to interpret the wealth of astronomical data obtained from visual, x-ray, and gamma-ray telescopes. This will allow scientists to infer details of the nature of these sites and the processes (such as potentially gravitational wave emission) that occur there. The major computational challenge in these efforts is to develop and implement scalable algorithms for the strongly interacting inhomogeneous quantum many-body problem.

An important complement to the work described here will be the experimental program conducted at the FRIB (NRC 2006). The theoretical and computational tools envisioned above will provide an essential framework to interpret FRIB experimental data and will eventually guide the future experimental program. In turn, FRIB data will be essential to verify ab initio calculations and calibrate the nuclear many-body Hamiltonian.

Computations of neutron star matter, when combined with observations, will provide information about nucleonic matter at supernuclear densities. The interpretation of observations of isolated, cooling neutron stars require an accurate microscopic understanding of superfluidity and neutrino emission processes in neutron-rich matter. Similarly, observations of gravity waves with the advanced Laser Interferometer Gravitational-Wave Observatory and future detectors will, when combined with a realistic description of the neutron star matter, allow scientists to infer the mass and radius of a neutron star. Combined observations of multiple neutron stars will produce definitive constraints on the equation of the state of the densest matter in the universe.

CONCLUSIONS

Nuclear structure and reaction calculations have consistently made use of available state-of-the-art computers. With steady improvements in nuclear models enabled by computing advances, scientists have reached the ability to make precise predictions of the properties of light nuclei. Extreme scale computing resources will enable such calculations across the periodic table. Besides increasing current understanding of fundamental nuclear physics, these calculations will be of great benefit to other areas including astrophysics, nuclear reactor design, and stockpile stewardship. Progress will rely on continuing a balanced research program, as recent examples illustrate:
PANEL REPORT:
NUCLEAR STRUCTURE AND NUCLEAR REACTIONS

- Nuclear physics has benefited from access to the most powerful computers available through grants of time at major computing facilities. The Innovative and Novel Computational Impact on Theory and Experiment (INCITE) program is an excellent example.

- Collaboration between nuclear physicists, applied mathematicians, and computer scientists have proven exceptionally fruitful under the Scientific Discovery through Advanced Computing program. There are many formidable obstacles to the efficient use of extreme scale computers.

Table 2 provides an outline of the milestones for the work described in this section. Provided that the computational resources become available for research in nuclear structure and nuclear reactions at the anticipated scales, the forefront research that will be conducted are provided as milestones.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Milestone</th>
</tr>
</thead>
</table>
| >1 Petaflop-year    | - Static description of fission for cold even-even nuclei in limited deformation spaces  
|                     | - Time-dependent SLDA                                                     |
|                     | - Compute effective transition operators for 0ν ββ decay using same method as effective interaction |
|                     | - Side-by-side comparison of 0ν ββ decay in CI-shell model and QRPA using same model space/Hamiltonian |
|                     | - Hoyle state in ¹²C                                                      |
| >20 Petaflop-years  | - ATDHFB description of fission in large deformation space                |
|                     | - Partial implementation of stochastic TD-SLDA (reduced ensemble)         |
|                     | - Moments of quasi-elastic response for ν⁻¹²C                             |
|                     | - Calculations of 0ν ββ decay in ⁴⁸Ca                                     |
|                     | - Tests of current operator; compare methods against experiments          |
|                     | - Scattering and capture of α + ⁸Be                                      |
|                     | - ⁷⁸Ni structure                                                          |
|                     | - Static properties of neutron star crust                                 |
| >100 Petaflop-years | - ATDHFB description of fission in hot nuclei                             |
|                     | - Full implementation of stochastic TD-SLDA                               |
|                     | - Moments of quasi-elastic response for ν⁻¹⁶O                             |
|                     | - Initial estimates of π-production cross-sections in ν⁻¹²C and ν⁻¹⁶O    |
|                     | - Converged excitation spectrum of ¹⁶O                                     |
| >1 Exaflop-year     | - Complete microscopic description of nuclear fission for odd nuclei such as ²³⁵U |
|                     | - Scattering and capture of α + ⁸Be                                      |
|                     | - ¹₃²Sn structure                                                         |
|                     | - Calculations of 0ν ββ decay in ⁷⁶Ge                                     |
|                     | - Dynamic/transport properties of neutron star crust                      |
NUCLEAR ASTROPHYSICS

Co-Leads: Anthony Mezzacappa, Oak Ridge National Laboratory
George Fuller, University of California

INTRODUCTION AND CURRENT STATUS

Astrophysics represents the intersection of nearly every important avenue of inquiry and subject area in nuclear physics. Advancing knowledge of the history of the universe requires understanding how quarks, nucleons, and nuclei behave across temperature and density conditions encountered in the very early universe, the interior of stars and supernova explosions, and cosmic ray collisions. Concomitantly, astrophysical considerations have become key tools and goals in efforts to advance many areas of traditional nuclear physics including nuclear structure and reaction theory, ultra dense matter and nuclear matter, and relativistic heavy ion work.

This symbiotic relationship between astrophysics and fundamental nuclear physics is at the center of a remarkable cosmic story. The building blocks (i.e., the periodic table of the elements) necessary for human life have been synthesized over the nearly 14-billion-year history of the baryonic component of the universe, starting with the Big Bang and the formation of the lightest elements. This was followed by the formation of the first stars and the production of heavier elements within those stars, followed by their death in supernovae, and the reprocessing of expelled material in the next generation of stars, and all subsequent star formation, stellar evolution, and stellar death. Certainly, no scientific endeavor is more important than the effort to understand cosmic origins. While scientists generally understand this synthesis, important gaps remain. For example, how do turbulent stellar interiors evolve, and how do stars produce half the elements heavier than iron in their interiors? How do white dwarf stars die in thermonuclear supernovae, and can researchers understand them well enough to probe the nature and evolution of the universe as well as its contents? How do massive stars die in core-collapse supernova explosions, and how do they produce most of the elements between oxygen and iron and the complementary half of the elements heavier than iron? These are all fundamental questions that are germane to our origin and fate, and they remain unanswered.

Other fundamental questions remain unanswered. What is the nature of the “dark energy” that permeates the universe, dominates its mass-energy content, acts repulsively gravitationally, and is responsible for the universe’s accelerated expansion? What are the remaining unknown properties of neutrinos, knowledge of which would provide clues to the origin of all mass in the universe? The universe as a whole, and important events within it, continues to provide a laboratory to explore the physics of the universe’s smallest constituents (i.e., elementary particles, matter at extreme densities and composition, and nuclei). No better example of this exists than the sun. Observations and analysis of neutrinos emitted by the sun played a major role in the discovery of neutrino mass and the determination of other important neutrino properties—both of which revolutionized fundamental neutrino physics, showed that the standard model of elementary particles was incomplete, and provided some of the first clues to a more complete model of elementary particles and unification, a model that scientists still seek.

The foundation laid by computational, experimental, observational, and theoretical efforts to understand the phenomena described here, combined with the promise of extreme scale computing during the next decade, positions researchers to advance the understanding of stars, including the sun, thermonuclear and
core-collapse supernova explosions, and other important phenomena in leaps and not increments. Stars are complicated objects, and only through a demanding series of calculations can the implications of scientific theories be developed and used to understand and interpret observations. True understanding requires the combination of experimentation, the results of theory as worked out through computation, and the new insights that result. In turn, this will lead to answers to some or all of the fundamental questions noted above and provide a more detailed picture of the universe, humankind’s origins, and the fate of the universe.

Sun and Other Stars

In the simplest terms, stellar evolution is the theory of self-gravitating, nuclear reactive plasmas. As such, advances in both plasma dynamics and nuclear theory have shaped the understanding of its history. Currently, the biggest obstacle to using astrophysical sites as laboratories for nuclear physics is scientists’ rudimentary knowledge of the mixing and transport of mass and angular momentum by turbulence within stars. These mixing processes, driven by convection and the free energy of rotation, play a central role in shaping a star’s evolution and mediate the transport of nuclear processed material to the observable surface layers.

The enormous ratio between the hydrodynamic timescale, $\tau_h$, and the nuclear exhaustion timescale, $\tau_n$, during hydrogen, helium, and most phases of carbon burning, renders a full-scale three-dimensional simulation encompassing the entire life span of a star prohibitively expensive, even with extreme scale computing resources. These phases of evolution, where $\tau_n >> \tau_h$, however, offer opportunities to study stellar hydrodynamics during a snapshot of evolution, provide valuable information about mixing processes like convective overshoot mixing, which can be directly incorporated into stellar evolution models. During later stages of evolution—well after the end of the hydrogen burning familiar from the burning of the sun (i.e., beyond carbon burning)—nuclear exhaustion timescales decrease significantly, and scientists find $\tau_n \sim \tau_h$, so that a fully hydrodynamic three-dimensional simulation of the entire burning epoch becomes feasible. Both types of simulations, used in conjunction with stellar evolution codes, are essential for developing a comprehensive understanding of the varied phases of stellar evolution.

Already important strides in stellar evolution modeling are being made through large-scale three-dimensional simulations, providing deep insight into stellar interior physics as diverse as the internal solar rotation profile (Brun and Toomre 2002) and deep mixing within giant stars on the horizontal branch (Eggleton et al. 2006). Complementary to this is the use of stellar evolution model sequences to provide a map between the initial distribution of stellar masses (the initial mass function) and the nucleosynthetic yields (Timmes et al. 1995) that result from both hydrostatic and explosive burning events, including supernovae of Type Ia and II. Large grids of stellar models are used to quantify the uncertainties in predicted abundance patterns caused by the uncertainties in input mixing physics (Woosley and Weaver 1988) and nuclear reaction rates (Tur et al. 2007), thus providing a bridge between large-scale hydrodynamic simulation, stellar evolution theory, and nuclear physics.

Stellar Explosions and Their Remnants: Thermonuclear Supernovae

Type Ia supernovae (SNe Ia) are thermonuclear explosions of massive carbon-oxygen white dwarf stars in binary systems. Understanding the progenitors of these stars is of great interest to learn how they arise. They produce a significant fraction of the heavy elements and most of the iron in the universe. They are also of great importance in cosmology: observations using SNe Ia as “standard candles” revealed the
expansion of the universe is accelerating, and led to the discovery of dark energy (Riess et al. 1998; Perlmutter et al. 1999). Understanding dark energy ranks among the most compelling problems in all of physical science.

Currently, the calibration of SNe Ia as standard candles is entirely empirical. It uses a relation between the peak luminosity of SNe Ia and the rate at which they fade (Phillips 1993). The accuracy of this calibration must be improved from its present value of approximately 15% to better than 1% in order to study quantitatively the behavior of dark energy with redshift (i.e., with the age of the universe) and therefore distinguish among the various explanations of it that have been proposed (Frieman et al. 2008). Providing a better means to calibrate SNe Ia as standard candles is a major goal of three-dimensional simulations of SNe Ias. An independent, reliable method of calibrating SNe Ia would ensure that any evolution of their properties with redshift does not confound their use as standard candles to accurately determine the properties of dark energy.

Comparison of computer simulations and observations led to the conclusion that SNe Ia explosions most likely involve two stages: a buoyancy-driven turbulent nuclear combustion phase that expands the white dwarf star, followed by a detonation phase that incinerates the star and causes it to explode (Hoyle and Fowler 1960; Arnett 1969; Hansen and Wheeler 1969; Nomoto et al. 1976; Khokhlov 1991; Gamezo et al. 2003). However, a full understanding of the explosion mechanism does not yet exist.

This is a consequence of the enormous disparity between the width of the nuclear flame, the detonation wave, the size of the star, the complexity of buoyancy-driven turbulent nuclear combustion, and uncertainty about how the detonation is triggered.

The increasing computational resources available to astrophysicists in recent years have produced deeper insights into buoyancy-driven turbulent nuclear combustions (Khokhlov 1995; Zingale et al. 2005; Zhang et al. 2007). This increase in computational resources has also made possible multiphysics three-dimensional simulations of the explosion (Gamezo et al. 2005; Röpke and Hillebrandt 2005). These simulations led to the discovery of an entirely new explosion mechanism (Plewa et al. 2004; Jordan et al. 2008), demonstrating that such simulations are necessary to capture with sufficient fidelity the physical processes that are involved (see Figure 16).

**Stellar Explosions and Their Remnants: Core-Collapse Supernovae**

Core-collapse supernovae are among the most violent events in the universe. They mark the death of massive stars (i.e., stars larger than roughly 10 times the size of our own sun) and the birth of neutron stars and stellar-mass black holes. Core-collapse supernovae serve both to synthesize new elements and to disperse elements synthesized in massive stars during their lifetimes. In the end, they are the dominant source of elements between oxygen and iron. They are also one of the only sites in the modern universe where neutrino interactions with matter have macroscopic, dynamic consequences. All of these facts combine to make core-collapse supernovae remarkable cosmic laboratories for nuclear and neutrino physics.

The explosion mechanism of core-collapse supernovae was among the first applications in the history of computational science. The first attempts to form a theory of such supernovae (Hoyle 1946) led to the earliest approaches to simulate these events on computers (Colgate and White 1966). These attempts were soon followed by the first generation of truly multiphysics simulations (Arnett 1966, 1967).
However, the complexity of the problem has meant that, for close to a half century, supernova modelers have struggled to determine the precise nature of the explosion mechanism and to use that understanding to produce quantifiable predictions of the consequences of these events.

In the past few years, as advances in computational power have enabled new levels of simulation, scientists have begun to peel back the layers of feedback-laden uncertainty in their understanding of core-collapse supernovae. Various nucleosynthesis calculations imply that the composition and distribution of the inner nickel-rich ejecta is very sensitive to the details of the explosion mechanism (Fröhlich et al. 2006; Pruet et al. 2006; Kifonidis et al. 2006). Simulations have shown that the neutrino-driven mechanism cannot work for all progenitor masses (Liebendörfer et al. 2001), and that multidimensional effects are advantageous for shock revival in the context of the delayed mechanism (Herant et al. 1994; Burrows et al. 1995; Janka and Müller 1996). Along with the computational discovery of the standing accretion shock instability (Blondin and Mezzacappa 2006), all of these findings lead to the conclusion that multiphysics simulations must be conducted in three spatial dimensions to achieve the requisite physical fidelity (see Figure 16).

**Crosscutting Research Direction: Light Curves and Spectra from Thermonuclear and Core-Collapse Supernovae**

Although neutrinos and gravitational waves can provide a direct probe of the explosion mechanisms behind some supernovae, scientists generally do not observe the engines directly. Rather, they observe the photons produced in supernova explosions (SNe 1987A being the exception). To understand the engines, the processes in the explosion that create the photons must be understood. In this manner, scientists can tie the observed supernovae to the explosive engines. It is the combination of detailed engine calculations with detailed spectra and light-curve calculations that will allow use of the wealth of astrophysical data to constrain nuclear physics and allow researchers to understand the origin of the elements.

Much of the past work in this field has separated hydrodynamic explosion calculations from radiative transport calculations, using the former as a base for the latter. This can lead to incorrect light-curve estimates and limits what can be learned from spectra. Recently, the first multidimensional, coupled radiation-hydrodynamics spectra and light-curve codes have been developed, proving more sophisticated models are within reach (Woosley et al. 2007; Frey et al. 2009). Realizing the promise of such models requires a quantum advance in computing power.

**PRIORITY RESEARCH DIRECTIONS**

**Sun and Other Stars**

**Basic Scientific and Computational Challenges**

While estimates of nucleosynthetic yields are widely used to infer the origin of the elements that compose the sun and the solar system, as well as to predict the behavior of abundances in the first stars, they depend strongly on the treatment of hydrodynamic mixing in turbulent regions inside stars. Turbulence is a notoriously challenging phenomenon but is ubiquitous in stellar interiors—therefore, a deeper understanding is essential for developing a predictive theory of stellar evolution. Turbulent mixing is a significant problem during the late stages of evolution (post-carbon burning), at which time the nuclear
evolution in the stellar core decouples from the observable surface properties of the star and calibrating the physics of mixing is not possible. Using calibrated mixing rates based on earlier phases of evolution is also not guaranteed to apply during the distinct vigorous core- and shell-burning convection accompanying the late burning stages.

Computationally, modeling stellar turbulence strains the presently available resources because of the enormous range of relevant length and timescales and the variety of physical processes involved. In supernova progenitors and helium-shell flash nucleosynthesis, reactive hydrodynamic flows need to be modeled. This requires a multiple-component fluid description to track the compositional evolution and the associated nuclear energy release, both of which in turn feed back into the dynamics through buoyancy forces. In the case of solar convection, modeling the photosphere involves multigroup radiative transfer, which adds considerable extra cost. In addition, magnetic fields are likely to play a nonpassive dynamic role so that a magnetohydrodynamic solution is desirable.

Capturing a high enough Reynolds number (i.e., $Re > 1000$) is the biggest obstacle that must be overcome to reliably model stellar flows. In a simulation, the effective Reynolds number scales with linear zoning across a domain as $Re \propto N^{4/3}$ for turbulent flow. Therefore, it would be ideal to have approximately 180 zones across each of the relevant scale lengths (large energy-containing eddies) that arise in the flow. In the solar convection zone, the lower convective boundary layer, known as the tachocline, is approximately 10 times narrower than the convection zone depth. Therefore, to resolve this transition layer, approximately $\sim 2,000$ zones spanning the entire region would be ideal. Fewer zones may be sufficient if an informed choice of nonuniform zoning is used, thereby decreasing the needed zone count by a factor of a few in each dimension. This would lead to an overall reduction of zones by an order of magnitude. Adaptive mesh refinement is not as important as a nonuniform grid for stellar interior modeling because turbulence at high Reynolds numbers is space filling, and scientists are generally interested in studying quasi-equilibrium states. Scalable adaptive mesh refinement methods, however, can provide the underlying computational framework needed to employ a fixed mesh refinement grid on a massively parallel architecture. Additional savings, perhaps as large as $1/M \approx 100$ in computing time, may be achieved for low-Mach number flows $M \approx 10^{-2}$, if scalable low-Mach number methods are successfully developed for petascale and exascale platforms.

For each of the three problems highlighted, breakthroughs will be made possible in moving from the petascale to the extreme scale, primarily because of the increased computational volumes and degree of turbulence (i.e., Reynolds number) achievable. In solar convection modeling, petascale resources will afford enough resolution that a turbulent tachocline can be self-consistently incorporated into a global model. Such a simulation would provide a breakthrough in the scientists’ ability to understand the heat and angular momentum transport, which is mediated by this boundary layer and determines the differential rotation profile and dynamo action observed in the sun. Extreme scale computational resources would allow for the self-consistent modeling of solar surface granulation within a global circulation model of the sun, providing precision tests of both the simulation techniques and an understanding of the global-scale magnetohydrodynamic activity observed in the active sun.
Developing three-dimensional supernova progenitor models involves a large range in both spatial and temporal scales. While the end state of a massive star depends upon the entire prior evolution of the star since formation, a three-dimensional simulation that begins at core silicon burning and is evolved up to core collapse would provide a significantly improved level of confidence about the state of the iron core at collapse, including the rotational state and the convectively induced perturbations. Such a three-dimensional stellar model would be used directly as an input to core-collapse supernova simulations. Spatially, capturing global asymmetries will require simulating a volume that extends to the outer edge of the carbon burning convection zone (Meakin and Arnett 2006). Thus, in successively larger shells surrounding the core, silicon, oxygen, neon, and carbon burning will need to be included. Angular
momentum transport by wave motions in the stable layers between convection zones (e.g., Talon and Charbonnel 2005) are likely to be important during this epoch and will require a similar computational volume for study. At the petascale, a two-dimensional model encompassing the carbon burning shell could be undertaken and would provide a first-generation multidimensional supernova progenitor model. In a three-dimensional model, the properties of the silicon burning core could be simulated for an hour preceding collapse, thus incorporating realistic features of the vigorous convection. With extreme scale computing resources, a three-dimensional model for the entire silicon burning epoch that incorporates all of the overlying burning shells out to carbon burning would be possible.

The timescale relevant to s-process nucleosynthesis in asymptotic giant branch (AGB) stars is set at a minimum by the period over which helium shell burning convection persists, which is approximately 10 years, while the time period between helium outbursts is approximately 10^3 years. For comparison, the convective turnover time is approximately 3 hours (Herwig et al. 2006) and the Courant time (the hydrodynamic time step limit) is a factor of f \propto N_{zones}/\mathcal{M} \sim 10^4 times smaller still, for a Mach number \mathcal{M} \approx 0.01 and a modest N_{zones} \approx 100 zones spanning the convective shell. Scientists are therefore faced with the problem of evolving the model for an extraordinarily large number of time steps. This temporal problem can be ameliorated by studying snapshots of the quasi-equilibrium turbulent flow. These snapshots guide basic theory to be implemented in stellar evolution codes. This approach requires a three-dimensional simulation spanning only 10 to 100 convective turnovers (Meakin and Arnett 2007). In addition to this temporal challenge is the spatial challenge of capturing the flow in the overlying convective envelope, which extends to very large radii (r_{conv} \approx 3 \times 10^{12} \text{ cm}) compared to the size of the helium burning shell (r_{shell} \approx 10^6 \text{ cm}). While the petascale would allow a first-generation three-dimensional model with sufficient resolution to capture a turbulent convective envelope, the extreme scale would allow for three-dimensional giant star simulations that achieve resolved boundary layer mixing over secular timescales. This is the essential jump from the ability to calculate the bulk to the ability to calculate the surfaces, interfaces, and fine details that yield the observable shape.

The computational developments that would benefit stellar interior modeling include the following: 1) low-Mach number techniques that are scalable to mega-core platforms (e.g., Lin et al. 2006; Almgren et al. 2006), and 2) improvements in reaction network solvers that are informed by reduced quasi-equilibrium-group physics (Hix et al. 2007; Arnett 1996) that can more efficiently treat the complex silicon burning epoch preceding core collapse in massive stars. Treating the solar photosphere self-consistently in a deep convection simulation entails a radiation-hydrodynamics problem, which would benefit from techniques capable of load balancing the multigroup, multigroup radiation transport methods (Nordlund 1982) on a mega-core computing architecture. Finally, a data management challenge is inevitable because of the long integration times necessary to obtain the robust statistics required for studying quasi-steady, turbulent flow. A typical petaflop-scale turbulence simulation with approximately 2,000^3 zones that is sampled 100 times per large eddy turnover for two turnovers would generate approximately 10 petabytes of data if stored at single precision. The total data generated, D, for a turbulence model taking advantage of the available flop rate, F_{\text{p}}, will scale roughly as D \propto F_{\text{p}}^{3/4}, so that at the exascale, data volumes should be on the order of a single exabyte.

**Scientific Outcomes and Impacts**

Stellar evolution, including stellar death through supernovae, answers the question of the origin of the elements in the cosmos. With a firmer knowledge of mixing in stars, the field of stellar evolution theory...
and observation will be elevated to that of a precision laboratory for studying the systematics of nuclear matter under extreme conditions, including heavy element nucleosynthesis. The observed solar neutrino flux is already providing important constraints on weak interactions and neutrino oscillation parameters. Extreme scale computing platforms offer exciting new prospects to address several outstanding issues in nuclear astrophysics connected to stellar evolution. Three key areas that will greatly benefit include the following: 1) conducting solar hydrodynamics, 2) performing supernova progenitor modeling, and 3) mixing and nucleosynthesis in giant stars. Figure 15 shows the anticipated key research highlights obtained with high-performance computing as the extreme computing era is approached.

Figure 15. Anticipated highlights for priority research direction “The Sun and Other Stars.” Image courtesy of Anthony Mezzacappa and Bronson Messer (Oak Ridge National Laboratory) and George Fuller (University of California).

The sun plays a special role as a test of stellar evolution theory because its physical parameters are so well measured. Scientists know its mass, age, radius, and luminosity. Helioseismology has mapped the sound speed to an accuracy of better than 0.5% throughout most of the sun. Solar neutrino spectroscopy has determined the solar core temperature to about 1%. A combination of photospheric and meteoric measurements constrains solar composition. Scientists can observe the sun’s magnetic activity and measure its surface emissions and differential rotations. Modeling this star develops an understanding of the environment on earth and gives scientists an important physics laboratory as the solar neutrino story (Davis 2003) so clearly illustrates.
The one-dimensional standard solar model leaves out many phenomena believed to be important to the sun including convective zone activity, the depletion of light elements in the photosphere, mixing near the radiative/convective zone boundary, and the early convective core—a consequence of out-of-equilibrium carbon burning. The deficiencies of this model are becoming more apparent. Recent three-dimensional modeling of the photosphere—which greatly improved the general consistency of absorption line analyses—has led to reductions in key abundances. In the standard solar model, these abundances must be used throughout the sun, leading to significant changes in sound speeds and a conflict with helioseismology. The differences are most dramatic in the upper radiative zone, where there could be convective overshoot mixing to alter the structure. Alternatively, the standard solar model assumption of homogeneity at zero age main sequence might be incorrect. Ideally, this assumption could be replaced with an explicit three-dimensional calculation of proto-solar formation through collapse of the primordial solar system gas cloud. One speculation connects the photospheric abundance problem with late-stage formation of the planets, which swept out massive quantities of metal from the nebular disk. Therefore, the time is appropriate to bring the level of realism attainable with extreme scale computing to this important astrophysics problem. Aspects of the standard solar model that could be altered in three-dimensional models, including the initial distribution of core metals and the rate of heavy element diffusion, could alter the fluxes of certain neutrino species by up to 20%, limiting the accuracy of the extractable fundamental neutrino parameters. Supernova progenitors evolved in three-dimensional models, which will be possible at the extreme scale, will serve as initial data for both core-collapse and thermonuclear supernova simulations and will provide a significantly improved level of realism over the one-dimensional models that are currently being used. These simulations will provide insight into the complex interplay between convection and weak interactions (the Urca process), which has consequences for the thermal state of a stellar core prior to explosion. The simulations will also address issues related to symmetry breaking by convection. This symmetry breaking in turn seeds instabilities during the supernova event and informs scientists of the rotational state of the stellar core prior to core collapse in massive stars. These tests scenarios proposed to explain gamma-ray burst explosions, which require rapidly rotating cores (MacFadyen and Woosley 1999). In the case of AGB stars, placing knowledge of the mixing occurring in the burning shells and envelopes of these stars on a more solid base enables the production of a predictive model of heavy element formation. These predictive models, used in concert with the copious observational data of the surface abundances in these stars, will provide a powerful laboratory for better understanding element synthesis in the cosmos.

The impact on basic nuclear data is far reaching, as the field of stellar evolution has led to several comprehensive compilations of nuclear data that are used widely in the astronomical community. These data compilations represent active fields of research and have led to standards in the field—such as the rate libraries of Rauscher and Thielemann (2000), which provide a means for assembling experimental and theoretical nuclear physics data from a widely dispersed global effort. These standard libraries of data are easily accessible and enable astrophysicists to explore the broader implications of developments in nuclear theory. For instance, experimentally measured nuclear properties—such as neutron-separation energies and neutron-capture Q values (e.g., see Baruah et al. 2008), and experimentally measured reaction rates, such as $^{12}\text{C}(\alpha,\gamma)^{16}\text{O}$ (e.g., Assunção et al. 2006),1 have far-reaching consequences for stellar evolution models and nucleosynthesis (Weaver and Woosley 1993; Tur et al. 2007). Astronomical observations of the abundance patterns across the cosmos—including those in the sun and solar system materials, such as meteorites; low metallicity stars; and giant envelopes—make contact with this input

1 See panel report titled, “Nuclear Structure and Nuclear Reactions,” in this report for further detail on this key reaction.
nuclear physics data and are interpreted explicitly through the scenarios outlined by stellar evolution theory. In addition, observations of specific signatures of nuclear physics, such as the presence of radioactive nuclides in giant envelopes (Cameron 1955; Gallino et al. 1998) and the spectrum of solar neutrinos (Bahcall et al. 2001), are examples of the direct contact that can be made between stellar theory and nuclear physics.

**Stellar Explosions and Their Remnants: Thermonuclear Supernovae**

**Basic Scientific and Computational Challenges**

Explosions of SNe Ia involve hundreds of nuclei and thousands of nuclear reactions. These explosions also involve complex hydrodynamic phenomena taking place in degenerate matter and strong gravitational fields (rendering terrestrial experiments of limited utility). Buoyancy-driven turbulent nuclear combustion during the deflagration phase dominates the early part of the explosion and drives an expansion and pulsation of the star. A deflagration-to-detonation transition (DDT) and propagation of the resulting detonation wave through the star has been posited to explain the observed nucleosynthesis and its distribution in space and velocity (Nomoto et al. 1984; Khokhlov 1991; Gamezo et al. 2005). In the alternative gravitationally confined detonation model, fluid flow triggers a detonation that sweeps through the star, producing the observed abundances, spatial distribution, and velocities of the elements.

All of this takes place in approximately 3 s, followed by rapid free expansion of the star at velocities of 10,000 - 25,000 km s⁻¹. These phenomena involve spatial scales from approximately 10⁻³ cm - 10⁹ cm and temporal scales from approximately 10⁻¹⁰ s - 10 s, making simulations of SNe Ia a manifestly exascale problem. Advances are needed in both the speed at which the problem can be addressed and the scale (physical size) of the system that can be handled.

Several key physical processes in SNe Ia are not fully understood, and consequently the understanding of the explosion mechanism is uncertain. These physical processes include the smoldering phase, which preceeds the explosion phase and is thought to determine the number of points where ignitions occur and their location(s). The buoyancy-driven, turbulent nuclear combustion phase—or deflagration phase, which releases nuclear energy and expands the star—also represents a frontier, as the understanding of reactive turbulence in strong gravity is incomplete. Finally, the origin of the detonation wave that incinerates the star and causes it to explode is uncertain. Whether the physical conditions necessary for a DDT are achieved in the deflagration phase of SNe Ia is unclear. The alternative, in which fluid flow during the deflagration phase triggers the detonation, is not fully understood.

Extreme scale computing resources will produce breakthroughs in the understanding of these physical processes, transforming scientists’ ability to simulate SNe Ia. It will enable the qualitative improvement of scientists’ understanding of the smoldering phase, thereby reducing the uncertainty in the initial conditions for simulations of the explosion phase. It will make possible studies of buoyancy-driven turbulent nuclear combustions—which include capturing this physical process by simulations that resolve length scales only three to four decades below the largest physical scales and that use a self-similar subgrid model (Khokhlov 1995; Zhang et al. 2007) if needed—that could verify current expectations. If these studies do not verify these expectations, extreme scale computing will determine that the process is more complicated and provide the data needed to construct an appropriate subgrid model. Finally, extreme scale computing will also make possible studies that verify whether buoyancy-driven turbulent nuclear burning in a white dwarf star produces the physical conditions needed for a DDT to occur.
Advances in SNe Ia modeling during the next decade will most likely come from a combination of high-resolution simulations of the key physical processes described above and whole-star simulations of SNe Ia. Sustained petascale computing will enable verification studies of buoyancy-driven turbulent nuclear burning that will dramatically improve the understanding of this key physical process and will make possible whole-star SNe Ia simulations to treat buoyancy-driven turbulent nuclear combustion over a larger range of scales, providing new insights into the energy cascade and instabilities produced by this physical process. With extreme scale computing, it may be possible to attempt first-principle simulations of SNe Ia from ignition through the deflagration phase (i.e., the buoyancy-driven turbulent nuclear burning phase), a difficult problem.

A key component of studies at both the petascale and the extreme scale will be global validation of the models using large numbers of SNe Ia simulations. The need to perform large ensembles of simulations means the average time to perform simulations of adequate resolution will have to be reasonably short to allow for several such simulations to be performed in a given real time. Thus, a careful mix of a few high-fidelity and many low-fidelity simulations will be required. Even so, it means that high-capacity as well as high-capability extreme scale computing platforms will be needed.

Achieving extreme scale computing capabilities for SNe Ia simulations presents several challenges:

- SNe Ia simulation codes need to exhibit strong scaling and run efficiently on platforms with millions of cores and/or that exploit accelerators. Weak scaling will be insufficient because the computational demand scales as the fourth power of the resolution.

- SNe Ia simulations, in common with core-collapse supernova and stellar evolution simulations, require many physical variables per computational cell (e.g., fluid variables, flame variables, nuclear species variables, and radiation transport variables). Thus, the smaller memory per core of future platforms will require the development of new algorithms for efficient domain decomposition and load balancing.

- New parallel input/output (I/O) algorithms need to be developed. These include those that can handle files of many terabytes and beyond, along with mass stores that can accommodate exabytes of data. The turbulent nature of the deflagration phase demands high-temporal resolution in the retained data sets. This leads to the production of remarkable data volumes (many petabytes and possibly exabytes).

- New algorithms for scientific data analysis, including visualization, need to be developed to process petabytes and exabytes of data, along with data archiving techniques that can process exabytes of data and allow for comparative analyses to be performed between huge data sets.

**Scientific Outcomes and Impacts**

The major scientific outcomes of SNe Ia simulations at the extreme scale will be as follows: 1) ascertaining the explosion mechanism; 2) calibrating SNe Ia as standard candles to an accuracy sufficient to study quantitatively the behavior of dark energy with redshift (i.e., with the age of the universe); and 3) understanding the contribution of SNe Ia to nucleosynthesis. Figure 16 shows the anticipated key research highlights obtained with high-performance computing as the extreme computing era is approached.

Understanding the explosion mechanism will also impact ideas about the interaction of reactive flow and turbulence. The deflagration phase is ultimately a straightforward problem in combustion, trading many
of the complications of terrestrial burning (e.g., geometry of devices, unmixed fuels, soot production, etc.) for far more fundamental ones (e.g., extremely strong gravity, huge Reynolds numbers, and remarkably stiff reaction kinetics). As such, SNe Ia simulations represent unique numerical laboratories in which to explore basic ideas in reactive turbulent flow. The production of realistic SNe Ia simulations will require advances in this basic area.

Figure 16. Anticipated highlights for priority research direction “Stellar Explosions and their Remnants: Thermonuclear Supernovae.” Upper-left image courtesy of Lawrence Berkeley National Laboratory. Remainder of image courtesy of Anthony Mezzacappa and Bronson Messer (Oak Ridge National Laboratory) and George Fuller (University of California).
Discovery of Gravitationally Confined Detonation Model of Thermonuclear Supernovae

The ability of large, multiscale, multiphysics simulations to produce breakthroughs in the understanding of thermonuclear supernovae is illustrated by the discovery of the gravitationally confined detonation (GCD) explosion mechanism for Type Ia supernovae (SNe Ia). The development of the FLASH code with adaptive mesh refinement (AMR) and the availability of large computational resources, made possible by the DOE National Nuclear Security Administration Advanced Simulation & Computing Academic Strategic Alliance Program, enabled a team in the FLASH Center at the University of Chicago to perform the first three-dimensional whole-star simulations of the deflagration phase of SNe Ia in 2004. These and subsequent three-dimensional whole-star simulations of SNe Ia showed that, if ignition occurs at one or more points off center (as most scientists think happens), the hot burning bubble that develops following ignition rises rapidly and breaks through the surface of the star, spreads rapidly across the stellar surface, collides at the opposite point, and initiates a detonation (see below figure). The GCD mechanism is the only model to date that detonates without the detonation being inserted by hand, and as such, represents a breakthrough in the SNe Ia field.

Images in this figure show extremely hot matter (ash or unburned fuel) and the surface of the star at different times for an 8-km resolution simulation of the GCD model starting from initial conditions in which an 18-km radius hot bubble is offset 80 km from the center of the star. The images show volume renderings of the surface of the star and the temperature at (a) 0.5 s, soon after the bubble becomes Rayleigh-Taylor unstable and becomes mushroom-shaped; (b) 1.0 s, as the bubble breaks through the surface of the star; (c) 2.03 s, when the hot ash flowing over the surface of the star has begun to collide; and (d) 2.23 s, as the detonation wave sweeps through the star. Source: Jordan et al. (2008). Image courtesy of Don Lamb (University of Chicago).
An understanding of the explosion mechanism will make possible simulations that can predict correlations among the observed properties of SNe Ia. This will allow them to be better calibrated as standard candles, enabling them to be used to study quantitatively the behavior of dark energy with redshift, and thus to have a strong impact on scientists’ understanding of dark energy.

SNe Ia simulations also predict the nucleosynthetic yields for various elements and isotopes, yields that can be tested by observations. These yields are intimately connected with the physical processes that occur during the explosion phase. Consequently, comparisons of nucleosynthetic predictions with observations provide indirect information on these processes, and therefore on the explosion mechanism.

With carbon and oxygen burning being followed by silicon burning and, in the deep interior, an extended period in nuclear statistical equilibrium, SNe Ia simulations are voracious consumers of the nuclear data that govern these burning processes, including binding energies; partition functions; and strong, electromagnetic, and weak interaction reaction rates (e.g., Calder et al. 2007; Seitenzahl et al. 2009). Important reactions, like $^{12}\text{C}(\alpha,\gamma)^{16}\text{O}$ and triple-alpha burning to form $^{12}\text{C}$, are the target of ongoing efforts to better measure their reaction rates. Of particular importance are the weak interaction rates for isotopes of iron peak elements, which determine the neutron richness of the simulated ejecta. These continued improvements in the nuclear data improve the nucleosynthetic predictions from SNe Ia simulations, thereby strengthening the constraints on them that are imposed by observations of their ejecta and of solar abundances.

**Stellar Explosions and Their Remnants: Core-Collapse Supernovae**

**Basic Scientific and Computational Challenges**

Iron-core collapse and bounce are governed by the interplay of general relativistic gravity with the weak and strong nuclear interactions at extremes of neutron richness and density (e.g., $>10^{14}$ g/cm$^3$). The subsequent evolution of the event involves neutrino radiation hydrodynamics and nuclear kinetics among other physical processes. The experimental fact of nonzero neutrino masses means scientists must ultimately solve a macroscopic-scale problem in quantum kinetics as well, directly computing the dynamic, nucleosynthetic, and other observational consequences of flavor oscillations *in situ* as part of fully integrated simulations.

There are profound consequences to this complexity. These simulations make use of a variety of computational algorithms and implementations and stress essentially all facets of a modern, general-purpose computer—the I/O, memory size and latency, processor performance, communication bandwidth and latency, and more—in a manner shared with only a handful of other computational problems. These simulations will stress all facets of a general-purpose supercomputer.

The ability to simulate core-collapse supernovae realistically will depend on the development of discrete representations of the underlying nonlinear partial differential and integro-partial differential equations governing their evolution. This will require efficient and scalable-solution algorithms of the resultant nonlinear algebraic equations, as well as computer codes based on these solution algorithms that can take advantage of the memory and central processing unit capabilities of petascale to extreme scale architectures. Advances in each of these areas will be required, along with considerable work devoted to enhancements of the computational ecosystem surrounding these machines. Core-collapse supernova codes produce prodigious volumes of simulation data over long runs of the codes. Efficiently writing
these data and managing and analyzing them after they are written are as important to producing meaningful science through supernova simulation as is any algorithmic or implementation improvement that might be made for the computational step itself.

Four-Dimensional Core-Collapse Supernovae Simulations

Decades of core-collapse supernovae simulations have led to a challenging proposition for the eventual description of the explosion mechanism and the associated phenomenology. It is now known that three-dimensional hydrodynamics in general relativistic gravity must be coupled to nuclear kinetics capable of accurate estimation of energy release and compositional changes, and to spectral neutrino transport of all flavors of neutrinos (requiring a fourth, neutrino energy, dimension) to reliably determine the nature of the explosion mechanism. Moreover, the inclusion of neutrino masses and oscillations, as well as magnetic fields—both of which may be important effects—make the problem even more difficult. All of these effects, familiar in some sense from the earlier life of the star, operate on very short (millisecond) timescales and at extremes in density (as high as three to four times nuclear matter density) and neutron richness (the ratio of protons to neutrons in the matter can be several times smaller than what is accessible in terrestrial experiments). The rich interplay of all these physical phenomena in core-collapse supernovae ultimately leads to the realization that only through simulation will scientists be able to fully understand these massive stellar explosions. The relative complexity of the germane physics also means the requisite physical fidelity for these simulations will only be realized at the extreme scale.

Rendering of the matter entropy in the core of a massive star at approximately 100 ms following core bounce. Multidimensional fluid effects, coupled to heating and cooling via neutrino emission and absorption, have served to form large, asymmetric structures in the flow. Much of this complicated flow pattern occurs between the surface of the nascent neutron star at the center of the star and the position of the original supernova shock (demarcated by the faint blue circle near the edge of the figure). These first four-dimensional simulations have already consumed tens of millions of central processing unit hours on leadership computing platforms and will require tens of millions of additional central processing unit hours to follow the evolution to the requisite one second of physical time.

Using current petascale platforms and their immediate successors, scientists may be able to determine the general nature of the explosion mechanism itself by performing three-dimensional radiation-magnetohydrodynamics simulations with spectral neutrino transport. As machines capable of peak speeds of 100 petaflops emerge, significant quantitative statements concerning the details of explosive nucleosynthesis in the event and the neutrino emission can be expected. At the extreme scale, scientists will finally be able to determine precisely how supernovae explode by undertaking transformative numerical experiments that incorporate quantum kinetics on macroscopic scales with nuclear physics components realistic enough to accurately predict the isotopic output of these events. These kinds of simulations are utterly unimaginable on current platforms but promise to be accessible at the extreme scale. This is truly applying quantum mechanics, a theory of the smallest things known, to some of the most “macroscopic” bodies in the universe.

**Scientific Outcomes and Impacts**

The multiphysics nature of core-collapse simulations will require new computational techniques ranging from scalable linear algebra to methods to solve coupled ordinary differential equations. The high number of degrees of freedom at each spatial grid point (e.g., neutrino flavors, energies, and angles, as well as nuclear species) currently represents a large amount of unrealized parallelism in modern supernova codes. Methods to handle these calculations concurrently on multicore platforms and platforms incorporating accelerators of various kinds will likely determine the efficacy of future codes. Figure 17 shows the anticipated key research highlights obtained with high-performance computing as the extreme computing era is approached.

**Figure 17.** Anticipated highlights for priority research direction “Stellar Explosions and their Remnants: Core-Collapse Supernovae.” Bottom-left image courtesy of Chandra X-Ray Observatory and NASA. Remainder of image courtesy of Anthony Mezzacappa and Bronson Messer (Oak Ridge National Laboratory) and George Fuller (University of California).
Several of the major questions posed in the 2007 Nuclear Science Long Range Plan (DOE 2007) are germane to core-collapse supernova simulation.

*What are the phases of strongly interacting matter, and what roles do they play in the cosmos?*

*What is the nature of neutron stars and dense nuclear matter?*

The nature of dense nuclear matter formed at the center of a supernova explosion provides a unique opportunity to explore the low-temperature, high-density region of the quantum chromodynamics phase diagram. Knowledge obtained from observation and simulation in this region will complement the better-studied, high-temperature (e.g., quark-gluon plasma) regions of the phase diagram, which are presently accessible to terrestrial experiment.

*What is the origin of the elements in the cosmos?*

One of the most important and distinctive observables from core-collapse supernovae is their pattern of nucleosynthesis. The creation and transmutation of a wide variety of intermediate- and high-mass species in the event is a nonlinear phenomenon. Supernova nucleosynthesis has a dynamic effect on the explosion mechanism, ultimately rendering post-processing of simulation results to be of only qualified utility. The subsequent dissemination of the produced species enriches the interstellar medium, setting the stage for successive generations of star formation and death.

Nuclear physics experiments at the Facility for Rare Isotope Beams, combined with improvements in nuclear theory, will constrain temperature, density, timescales, and neutrino fluxes at the r-process nucleosynthesis site from observations of elemental abundances (RIA Working Group 2006). Simulations of core-collapse supernovae will be the essential ingredients in connecting these experimental measurements to the astrophysical site of the r-process, because a self-consistent determination of all of these conditions can only be achieved through computation at scales beyond those currently possible.

*What is the nature of the neutrinos, what are their masses, and how have they shaped the evolution of the universe?*

Core-collapse supernovae are, from an energetics point of view, neutrino events. They represent the only instance in the modern universe where neutrino interactions have a discernible, macroscopic effect on the dynamics of baryonic matter. Spectral neutrino transport is required to accurately model the event, and the resulting neutrino templates will be invaluable in interpreting and calibrating detections in terrestrial experiments. Comparing future observations to simulation results will be vital to interpreting those observations and using them to constrain the properties of neutrinos.

Accurate and precise knowledge of the characteristics of neutron-rich matter at high density is a prerequisite for understanding core-collapse supernovae. Precise data for electron-capture processes on progressively larger nuclei is a fundamental need for the simulations, a need which can only be filled by advances in nuclear structure theory. Conversely, core-collapse supernova simulations provide the crucial link in testing these theoretical results, as it is only at the extremes of density and neutron richness realized in these simulations where these predictions are manifest. As nuclei in the collapsing core make the transition from an ensemble of nuclei to nuclear matter, exotic forms of matter are expected (Ravenhall et al. 1983). The details of this transition region are of considerable importance in determining accurate neutrino spectra, again providing a unique link between fundamental theory and physical observables.
In addition, core-collapse supernovae are prodigious sources of gravitational waves (GW) (Ott 2009). Because the signal-to-noise ratio for GW detectors presents a serious complication for detection, the production of useful templates for detectors like the Laser Interferometer Gravitational-Wave Observatory (LIGO) and VIRGO is essential for meaningful data analysis. Furthermore, as nonaxisymmetric oscillations are required for GW production, multidimensional, fully integrated simulations are the only path to producing these signal templates. Therefore, the only path forward to interpreting possible future GW wave detections from core-collapse supernovae relies wholly on simulations providing the requisite context.

CROSSCUTTING RESEARCH DIRECTION: LIGHT CURVES AND SPECTRA FROM THERMONUCLEAR AND CORE-COLLAPSE SUPERNOVAE

Basic Scientific and Computational Challenges

The recent work successfully modeling light curves and spectra with radiation-hydrodynamics codes has opened up new challenges for the light-curve community and a new potential to take full advantage of the growing set of observations. These ties will allow scientists to use supernova observations as laboratories for nuclear physics. The key to using the photons from these explosions to tie the explosion mechanisms, and ultimately nuclear physics, to observations lies in developing coupled, multidimensional, radiation-hydrodynamics code. In this case, special relativity is sufficient for most applications.

The primary computational-physics challenge behind such calculations is similar to the challenge behind core-collapse supernovae: careful coupling of the radiation and hydrodynamics schemes. The opacities, with millions of lines, are much more complicated—an additional constraint on light-curve and spectral calculations. Even assuming the energy levels can be described by a single temperature (local thermodynamic equilibrium), the opacities can only be described by large, two-dimensional tables. However, the situation is even more difficult because many elements are not in local thermodynamic equilibrium, requiring a four-dimensional table and a well-understood radiation field to describe them accurately. The computational difficulty lies in reducing the memory footprint of the multidimensional opacities and working within the memory hierarchy without losing physical accuracy.

Petascale computing is making the testing of the first multidimensional calculations using higher-order transport schemes for the thermal transport and assuming local thermodynamic equilibrium for the opacities possible. However, these calculations are limited to brief durations in time as “proofs of concept.” It will require a 20-petaflop machine to make the first major transformative breakthrough, namely routinely modeling of supernova light curves to use supernova observations to constrain supernova mechanisms and nuclear physics. At this stage, astronomers will be able to make precision estimates for nucleosynthetic yields for some elements and for supernovae at such tight levels that both nuclear physics and explosion mechanisms will, for the first time, feel tight constraints from these observations. The final transformation, to make similar transport calculations but now using opacities out of local thermodynamic equilibrium, will require 5 to 10 years of active research with 100 petaflops to one exaflop of computational power. Clearly, the constraints on nuclear physics and the origin of the elements are strongest if these calculations are coupled with accurate explosion engines and with systems for which scientists have observations of the pre-exploded system (i.e., supernova progenitor stars, which are more common in the latest observational surveys).
Much of what is known about supernovae is derived from observations of their spectra and light curves. Current and proposed surveys (both the National Aeronautics and Space Administration and the National Science Foundation are investing heavily in transient missions ideally suited for supernovae) will increase the rate, spectral resolution, and time resolution of these observations by several orders of magnitude. To connect these data to explosion mechanisms and nucleosynthetic yield calculations, scientists must accurately model the supernova shock as it moves out of a star and into its surrounding medium. Accurate models will require radiation (photon) hydrodynamics calculations using detailed opacities where millions of lines have been accounted for. The modified RAGE (Radiation Adaptive Grid Eulerian) code, an example of a state-of-the-art code, was developed to model supernovae spectra and light curves using the latest opacities assuming local thermodynamic equilibrium for the energy levels of the atoms. Recent results are in the figure below. This code, using implicit Monte Carlo for thermal transport, has been shown to scale well on Roadrunner-type architectures. In addition to shock breakout, this code can, with full opacities, model detailed spectra at all stages of the explosion to directly compare high-resolution spectra to nucleosynthetic yield calculations, ultimately allowing scientists to pinpoint the origin of the elements in the universe. The biggest deficiency in the current calculations is that the opacities are not in local thermodynamic equilibrium. Adding full opacities requires another layer onto the radiation-hydrodynamics calculations. Without such calculations, accurate yield estimates for many elements is impossible. Extreme scale computing will allow the incorporation of out-of-equilibrium opacities, allowing astronomers to finally attain the capability to do precision nuclear physics.

Spectra at three different snapshots in time of a Type Ib supernova, showing the evolution of shock breakout (Frey et al. 2009). Shock breakout emission is the burst of high-energy emission that occurs when the supernova shock becomes optically thin (the shock is breaking out of the star or enshrouding wind surrounding the star). This shock breakout has now been observed in a number of cases, providing powerful new probes—especially of the medium directly surrounding the star—into the nature of supernova explosions. With upcoming transient surveys, the quantity and quality of these data will increase by several orders of magnitude.

Source: Frey et al. (2009).
Scientific Outcomes and Impacts

Light-curve and spectral calculations provide the connection between supernova explosion mechanisms and the rapidly growing wealth of observations from surveys funded by the National Aeronautics and Space Administration (NASA) and the National Science Foundation. As such, the primary goals and impacts of these calculations will be the same as those of the two supernova explosion studies. The development of three-dimensional simulations allows scientists to elevate the entire supernova field to a fully validated science. Some aspects of these will be discussed in the following paragraphs. Any major computational endeavor will also affect computational science.

This effort will lead to radiation-hydrodynamics codes with unprecedented accuracy in the treatment of the opacities. However, the treatment of memory distribution will likely have applications for a much broader scientific community. Already, developing the current codes to run on petascale computing platforms has led to advances in memory use and distribution of information within the memory hierarchy for Monte-Carlo based radiation-hydrodynamics codes (Crawford et al. 2008), leading to a speed-up of this technique over a wide range of architectures. These ideas developed are already spreading to other computational physics challenges.

Constraints on the explosion will allow researchers to test explosion models and the impact that nuclear physics (e.g., variations in the behavior of matter at nuclear densities) has on these explosions. More importantly, however, these calculations will allow astronomers to use observations of cosmic explosions to calculate precise nuclear yields. Nucleosynthesis will move from a quantity integrated over many outbursts to a quantity predicted on a case-by-case basis. Tying the observations to the explosions with these precise calculations could make it possible for astronomers to directly probe nuclear rates and pinpoint the cross sections upon which nuclear yields most crucially depend. With these improved rates, scientists will be in a position to make accurate and predictive estimates for nucleosynthesis.

After moving to precision measurements of the explosions, scientists will most likely discover deficiencies in the current set of nuclear rates used and the description of the behavior of matter at nuclear densities. Astronomers will be able to pinpoint specific areas of study. The nuclear physics community must prepare to answer these specific issues. As such, the nuclear physics requirements identified in the various sections discussing the engines of cosmic explosions will be the same for light curves and spectra.

This schedule matches well with the observational program. Current transient surveys are already increasing the number of observations tenfold (e.g., SuperNova Legacy Survey, Deep Lens Survey, ESSENCE Supernova Survey, and Palomar Transient Factory). In the next 5 to 10 years, another tenfold increase will occur with new surveys (e.g., the Large Synoptic Survey Telescope). With NASA’s Swift telescope and the proposed Energetic X-Ray Imaging Survey Telescope (EXIST) mission, astronomers are observing transients in a broader range of wavelengths, providing a fuller picture of the explosion.

This research will also impact nuclear and high-energy density experiments. As crucial rates are determined and erroneous ones are identified, experimental programs will finally be given well-defined cross sections to measure. In addition, these calculations will also pinpoint the most crucial opacities, driving the budding high-energy experimental program studying nonlocal thermodynamic equilibrium opacities.
TOOLS FOR OTHER ASTROPHYSICAL SYSTEMS

The basic building blocks of all astrophysical systems include magnetohydrodynamics; radiation transport (for photons and neutrinos); self-gravity; nuclear kinetics; realistic electromagnetic and weak interaction physics for photons and neutrinos, respectively; and realistic equations of state for nuclear, leptonic (e.g., electrons), and radiation components. Given the ubiquity of these elements across astrophysical phenomena, the computational tools developed by scientists to address the three primary research directions discussed in this panel report can also be used to study other important astrophysical systems that contribute to the origin of the elements and offer other laboratories exploration of new nuclear and neutrino physics.

The Early Universe

One triumph of nuclear physics was the use of Big Bang nucleosynthesis (BBN) to discover the baryon number of the universe. Scientists now know all of the key parameters of BBN except for the lepton number. New physics (e.g., new particles such as sterile neutrinos or decaying dark matter weakly interacting massive particles) can affect light element abundances. This may allow BBN to provide probes not only of new weak-sector neutrino physics but also new mysteries associated with the light element (e.g., $^6$Li, $^7$Li, and $^4$He) primordial abundances and the first stars. However, realizing constraints of this kind in many cases will require a jump to extreme scale computing. For example, calculating the relic densities of sterile neutrinos and the energy spectra of all active and sterile species (i.e., following neutrino flavor evolution in the presence of scattering-induced de-coherence) would require a full solution of the quantum kinetic equations. The development of the solution requires evolving in time and in three spatial dimensions the flavor mixing among three active neutrino species, one or more sterile states, and energy distribution functions for all species. This solution also requires including all elastic and inelastic neutrino scattering contributions and, in the case of conditions near BBN, coupling to all relevant nuclear reactions and abundances.

Novae and X-Ray Bursts

The explosion mechanisms of novae and X-ray bursts (XRBs) are very similar. Both involve systems in which the transfer of typically hydrogen-rich matter onto a degenerate star (white dwarf or neutron star) and thermonuclear ignition of the nuclear fuel under degenerate conditions yield a thermonuclear runaway moderated (at temperatures below about $4 \times 10^8$ K) by the beta-constrained carbon-nitrogen-oxygen cycles. While spherically symmetric numerical simulations (Gehrz et al. 1998; Strohmayer and Bildsten 2006) have reproduced some basic features of these events (e.g., the gross energetics and bolometric light curves), many of the wide range of observations of these objects are not well replicated by such models. Observations have often shown that these events are multidimensional (e.g., many nova nebular remnants have been found to be asymmetric). Given these considerations, clearly only multiphysics and multidimensional simulations can be expected to correctly reproduce the observed behaviors and improve scientists’ understanding of these explosive events, of their contributions to nucleosynthesis, and the nature of their progenitor systems.

A significant distinction between the runaways on white dwarfs and those on neutron stars arises from the great discrepancy in their surface gravities. At higher densities, peak temperatures achieved in runaways on neutron stars can reach values approximately $10^9$ K, and the reaction sequences proceed into the proton-rich regions far from stability. Analyses of the light curves of XRBs may yield constraints on
nuclear properties for proton-rich unstable nuclei. Nuclear burning in these events impacts the thermal structure of the crusts of neutron stars and provides constraints on the equation of state of nuclear matter. In contrast, with the exception of nova systems involving more massive white dwarfs and accreting at very low rates, peak temperatures achieved on novae are below approximately 350 million K, and hot carbon-nitrogen-oxygen burning is the dominant reaction. These reaction sequences yield the major nucleosynthesis contributions from novae: the heavy isotopes of carbon ($^{13}$C), nitrogen ($^{15}$N), and oxygen ($^{16}$O). The abundance patterns observed in nova ejecta inform scientists of the burning history and reflect the contributions of novae to galactic nucleosynthesis. It is clear why theoretical and observational studies of novae and XRB systems are considered an important component of the 2007 Nuclear Science Long Range Plan (DOE 2007).

Multidimensional simulations of novae and XRBs to date have been largely limited to two-dimensional models and focused on very specific aspects and regimes. The reason for these limitations becomes clear when the broad range of scales (both temporal and spatial) that are relevant is considered. The nova problem begins with a binary system with a period that is of order hours and dimensions that are of order $10^{10}$ cm, achieves visual maximum on a timescale of days (at a radius of approximately $10^{12}$ cm), experiences retreat of the photosphere to a radius of approximately $10^{10}$ cm on a timescale of order 6 months, and may continue burning for several years. Moreover, at visual maximum, the companion star (mass donor) is orbiting in the envelope of its nova. Glasner et al. (1997) and Kercek et al. (1998) first explored the final stages of the runaways in two-dimensional models, while Alexakis et al. (2004) considered the problem of envelope enrichment via dredge up from the underlying dwarf. If scientists are to understand the effects of convective burning and mixing on nova outbursts and on the composition of nova ejecta, such studies require extension to three-dimensional simulations, inclusion of larger nuclear reaction networks, and coverage of much larger computational domains. For example, expanding the two-dimensional ignition simulations of Glasner et al. (2007) to cover the entire surface of the white dwarf in three-dimensional simulations will require tens of petaflop-years, while further expanding such studies to consider the full range of nuclear species expected to participate in the nova outburst would make this an extreme scale computational problem.

**Neutron Star Mergers**

Systems composed of two neutron stars or a neutron star and black hole are subjects of some of the most active research in nuclear astrophysics. These mergers offer unique glimpses into the stellar structure at the moment when the stars are obliterated and their components reassembled in a new central object (either a black hole or a larger neutron star) and in a surrounding accretion disk. The gravitational wave signatures of neutron star mergers (NSM) will be able to constrain the stellar equation of state—the inspiral frequency provides an estimate for the neutron star mass and radius while the equation of state stiffness will be observed from the immediate post-merger behavior of the newly formed central object (Rosswog 2007). NSMs have also been postulated as the engines behind short gamma-ray burst phenomena (Mészáros 2006). Mergers of two neutron stars produce thick (about a tenth of a solar mass), opaque accretion disks that are hot and will primarily cool through neutrino radiation. Recent studies (Surman et al. 2008) indicate that the hot inner regions of the disks could be contributors of weak r-process and, to a lesser extent, main r-process elements.

Current simulations model the different NSM stages independently. Full general relativistic simulations usually follow the last orbits of the two objects up to a fraction of a second after the merger; studies of the dynamics of accretion disks usually start with an initial disk surrounding a central object. Finally, the
cooling of the disk by neutrino emission, jet production, and nucleosynthesis is customarily modeled with a semi-stable disk already in place in the presence of a fixed gravitational background. Decadal petaflop systems will likely be used to explore NSM through the last orbits of the binary, the merger, and the early post-merger stage with the formation of the accretion disk and ring-down of the central object. These simulations would cover up to the first dozen seconds after the merger. Following the system’s evolution through the late post-merger stage (up to 100 seconds post-merger) will possibly have to wait for platforms in the 100-petaflop range. However, this outline of the future will likely be possible only using basic nuclear networks and approximations to neutrino transport. Accurate neutrino transport and advanced nuclear networks that are central to long-term NSM modeling require extreme scale computing platforms. The advent of next generation supercomputers will coincide with the coming online of the new gravitational wave observatories (NSF’s Advanced LIGO 2013 [NSF 2008]; NASA’s LISA 2015 [NASA 2007]; European Space Agency’s Advanced Virgo 2014 [EGO 2006]). The interpretation of data from these telescopes will be extremely difficult without theoretically produced gravitational wave templates.

BUILDING A COMMON VOCABULARY IN APPLIED MATHEMATICS AND COMPUTER SCIENCE

Extreme scale simulations of turbulent stellar interiors and thermonuclear and core-collapse supernovae lead to an unfolding of the complex evolution in those systems governed by the underlying nonlinear, ordinary differential, partial differential, and partial integro-differential equations that describe stellar core fluid flow and magnetohydrodynamics; self-gravity in both Newtonian and general relativistic systems; radiation transport and radiation hydrodynamics for both photons and neutrinos; and nuclear kinetics. The discretization of these mathematical expressions of physical law leads to nonlinear algebraic equations. Thus, the time evolution of stars and stellar explosions in supernovae is obtained by solving these nonlinear algebraic equations on extreme scale platforms.

For stellar core fluid flow and magnetohydrodynamics, explicit methods have typically been used. Stellar interiors and thermonuclear supernovae are truly turbulent. This requires capturing disparate spatial scales through adaptive mesh refinement and perhaps the implementation of subgrid models, even at the exascale. In some cases, methods for all Mach numbers will be required to traverse disparate timescales. For radiation transport, implicit and Monte-Carlo approaches have been adopted. In the former case, the distributed solution of sparse, structured linear systems of equations with scalable physics-based preconditioners and solvers are needed. These will likely include inner products, consequently requiring scalable global reduction operations, and ultimately will rely heavily on efficient implementations of matrix-vector multiplication on future supercomputing platforms. In the latter case, methods for nonlocal thermodynamic equilibrium transport that fit within future memory hierarchies will need to be developed. Both will become increasingly challenging as the memory per core and memory bandwidth per core decrease. For self-gravity, the elliptic Poisson equation and hyperbolic-elliptic Einstein equations must be solved for Newtonian and general relativistic systems, respectively. This presents well-known challenges of solving such systems scalably on the anticipated megacore platforms. For nuclear kinetics, efficient methods for the solution of nonlinear, stiff, coupled, and large systems of ordinary differential equations are needed. Again, implicit methods have typically been used, given the extreme stiffness of the equations. Note also that nuclear kinetics is a local phenomenon, physically, and hence local to a processor computationally.
For any and all of the above, solution algorithms that are multicore aware will be at the foundation of any success in simulating complex, turbulent systems for scientific discovery. Effective parallel programming models will be needed both across processors and across computing cores within processors. Load balancing of the computation, particularly for simulations that deploy adaptive mesh refinement, will remain important, and simulation fault tolerance as the number of computing cores progresses into the millions will become even more important. Effective debugging tools for simulations that will run on an increasing number of computing cores may be a central challenge. Ultimately, data must be delivered for post-processing. Efficient, collective parallel I/O from millions of computing cores must be established. Data-management approaches for geographically distributed teams and data analysis algorithms must be developed for what will ultimately be petabytes of data per simulation delivered over the course of days to months. Discovery-enabling visualization of multivariate (scalar, vector, and tensor), multidimensional (as high as six-dimensional), petascale data must be developed. Finally, scientific workflows must be made efficient and automated given the expected significant simulation runtimes and the overall daunting data management and visualization challenges.

CONCLUSIONS

Table 3 provides an outline of the milestones for the work described in this section. Provided that the computational resources become available for research in nuclear astrophysics at the anticipated scales, the forefront research that will be conducted are provided as milestones.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Milestone</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;1 Petaflop-year</td>
<td>• Stellar evolution</td>
</tr>
<tr>
<td></td>
<td>— First-generation two-dimensional supernovae progenitors</td>
</tr>
<tr>
<td></td>
<td>— First-generation three-dimensional AGB model with convective envelope</td>
</tr>
<tr>
<td></td>
<td>— Global circulation solar model with resolved, turbulent tachocline</td>
</tr>
<tr>
<td></td>
<td>• Core-collapse supernovae</td>
</tr>
<tr>
<td></td>
<td>— Multienergy neutrino transport with coherent flavor mixing</td>
</tr>
<tr>
<td></td>
<td>• Thermonuclear supernovae</td>
</tr>
<tr>
<td></td>
<td>— Three-dimensional whole-star hydrodynamic simulations with resolution</td>
</tr>
<tr>
<td></td>
<td>— Three-dimensional whole-star photon-transport calculations, with resolution</td>
</tr>
<tr>
<td></td>
<td>&gt; 20 Petaflop-years</td>
</tr>
<tr>
<td></td>
<td>• Stellar evolution</td>
</tr>
<tr>
<td></td>
<td>— Three-dimensional supernova progenitors from the end of silicon core burning up to core collapse</td>
</tr>
<tr>
<td></td>
<td>• Core-collapse supernovae</td>
</tr>
<tr>
<td></td>
<td>— Multienergy neutrino transport with coherent flavor mixing</td>
</tr>
<tr>
<td></td>
<td>• One-hundred-fifty species nuclear network in situ</td>
</tr>
<tr>
<td></td>
<td>• Thermonuclear supernovae</td>
</tr>
<tr>
<td></td>
<td>— Three-dimensional whole-star hydrodynamic simulations with resolution</td>
</tr>
<tr>
<td></td>
<td>— Three-dimensional whole-star photon-transport calculations, with spatial resolution sufficient to capture key compositional structures and shape asymmetries, and numbers of atomic and molecular lines sufficient to capture key features of optical and near-infrared light curves</td>
</tr>
</tbody>
</table>
Table 3. (contd)

<table>
<thead>
<tr>
<th>Scale</th>
<th>Milestone</th>
</tr>
</thead>
</table>
| > 100 Petaflop-years   | • Stellar evolution  
|                        |  — Three-dimensional supernova progenitors, including iron core and overlying silicon burning shell up to core collapse, including the effects of rotation  
|                        |  — Three-dimensional AGB model, including the effects of rotation on the global circulation and mass mixing properties  
|                        | • Core-collapse supernovae  
|                        |  — Multienergy, multiangle neutrino transport with coherent flavor mixing  
|                        | • Large, precision nuclear network in situ  
|                        | • Thermonuclear supernovae  
|                        |  — Three-dimensional whole-star hydrodynamic simulations with resolution sufficient to capture turbulent burning dynamics and able to treat the effects on it of convection in the stellar core, and resolution sufficient to capture initiation of a detonation  
|                        |  — Three-dimensional whole-star photon-transport calculations with spatial and angular resolution sufficient to capture crucial compositional structure and spherical asymmetry, and numbers of atomic and molecular lines sufficient to capture key features of optical and near-infrared light curves and spectra |
| >1 Exaflop-year        | • Stellar evolution  
|                        |  — Global circulation solar model with tachocline and surface granulation  
|                        |  — Three-dimensional supernova progenitor, incorporating all dynamically active layers  
|                        |  — Three-dimensional AGB model incorporating convective envelope and resolved turbulent boundary layer mixing between active burning layers and envelope  
|                        | • Core-collapse supernovae  
|                        |  — Multienergy, multiangle neutrino transport  
|                        |  — Full quantum kinetics for neutrinos  
|                        | • Large, precision nuclear network in situ  
|                        | • Thermonuclear supernovae  
|                        |  — Three-dimensional whole-star hydrodynamic simulations capturing all crucial scales and physical processes, with detailed nuclear kinetics  
|                        |  — Three-dimensional whole-star photon-transport calculations capturing all crucial compositional structures, shape asymmetries, and light curve and spectral features |
HOT AND DENSE QUANTUM CHROMODYNAMICS

Co-Leads: Steffen A. Bass, Duke University
Frithjof Karsch, Brookhaven National Laboratory

INTRODUCTION AND CURRENT STATUS

Quantum chromodynamics (QCD), the theory of the strong force, is one of the central building blocks of the standard model of particle physics that describes the interaction among all known elementary particles (see sidebar 1 in panel report “Cold Quantum Chromodynamics and Nuclear Forces”). QCD uniquely specifies the interactions between the quarks and gluons. Under ordinary conditions such as they exist in the universe today, quarks and gluons do not appear directly as free particles, but are confined into protons and neutrons. QCD predicts that only under extreme conditions of high temperature or of high density (or both) do the quarks and gluons become the most relevant degrees of freedom that dictate the properties of matter. Temperatures that greatly exceed one hundred million times those controlling the thermal processes on the surface of the sun, or densities that greatly exceed ten times those inside a large nucleus, correspond to such extreme conditions. QCD predicts that in such hot environments, quarks and gluons will behave almost like free particles. This new form of strongly interacting matter is called the quark-gluon plasma (QGP). QGP existed for a short time in the early universe just after the Big Bang, when matter was still hot and dense. However, after a few microseconds this matter cooled down sufficiently so the thermal conditions no longer allowed for the existence of free quarks and gluons. At this stage, the strongly interacting matter went through a cross-over or a phase transition that is reminiscent of the phase transition that occurs when water vapor condenses into the liquid phase. Only after this transition can ordinary matter made out of protons and neutrons be formed in the cosmos.

Deriving detailed predictions of QCD for the properties of matter at high temperature and density is paramount in shaping the current understanding of nuclear matter in general, as well as for understanding the evolution of the early universe. While the properties of nuclear matter at low temperature and moderate densities are well measured, and those of quark-gluon matter at ultra-high temperatures and densities can be rigorously calculated from QCD, little is known about the intermediate regime where the transition between hadronic matter and the QGP occurs. Exploration of this regime, with the aim of mapping the boundaries between different phases of QCD matter, and determining the properties of QCD matter in this domain, is the goal of a large experimental and theoretical program in the United States and internationally. The progress and future goals of this program are described in detail in the 2007 Nuclear Science Long Range Plan, a report issued by the U.S. Department of Energy Office of Science and the National Science Foundation and prepared by the Nuclear Science Advisory Committee (DOE 2007). Large-scale computation plays a pivotal role in achieving the goals outlined in this plan. Numerical calculations are required to describe strongly interacting matter in a regime where collective many-particle effects play a dominant role, which helps bridge the gap between analytic calculations performed in the well-defined thermodynamic limit, and environments that are produced in the laboratory.

Experiments studying QCD matter in the domain of interest are currently performed at the Relativistic Heavy Ion Collider (RHIC) accelerator located at Brookhaven National Laboratory (BNL), and numerical calculations are performed on leadership-class computers at national laboratories, particularly at the BlueGene/L and Blue-Gene/P computers at Lawrence Livermore National Laboratory and BNL, respectively. New experiments are planned for the next decade at RHIC, at the Large Hadron Collider (LHC) at the European Organization for Nuclear Research (CERN), and at the new European Facility for
Antiproton and Ion Research to study the properties of matter not only at high temperatures, but also at a high net baryon number density.

The primary research goal of the entire experimental and theoretical heavy ion physics program in the United States and worldwide is to provide an answer to one of the central questions raised in the 2007 Nuclear Science Long Range Plan (DOE 2007):

*What are the phases of strongly interacting matter, and what role do they play in the cosmos?*

A central component of the answer to this question is the clarification of whether different regions of the phase diagram of QCD are indeed separated by well-defined phase transition lines where properties of matter change abruptly (see sidebar, “Quantum Chromodynamics Phase Diagram”). Current knowledge of the phase diagram of strongly interacting matter is—to a large extent—based on model-dependent calculations (Stephanov 2006), and very few aspects of the phase-diagram are known from QCD calculations. In particular, it is unknown if a true-phase transition and a line of first-order phase transitions actually exist at intermediate net baryon number densities. These questions can be addressed through numerical calculations performed within the framework of lattice QCD (LQCD), a discretized version of QCD that is formulated on a four-dimensional grid (lattice) (see sidebar 1 in panel report “Cold Quantum Chromodynamics and Nuclear Forces”). Important steps towards a detailed understanding of the phase diagram of strongly interacting matter have been taken. For vanishing net baryon number density, scientists have a reasonable understanding of the transition from ordinary hadronic-matter to the QGP (DeTar 2008). This change in behavior is rapid but smooth; properties of matter change significantly in a narrow temperature, but the cross-over is not accompanied by any singular behavior in observables. Reaching this level of understanding for the QCD phase diagram at nonvanishing net baryon number density (Schmidt 2008) requires extreme computational resources.

An important challenge in studies of strongly interacting nuclear matter and elementary particles at high temperature is to establish contact between the rigorous LQCD calculations, which compute the equilibrium thermodynamics of this matter, and the properties of the strongly interacting matter created in heavy ion experiments. This requires an understanding of dynamic properties of hot and dense matter; e.g., transport properties (Meyer 2008) and in-medium properties of hadrons (Asakawa et al. 2001; Detmold and Savage 2009), and an intensive, computationally demanding microscopic modeling of the rapidly expanding and cooling matter created in heavy ion experiments (Nonaka and Bass 2007). A crucial aspect of such calculations is to determine how the matter—which is originally created in a state far from equilibrium—equilibrates sufficiently rapidly so that a thermodynamic description of its properties becomes possible at relatively early times. Reaching an understanding of the equilibration process in a heavy ion collision requires the modeling of nonequilibrium processes, such as plasma turbulence in a three-dimensional relativistic fluid (TechQM 2008). This is a computationally challenging calculation, requiring new conceptual insights and formal developments.
**The Phases of Quantum Chromodynamics**

Exploration of the properties of matter as it existed a few microseconds after the Big Bang in the early universe, and as it may still exist today deep inside neutron stars, is subject to extensive experimental and theoretical investigations. Similar to the phase changes that occur when water is heated or compressed (vapor, fluid, solid), nuclear matter (comprised of protons and neutrons) is expected to undergo drastic changes when heated to extremely high temperatures or compressed to high densities.

Strongly interacting matter at high temperatures and/or densities is expected to consist of “deconfined” quarks and gluons, the elementary building blocks of the theory of strong interactions.

While the transition between the low and high temperature regime is not expected to lead to singularities in thermodynamic quantities at very low net baryon number density, this may be different at larger net baryon number densities. A critical point is conjectured to mark the density threshold above which the transition between low- and high-temperature regions is accompanied by discontinuities in baryon number densities, and a latent heat is required to dissolve bound states of quarks—the hadrons—into a new form of matter made of free quarks and gluons. At even higher densities, but low temperature, this matter is predicted to exhibit properties akin to those of superconducting materials.

The theoretical studies of hot and dense matter are performed on state-of-the-art supercomputers. Refining these numerical studies into a precision tool capable of establishing the phase diagram of strongly interacting matter requires extreme scale computing resources. Extreme scale computing is also required to perform simulations of dynamical processes describing the experimental results obtained at accelerators such as the Relativistic Heavy Ion Collider and in future experiments at the European facilities Large Hadron Collider and the Facility for Antiproton and Ion Research.

Creating Hot and Dense Matter in the Laboratory

The only known way to create hot and dense quantum chromodynamics matter under controlled conditions in the laboratory—and to investigate its properties—is to collide two heavy nuclei at velocities close to the speed of light with an accelerator. Accelerators currently in operation have the capability of creating the temperatures and densities favorable to the formation of a quark-gluon plasma (QGP). The overarching goal of the experiments performed at these laboratories, is the investigation of the phase diagram of quantum chromodynamics matter, including the deconfined phase, the QGP. The Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory (Figure 1) in Long Island, New York, and the accompanying suite of detector systems, were built specifically to observe and study the QGP phase of matter.

Figure 1. The Relativistic Heavy Ion Collider complex at Brookhaven National Laboratory in New York. The complex is comprised of several accelerator facilities joined together to provide beams that are brought into collision in detectors located along the Relativistic Heavy Ion Collider ring. Image courtesy of Brookhaven National Laboratory.

There are four detectors at RHIC: STAR, PHENIX, PHOBOS, and BRAHMS. Two are still active; PHOBOS and BRAHMS completed their operation in 2005 and 2006. Among the two larger detectors, STAR (Figure 2), with its system of time projection chambers covering a large solid angle, is designed for the detection of hadrons; PHENIX is further specialized for detecting rare and electromagnetic interactions.

A typical collision of two gold nuclei, each with momentum of 100 GeV per nucleon, creates a region of QGP matter with a diameter of approximately $10^{-12}$ cm with a lifetime of approximately $10^{-23}$ seconds. This QGP fireball then explosively decays into several thousand particles, which have to be tracked and identified by the detectors (see Figure 3). The particle tracking and characterization of the final state of each collision event poses a significant technological challenge to the RHIC experiments, which can record up to several thousand such events per second. The analysis of these events is used to infer the properties of the transient QGP state.
Creating Hot and Dense Matter in the Laboratory (contd)

Figure 2. The Solenoid Tracker at RHIC (STAR) is a detector designed specifically to track the thousands of particles produced by each heavy ion collision at RHIC. Weighing 1200 tons, and as large as a house, STAR is a massive detector. It is used to search for signatures of the QGP, the form of matter that RHIC was designed to create. Image courtesy of Brookhaven National Laboratory.

Figure 3. The end view of a collision of two 100-GeV gold beams in the STAR detector at the RHIC at Brookhaven National Laboratory. The beams travel in opposite directions at nearly the speed of light before colliding. Each collision produces thousands of tracks in the detector. Image courtesy of Brookhaven National Laboratory.

RHIC began operation in 2000 and is currently the most powerful heavy ion collider in the world. However, it is expected that the Large Hadron Collider at the European Organization for Nuclear Research (CERN) will provide significantly higher energies after it is fully operational. The planned RHIC-II luminosity upgrade will allow the RHIC and Large Hadron Collider programs to pursue complementary research over the next decade.
The Phase Diagram of Strongly Interacting Matter

The case of vanishing net baryon number density; i.e., the symmetric situation in which the number of particles and antiparticles are identical, plays a special role in the attempt to map out the QCD phase diagram (Stephanov 2006) and to understand phase transitions in strongly interacting matter. Not only does the case of vanishing net baryon number density approximately describe the conditions that existed in the early universe, it is close to conditions that can be studied experimentally in relativistic heavy ion collisions. However, the chiral-limit of QCD, in which the light-quark masses vanish (unphysical values of the quark masses—a theorist’s construction) constitutes a theoretically well understood region of the QCD phase diagram where strongly interacting matter is known to undergo a phase transition. In nature, the quarks are not massless, but two of them (the up quark and down quark) have a very small mass compared to the scale of chiral-symmetry breaking. It is expected that the thermodynamics of strongly interacting matter reflects many features of this “nearby” chiral phase transition. Today, scientists have reasonably good constraints on the temperature range over which the transition from hadronic-matter to quark-gluon matter occurs. Nonetheless, to provide useful inputs into the modeling of the dense matter created in heavy ion collisions, a reduction is required in the systematic and statistical uncertainties in current determinations of the transition temperature, of the energy density at the transition point, and of the equation of state over the entire temperature and net baryon number density range covered by current and future heavy ion experiments.

It is important to firmly establish the existence of a second-order phase transition in the chiral limit of QCD. To date, the expected universal scaling properties of various thermodynamic quantities (Karsch and Laermann 1994) have not been reproduced. This raises concerns about the size of the lattice-spacings used in current LQCD calculations, and could indicate that finer lattices are required to firmly establish the continuum limit of QCD in these calculations. More extensive LQCD calculations, including those with improved discretization schemes for the quarks, are required to improve the current state-of-the-art calculations.

Unlike the regime of vanishing net baryon number density, little is known about the QCD phase diagram at nonvanishing net baryon number density through direct numerical calculations. Exploring the structure of the phase diagram at nonvanishing net baryon number density is an outstanding problem that requires numerical approaches quite different from those currently used at zero net baryon number density. As this region of the phase diagram will soon be studied experimentally, it is important to make progress in this area to guide the experimental effort. The challenge is to overcome problems that arise in dealing with extremely high-dimensional integrals that have oscillating integrands. In the context of LQCD calculations at nonzero net baryon number density, this is often called the sign problem. Current numerical approaches that attempt to circumvent this sign problem are promising but require significantly larger computational resources than presently available to reach the level of accuracy required to make quantitative statements about the existence, or nonexistence of a critical point, and a line of first-order phase transitions in the QCD phase diagram. At present, calculations using different approaches to circumvent the sign problem lead to conflicting results on the existence of a critical point (Schmidt 2008; de Forcrand 2009). These conflicting results may be caused by the drastic approximations that have been introduced in current calculations to make them feasible on today’s generation of computers.
Equation of State of Strongly Interacting Matter

The equation of state (DeTar 2008)—or more precisely, the temperature dependence of pressure, energy and entropy density that characterize the static, bulk thermodynamic properties of matter—provides basic information on the relevant degrees of freedom that control properties of strongly interacting matter in different regions of the phase diagram. The rapid rise of energy density over a small temperature interval signals the transition from hadronic to quark-gluon matter. Moreover, the value of the energy density in units of the fourth power of the temperature (approximately) counts the number of relevant degrees of freedom at a given value of the temperature. Thus, it is easy to determine that the dominant degrees of freedom at low temperature are hadrons, predominantly pions, while at high temperatures the relevant degrees of freedom are quarks and gluons as suggested by the curves shown in Figure 18. It is more difficult to identify the relevant degrees of freedom in the transition region. Experimental findings at RHIC indicate matter in this regime exhibits properties of a fluid. The existence of various quasi-particle excitations has been postulated to explain the structure of matter in this regime, but it is possible that there are no quasi-particles. Also, the remaining significant deviations from the ideal gas behavior of quarks and gluon at high temperatures raise speculation about QGP properties. Thus, the notion of a quark-gluon fluid has been extensively discussed in the scientific literature, and in view of the experimental findings at RHIC, this fluid has been called a near-perfect fluid. To obtain reliable results on the bulk thermodynamics that allow the verification or falsification of various models of the structure of the high-temperature phase of QCD, it is essential to have precise predictions for bulk thermodynamics over a wide temperature range.

![Figure 18](image-url) The equation of state of strongly interacting matter calculated with an almost realistic spectrum of quarks for two different discretization schemes (p4 and asqtad). Shown is the energy density and three times the pressure in units of the fourth power of the temperature (Bazavov et al. 2009). The parameter $r_0$ sets the length-scale in the LQCD calculation. Image courtesy of Frithjof Karsch (Brookhaven National Laboratory).
The Near-Perfect Fluid Nature of the Quark-Gluon Plasma

In April 2005, Brookhaven National Laboratory announced that scientists at the Relativistic Heavy Ion Collider (RHIC) had created the most “ideal fluid” ever observed in nature. “Elliptic flow” is one of the key features at the center of this discovery. In general, heavy nuclei do not collide head-on, but with their centers displaced by an offset called the “impact parameter” (see Figure 1). This leads to the newly created region of highly compressed hot and dense quantum chromodynamics (QCD) matter having the cross-sectional shape of an “almond,” with pressure gradients pointing outwards perpendicular to its surface. The shape of the compressed zone, in concert with the resulting pressure gradients, leads to the preferential emission of matter along the impact parameter axis of the overlap zone. This phenomenon is termed “elliptic flow,” it is indicative of strong interactions among the involved particles, and can be calculated using relativistic fluid dynamics.

Figure 1. Two nuclei colliding with a nonzero impact parameter create a region of highly compressed QCD matter roughly the shape of an almond. The orientation of the pressure gradients perpendicular to the surface of the almond shape lead to the preferential emission of matter in the xz-plane – this phenomenon is called elliptic flow. Image courtesy of Jerome Lauret.

What makes elliptic flow interesting is that it transforms a transient eccentricity of the matter distribution in coordinate space into a measurable eccentricity of matter in momentum space. Calculations using ideal relativistic fluid dynamics have shown that elliptic flow develops early in the collision, at timescales during which the compressed zone is still in the quark-gluon plasma (QGP) phase. These calculations are in remarkable agreement with RHIC data. The success of ideal relativistic fluid dynamics in describing the elliptic flow observed by scientists conducting the RHIC experiments is consistent with the created QGP having the properties of a near-ideal fluid with a very small shear viscosity to entropy-density ratio, $\eta/s$. Figure 2 (next page) shows a viscous relativistic fluid dynamics calculation of the elliptic flow coefficient, $v_2$, as a function of transverse momentum for several values of $\eta/s$ (Romatschke and Romatschke 2007). Also shown are the experimentally measured values of $v_2$ and its uncertainties. First exploratory, but model-dependent, calculations of this ratio in quenched lattice QCD are consistent with the experimental observations (Meyer 2007). Calculations with light dynamical quarks will require extreme scale computing resources. String theory inspired calculations of this ratio yield $\eta/s = 1/4\pi$ in the strong coupling limit of a large class of gauge-theories similar to QCD; unfortunately, such calculations in QCD are not yet possible.
The Near-Perfect Fluid Nature of the Quark-Gluon Plasma (contd)

Most interestingly, however, is that elliptic flow as a manifestation of the near-perfect fluid nature of a system is not restricted to a QGP. The series of pictures in Figure 3 shows elliptic flow occurring in an expanding cloud of ultra-cold lithium atoms being released from an optical trap (O’Hara 2002). Observing the same phenomenon in a system of such different composition and temperature indicates that systems in nature exhibiting elliptic flow may share universal properties.

Figure 2. Viscous relativistic fluid dynamics calculations of the elliptic flow coefficient, v2, as a function of transverse momentum for several different values of the ratio of shear viscosity to entropy-density. The experimental values and associated uncertainties obtained by the STAR collaboration are shown by the black points with error-bars. Image courtesy of P. Romatschke (University of Washington).

Figure 3. A cloud of ultra-cold fermions (lithium atoms) is released from an optical trap. Due to the initial almond-shape of the trap, the atoms exhibit the same elliptic flow behavior as an expanding QGP formed in ultra-relativistic heavy ion collisions. Source: O’Hara et al. (2002). Image courtesy of John Thomas (Duke University).

To obtain predictions from lattice calculations that are accurate results of QCD, it is necessary to eliminate lattice discretization effects; i.e., perform the continuum limit. To do this in a controlled way requires large-scale numerical calculations. As increasing computing resources have become available, the analysis of the QCD equation of state has been refined. The discretization schemes and algorithms used for numerical calculations have become more sophisticated, leading to a reduction of discretization errors but have become computationally more demanding. Today, studies of the equation of state and basic static properties of the QGP are possible with almost realistic parameters. However, these calculations are extremely time consuming. The most advanced study of the equation of state, which just
has been completed on leadership-class computers at Lawrence Livermore National Laboratory and BNL, required approximately 30 teraflop-years to determine the temperature dependence of the energy density and pressure in the limited temperature range currently accessible at RHIC (Bazavov et al. 2009). Refined calculations at smaller lattice spacings that also cover a larger temperature range, as well as calculations with improved discretization schemes (Jansen 2008) (so-called chiral fermion formulations) are needed in the future to remove the remaining systematic uncertainties in these calculations.

**Dynamic Properties of Strongly Interacting Matter**

While techniques used to study the static, bulk thermodynamics and the phase diagram of strongly interacting matter are quite advanced, analysis of the dynamic properties remains immature. The temperature dependence of transport coefficients are poorly known, as well as the modification of hadron masses and their widths arising from their interaction with a thermal medium. In-medium modifications of hadron properties are sensitive to the properties of hot and dense matter (Rapp and Wambach 2000), and can be experimentally studied. Transport coefficients are an important ingredient in the modeling of heavy ion collisions. Only recently has a systematic analysis been performed of the experimental data from RHIC using viscous hydrodynamics (Romatschke and Romatschke 2007). This analysis has shown that these data are consistent with a small shear-viscosity-to-entropy.

Information on the transport coefficients and the in-medium properties of hadrons are encoded in the spectral functions that characterize the correlation between external sources put into a thermal medium (Hatsuda 2007). To extract information on spectral functions, high-precision calculations of correlation functions are necessary. A statistical tool, known as the maximum entropy method, can then be used to constrain models of the spectral functions. This approach has many aspects in common with the reconstruction of images from noisy data sets. In the case of QCD, the noisy data are the suitably constructed, numerically evaluated, correlation functions that probe fluctuations of the hot and dense medium. The algorithms used to extract information on transport coefficients and in-medium properties of hadrons from these noisy data are similar to those used in pattern recognition. However, in the context of probing the structure of strongly interacting matter, the main effort is focused on preparing the noisy data. The goal is to reduce the noise level to a point where the filter provided by the maximum entropy method can work efficiently to provide a refined picture of the structure of the QGP. At present, this approach can only be tested in quenched QCD. Even in this context, the information on correlation functions is barely sufficient to allow for a stable reconstruction of spectral functions. To increase the number of time separations that can give information on the correlation functions without reducing the signal-to-noise ratio in the data, numerical calculations are often performed on anisotropic lattices (lattices that have different lattice spacings in the temporal and spatial directions). In the absence of light-quark degrees of freedom, a specific multilevel calculation algorithm is used to reduce the noise level. This approach, however, is not applicable in the presence of dynamical quark degrees of freedom. Much larger computing resources are needed to calculate spectral functions in QCD with all relevant light degrees of freedom.

**Microscopic Modeling of Heavy Ion Collisions**

Theoretical predictions for thermodynamic properties of strongly interacting matter are based on numerical calculations performed in the framework of LQCD. To explore the properties of hot and dense matter in equilibrium in a realistic system that reflects the properties of QCD correctly, and becomes insensitive to the lattice discretization, requires extraordinary computational resources, as well as the
development of new algorithmic concepts. To establish contact between these first principle studies of equilibrium thermodynamics and conditions met in relativistic heavy ion experiments, an additional theoretical interface is required to model the time evolution and cooling of hot and dense matter. The development of a realistic three-dimensional dynamic modeling tool relies on input from studies of equilibrium thermodynamics and, at the same time, is a computationally highly demanding task. An important goal of this is to obtain a quantitative understanding of the mechanism that leads to the fast apparent equilibration of strongly interacting matter and allows for the observation of thermal effects in heavy ion collisions.

The time evolution of a heavy ion collision at RHIC encompasses several distinct reaction stages, each dominated by very different physical processes (Nonaka and Bass 2007). Figure 19 depicts a schematic view of such a collision: the initial state is comprised of two heavy nuclei (with their wave functions described in terms of elementary quark and gluon degrees of freedom) colliding with each other at approximately 99.9995% speed of light. The system then evolves through a pre-equilibrium stage in which non-Abelian plasma instabilities may drive the system towards local equilibrium. Once nearly equilibrated, the now-formed QGP expands hydrodynamically and, in the process, cools down to the critical temperature of QCD, at which point hadronization occurs. The system of newly formed hadrons continues to interact and expand until freeze out, at which point the individual hadrons cease to interact significantly with each other. Each of these reaction stages has its own effective dynamics and computing challenges that need to be addressed to generate a comprehensive understanding of the time evolution of the collision. Hydrodynamic and particle-based Boltzmann codes are well-suited to describe the latter three reaction stages—these calculations greatly benefit from the recent advent of grid computing. However, the first two reaction stages pose scientific and computational challenges for which petascale, and ultimately, extreme scale computing will be required.

**Figure 19.** The time evolution of heavy ion collisions at the Relativistic Heavy Ion Collider. The evolution encompasses several distinct reaction stages. Each of these five reaction stages has its own relevant physics and computational challenges that need to be addressed to generate a comprehensive understanding of the time evolution of a collision of relativistic heavy ions. Copyrighted image courtesy of Steffen A. Bass (Duke University).
PRIORITY RESEARCH DIRECTIONS

Precision Calculation of Bulk Thermodynamics

Basic Science and Computational Challenges

Establishing the properties of matter in the vicinity of the chiral phase transition, and characterizing their dependences upon the quark masses and the number of quark flavors will provide fundamental insight into the many remarkable features of QCD. It will enable a study of the interplay between the confinement of quarks and gluons and asymptotic freedom, and a study of the role played by chiral symmetry breaking and topological excitations in generating the masses of the hadrons. Furthermore, establishing the properties of strongly interacting matter in the limit of zero net baryon number density is a prerequisite for any further analysis of the QCD-phase diagram at nonvanishing net baryon number density.

To have complete theoretical control of the thermodynamics of strongly interacting matter in the limit of vanishing net baryon number density, it is necessary to extend the existing calculations of the equation of state and basic static properties of hot and dense matter in several respects: 1) extend scientists current knowledge of the equation of state to higher temperatures; 2) establish better theoretical control over the low temperature regime of the equation of state; and 3) better understand the dependence of thermodynamics on the light-quark masses to be able to explore the phase transition in the chiral limit of massless quarks.

Equation of State

Basic features of the temperature dependence of the energy density and pressure have already been established through LQCD calculations with rather crude approximations to continuum QCD. Calculations on “coarse” (large lattice-spacing) lattices with light-quark masses that are significantly larger than those of nature have shown that a change in the relevant degrees of freedom occurs over a narrow temperature interval (Karsch et al. 2001). However, even with the most current calculations (Bazavov et al. 2009), full control over the structure of the QCD equation of state has yet to be obtained. At high temperatures, contact has not been established with well-defined analytic calculations. At low temperature, the influence of chiral symmetry breaking and its impact upon the hadronic component of the equation of state has not yet been established. Moreover, the relevant degrees of freedom that control the structure of the equation of state in the transition region have not been determined. Is the restoration of chiral symmetry of any relevance to the QCD transition, or is the copious production of resonances the driving mechanism that leads to deconfinement and a strongly interacting medium of quarks and gluons at high temperature? To answer these questions, LQCD calculations of thermodynamic quantities at lower temperatures must be performed. In addition, lattice discretizations of QCD that respect chiral symmetry, or at least significantly reduce the influence of its explicit breaking due to the finite lattice spacing, are required in the transition region.

Chiral Fermions

To go beyond the current state-of-the art calculations of the QCD equation of state, it is necessary to use improved discretization schemes for the QCD action that respect all of the symmetries of the continuum theory. These discretization schemes have been developed over several years and continue to be
improved through further development. However, these discretization schemes have not been used extensively for numerical studies of QCD to date. This is because they require significantly larger computational resources to perform calculations with sufficiently small statistical uncertainties to allow for a meaningful comparison with the numerical results obtained with non-chiral discretizations.

While improved staggered fermion actions like the highly improved staggered quark (Follana et al. 2007) and stout (Morningstar and Peardon 2004) actions will be used extensively on petaflop computers, truly chiral formulations—such as domain wall and overlap fermion actions (Jansen 2008)—will require extreme scale computing resources in order for a comprehensive study of chiral aspects of the QCD equation of state. These discretized versions of the QCD action provide significantly better control over the chiral properties of QCD, and thus will be important for analyzing the low temperature and transition region of the static, bulk thermodynamic observables, for calculating hadronic screening lengths (Detmold and Savage 2009), and for determining order parameters that characterize the state of matter at high temperatures. Calculations with chiral fermions will enable the analysis of the universal properties of the transition, such as the scaling behavior of the chiral condensate, its susceptibility as well as quark number susceptibilities, and their fluctuations. Further, this work will provide a clarification of the relation between the QCD equation of state and the phenomena of deconfinement and chiral symmetry restoration.

**High-Temperature Limit**

Properties of strongly interacting matter at temperatures as large as three to four times the transition temperature will be probed experimentally at the LHC at the European Organization for Nuclear Research (CERN), Switzerland. At these temperatures, it may begin to be possible to make contact with perturbative calculations in finite temperature and density QCD (Kajantie et al. 2003; Vuorinen 2003). This will allow for a cross-check between numerical and analytic techniques used in this regime. A reliable numerical calculation of the equation of state and various screening lengths at such high temperatures requires large computational resources as large lattices are needed to control the renormalization of thermodynamic quantities through a proper subtraction of zero temperature observables. This allows for an elimination of otherwise divergent contributions that would prohibit a controlled extrapolation to the continuum limit. Recently developed techniques that minimize the required input from large zero-temperature calculations (Endrodi et al. 2007; Umeda et al. 2009) have the potential to make these calculations less demanding.

**Computational Challenge**

Calculations with domain wall fermions or overlap fermions require approximately two orders of magnitude more computational resources than calculations performed with staggered fermions. Prospects for the next generation of studies of bulk thermodynamics based on the staggered fermion discretization scheme have been examined in a white paper written in 2007 by the USQCD collaboration (USQCD 2007). This led to the conclusion that a thorough analysis of the equation of state at temperatures below twice the transition temperature will require approximately 100 sustained teraflop-years. Extending such a study to temperatures twice as high will increase the numerical effort by almost an order of magnitude. A thorough study of the QCD equation of state in the transition from low to high temperature needs to be performed with domain wall or overlap fermions. Such calculations require extreme scale computing resources, as shown in Figure 20.
Figure 20. Anticipated highlights for priority research direction “Precision Calculation of Bulk Thermodynamics.”
Upper-left image courtesy of CERN. Remainder of image courtesy of Steffen A. Bass (Duke University) and Frithjof Karsch (Brookhaven National Laboratory).

Scientific Outcomes and Impacts

Establishing the properties of strongly interacting matter at vanishing net baryon number density in the chiral limit will define the anchor point for all studies of the QCD phase diagram as a function of temperature and net baryon number density. It will establish a reliable starting point for extensions of these calculations into the regime of nonvanishing net baryon number density. In combination with calculations using values of light and heavy quark masses as realized in nature, this will quantify the role of chiral symmetry breaking and confinement in the thermodynamics of strongly interacting matter. The equation of state will be the basic equilibrium input to a microscopic description of the rapidly expanding and cooling dense matter formed in a heavy ion collision.

The calculation of the equation of state with physical values of the light-quark masses will not only have a significant impact on the modeling of heavy ion collisions, but it will also constrain the range of validity of conventional perturbative calculations at high temperatures and of model building, based on effective theories, at low temperatures.
Quantum Chromodynamics Phase Structure at Nonzero Net Baryon Number Density

Basic Scientific and Computational Challenges

Current studies of the QCD phase diagram and the thermodynamics at nonzero net baryon number density are limited to the region of small chemical potential; i.e., small net baryon number density. Sensitivity to possible phase transitions at larger values of the chemical potential could arise from conceptually new approaches to the LQCD calculations that overcome the sign problem. This might be achieved through the introduction of auxiliary degrees of freedom that eliminate the oscillating integrands in the QCD partition functions. The complex Langevin approach (Karsch and Wyld 1985; Aarts and Stamatescu 2008) may eventually lead to such an algorithm that avoids the sign problem. However, it has not yet been successfully implemented in realistic calculations. In the absence of such innovative concepts, currently explored techniques will need to be refined to perform calculations with substantially higher numerical accuracy. These numerical approaches include the Taylor expansion of thermodynamic quantities, such as the pressure and energy density, the analytic continuation of results from numerical calculations performed at imaginary baryon chemical potential, as well as approaches that allow for a projection onto physical states with a fixed baryon number. To use these methods in numerical calculations with physical parameters and improved discretization schemes is challenging and goes beyond currently performed exploratory studies.

Taylor Expansion Techniques

To extract sufficient information on the existence of phase transitions in the QCD phase diagram from a series expansion of the QCD partition function (Gavai and Gupta 2003; Allton et al. 2003), which directly gives the expansion of the pressure as function of the baryon chemical potential, many expansion coefficients must be determined. This allows for a systematic analysis of the convergence properties of the series and provides insight into the analytic structure of the partition function. The required numerical effort grows rapidly with the order of expansion. Approximately two orders of magnitude increase in computing resources is required to calculate each additional nonvanishing order in the series expansion.

Analytic Continuation

A straightforward way to avoid the sign problem in calculations at nonvanishing net baryon number density is to replace the baryon chemical potential with a purely imaginary chemical potential (de Forcrand and Philipsen 2002; D’Elia and Lombardo 2003). This enables the use of the highly optimized algorithms developed for the calculation of the QCD equation of state at vanishing chemical potential. In particular, it is possible to perform calculations on large lattices with improved actions. However, to extract information on the thermodynamics at nonvanishing net baryon number density, extremely precise information is needed on the dependence of thermodynamic observables on the imaginary chemical potential. Only then is it possible to analytically continue (i.e. extrapolate) the numerical results to the physically relevant finite density regime.

Canonical Ensemble

An attractive, but extremely computationally demanding approach in the numerical studies of strongly interacting matter at nonzero net baryon number density, is to perform the calculations directly at a fixed
value of the net baryon number density (Kratochvila and de Forcrand 2005; Alexandru et al. 2005). This is in contrast to the approaches discussed above, where calculations are done with an auxiliary control parameter (the baryon chemical potential). To perform calculations in the so-called canonical ensemble generally requires the exact calculation of the determinants of large-sparse matrices. This is straightforward but computationally demanding. Such calculations may profit from improved eigenvalue solvers optimized for QCD applications.

Color Superconducting Phases

At low temperatures, but with large net baryon number density, QCD is predicted to become a color superconductor (Rajagopal and Wilczek 2000; Alford et al. 2008). There may exist several distinct phases, with competing patterns of light-quark flavor-color-spin-momentum pairings. The existence of such phases may have consequences for understanding the evolution of the early universe and the formation of compact stellar objects.

Very little is known from numerical calculations about the phase structure of strongly interacting matter in this regime (away from the extreme asymptotic limits). First-principles calculations in this regime are presently performed only in QCD-like models (Hands 2007). A direct study within QCD will require the development of new techniques that can manage or circumvent the sign problem. Extreme scale computing resources are required to explore such phases.

Computational Challenge

At present, calculations of Taylor expansions up to the third order in the squared baryon chemical potential require about 100 teraflop-years. Extending these expansions to the fifth order will require resources of 1 exaflop-year. To pursue calculations at these high orders, it is necessary to improve the numerical techniques used to calculate Taylor expansion coefficients. Improved techniques for the inversion of large, sparse matrices (deflation) and the optimization of random source vectors (dilution) are currently being tested and are expected to significantly expedite these calculations. The computational challenges that must be addressed in calculations with imaginary chemical potentials are similar. Quantitative studies of finite density QCD, and a decisive calculation that verifies or excludes the existence of a critical point in the QCD phase diagram, require extreme scale computing resources as shown in Figure 21.

Scientific Outcomes and Impacts

Calculations at nonvanishing net baryon number density will greatly advance current knowledge of the phase diagram of strongly interacting matter. High-precision calculations of high-order Taylor expansions, as well as accurate calculations with imaginary chemical potential, will provide information on the analytic structure of the QCD partition function. This may allow definitive statements about the density and temperature dependence of the thermodynamics of dense matter to be made, and eventually may determine the location (or may rule out its existence) of a critical point in the QCD phase diagram.

These calculations will have an enormous impact on current understanding of properties of strongly interacting matter. Further, they will provide strong constraints on the development of theoretical models for the high-density regime of strongly interacting matter, and will influence the accelerator-based experimental research program in this area.
Transport Coefficients of Quantum Chromodynamics and Spectral Functions of Hadrons in Medium

Basic Science Challenges and Computational Challenges

Numerical calculations of the dynamic properties; i.e., the spectrum of excitations in hot and dense, strongly interacting matter, as well as transport properties of the medium, are presently performed at an exploratory level. To go beyond qualitative statements and to reach a point where quantitative predictions of dynamic properties become feasible, calculations on thermal lattices with unusually large spatial volumes, with greater than $10^3$ times the number of lattice sites used in present day calculations, must be performed.

Transport Coefficients

The calculation of transport coefficients, such as the shear and bulk viscosity, that characterize the response of the medium-to-small deviations from its equilibrium state, are particularly difficult. Their calculations formally require taking the limit of zero frequency in an infinite spatial volume, which of
course, is not possible in numerical calculations. To obtain information on the excitation spectrum of a thermal medium requires accurate calculations of correlation functions at a large set of time separations. The extraction of the (continuous) spectral function from a finite set of data points is ill-posed (Karsch and Wyld 1987). To constrain the class of spectral functions that is consistent with these data, the noise level of the data set at the largest time separations has to be below the percent level. Furthermore, the correlation functions have to be calculated at a large number of time separations between sources, making use of correlations between different members of the data set. Thus far, such calculations have only been pursued in quenched QCD (Nakamura and Sakai 2005; Meyer 2007). Even in the quenched case, the lattices that were used were too small to obtain reliable results. A petaflop-year of computing resources will be required to complete the studies of transport properties in quenched QCD, and a computation with light dynamical quark degrees of freedom requires extreme scale computing.

In-Medium Hadron Masses

The degree of difficulty in calculating the hadronic excitations of the medium that provide information on the in-medium modification of light and heavy quark bound states, is similar to that of transport coefficients. Hadrons in a thermal bath interact with the medium, and these interactions can lead to the destruction of bound states, and thus the disappearance of the corresponding resonance peaks in the spectral function. Such an effect has been advocated as an experimental signature for the formation of a hot and dense medium in heavy ion collisions (Matsui and Satz 1986). Indeed, LQCD calculations of spectral functions at high temperature clearly demonstrate the disappearance of resonance peaks from the hadronic spectral functions (Nakahara et al. 1999). However, to follow the disappearance of these states in hot and dense matter in detail, and locate the melting temperature for various hadronic excitations, requires considerably more computing resources than are currently available. Prior to the disappearance of a state, interactions with the thermal medium will lead to temperature and density dependent shifts of the resonance peaks, as well as a broadening of these peaks. To resolve the structure of spectral functions to such a degree that shifts in resonance peaks and broadening of the spectral curve become statistically significant, accurate numerical results for hadron correlation functions are required. As in the case of calculations of transport coefficients, large lattices are needed to generate information on the correlation functions at many different time separations.

Computational Challenge

The major computational challenge in studies of the excitation spectrum of hot and dense matter is the quest for statistically accurate data on correlation functions on large lattices. These lattices are typically a factor of 50 larger than those used in calculations of static, bulk thermodynamics. The size of data samples needed to reach sufficiently small uncertainties in the correlation functions is approximately an order of magnitude larger. Fortunately, such calculations would only be performed at a few selected values of the temperature rather than at the large set of temperature values needed to control properties of the equation of state. Still, this presents a computational challenge, and requires a few petaflop-years to perform calculations within the quenched approximation to QCD. A fully dynamical LQCD calculation, which includes the light-quark contributions, will require extreme scale computing resources, as illustrated in Figure 22.
**Scientific Outcomes and Impacts**

Calculations of transport coefficients will provide fundamental insight into the structure of hot and dense matter. It will allow us to quantify aspects of the extent to which the phenomenologically successful modeling of heavy ion collisions has a solid foundation in QCD; i.e., whether a near-equilibrium QGP described by QCD indeed equilibrates rapidly and can be characterized as an almost-perfect fluid. Detailed information on the spectral function would confirm whether or not the QGP is strongly coupled at RHIC, and by varying the temperature in the LQCD calculations, scientists may learn how much the temperature has to be increased before the plasma becomes weakly coupled. This question will be of importance in comparing the heavy ion data obtained at the RHIC and the LHC experiments because the temperature in the latter will be about a factor 1.5 to 2 higher than in the former.

These calculations will strongly influence the analysis of experimental data obtained in heavy ion collisions.

---

**Figure 22.** Anticipated highlights for priority research direction “Transport Coefficients of Quantum Chromodynamics and Spectral Functions of Hadrons in Medium.” The point labeled RHIC in the right graphic is a theoretical “estimate.” Image courtesy of Steffen A. Bass (Duke University) and Frithjof Karsch (Brookhaven National Laboratory).
**Equilibration Challenge: From the Color Glass Condensate to the Quark-Gluon Plasma**

**Basic Science Challenges and Computational Challenges**

Determining the time required for a QGP to form after the onset of the collision (i.e., the “thermalization” time) and determining the physics processes that drive the QGP formation are among the most important outstanding problems in the area of relativistic heavy ion collisions. The success of near-ideal hydrodynamics in describing bulk observables—such as the elliptic flow of matter created in noncentral collisions—implies that the matter has a short thermalization time compared to the overall timescale of the reaction.

To describe the approach to equilibrium, the following actions are required: 1) a firm understanding of the initial configuration of partons in the colliding nuclei and the process by which they are liberated from the nucleus at the onset of the collision needs to be acquired; and 2) detailed models and simulations of the processes that occur during the early nonequilibrium phase of the collision leading to the formation of a nearly thermalized QGP need to be developed.

**Initial State of the Collision: Color-Glass-Condensate**

A large nucleus moving near the speed of light contains a very dense system of gluons. It is believed that nonlinear effects in QCD lead to a saturation of the rapid growth of the gluon density in the colliding nuclei with beam energy and mass number \( A \) when the phase-space occupation number is (nonperturbatively) large, on the order of \( 1/\alpha_s \). The effective theory describing this nonlinear regime of QCD is the color-glass condensate (CGC) (McLerran and Venugopalan 1994a, 1994b; Kovchegov 1996). McLerran and Venugopalan (1994a) proposed an effective action incorporating high-gluon density effects, which amounts to solving the classical Yang-Mills equations where the large-momentum degrees of freedom in the nucleus act as sources of color charge for the small-momentum degrees of freedom.

The classical description of gluon saturation is modified at higher energies due to quantum loop corrections. To this end, a new set of equations, commonly referred to as the JIMWLK (Jalilian-Marian – Iancu – McLerran – Weigert – Leonidov – Kovner) equations (Jalilian-Marian et al. 1997a, 1997b; Iancu 2001), have been derived from a Wilsonian Renormalization Group formalism. They describe the evolution of \( n \)-point functions in QCD with energy. The resulting equations are an infinite hierarchy of coupled differential equations that are difficult to solve analytically. Nevertheless, they can be written in a form which, in principle, allows them to be solved by lattice gauge-theory techniques (Rummukainen and Weigert 2004).

The CGC has explained several theoretical and phenomenological aspects of high-energy interactions quite successfully. Nevertheless, many important properties of the CGC remain to be addressed quantitatively and tested by comparison with experimental data from RHIC and other colliders.

**Thermalization Mechanisms: Plasma Turbulence**

In recent years, it has been shown that early studies of the driving mechanism for the equilibration of quark-gluon matter in ultra-relativistic heavy ion collisions overlooked a crucial aspect of the dynamics of nonequilibrium plasmas—namely, the possibility of plasma instabilities. Most importantly, it has been shown that these instabilities may produce plasma isotropization and approximate thermalization on timescales relevant to relativistic heavy ion collisions. The possibility of such non-Abelian plasma
instabilities was first predicted in the mid-1990s (Mrówczynski 1993) by studying plasmas with an anisotropic momentum-space distribution. The resulting instability has been dubbed the chromo-Weibel instability. In recent years, this theory has received a significant amount of attention because of analytic and numerical advances. The first advance was to show the instabilities predicted by Mrówczynski are generic and independent of the precise details of the assumed anisotropic parton distribution function (Arnold et al. 2003, 2004; Romatschke and Strickland 2003). Various schemes for treating the non-Abelian, nonequilibrium dynamics (Mrówczynski et al. 2004) using real-time lattice gauge techniques (Hu and Müller 1997) are being explored.

Basic Scientific and Computational Challenges

The full description of the initial state of a heavy ion collision and subsequent thermalization of the matter requires code that can self-consistently describe both the earliest periods when the physics of saturation is important, and also the intermediate times when the physics of the chromo-Weibel instability becomes important. To do this requires the real-time solution of the Yang-Mills equation on three-dimensional lattices coupled self-consistently to the Wong equations. Such codes already exist for simplified configurations and expansion scenarios (Bass et al. 1999; Dumitru et al. 2007; Schenke et al. 2008). The solution of the full problem requires three-dimensional lattices with a fine lattice-spacing in the longitudinal direction; i.e., solving the classical Yang-Mills equations in real time on a three-dimensional lattice with approximately $512^3$ sites. The field equations describing the low-momentum gluons need to be coupled self-consistently to the Wong equations that describe the propagation of the hard valence sources in the soft background, including energy-momentum conservation. Beyond the classical limit, a simultaneous solution of the rapidity dependence of the JIMWLK measure together with the real-time evolution of the initial fields is required. Beyond that, it is necessary to have a lattice that is capable of describing the dynamics of the chromo-Weibel instability and the subsequent non-Abelian cascade to high-momentum modes. The “brute force” method to accomplish this is to ensure the lattice spacing is sufficiently fine. This means using lattices significantly larger than $512^3$. As some of the processes (e.g., initial conditions, binary particle collisions, and hard radiation) are stochastic, it will be necessary to average observables over multiple sets of initial conditions (runs). Currently, each run of the simplified calculation requires approximately one teraflop-year. Factoring in the higher dimensionality required for the full problem increases this estimate into the tens of petaflop-years region. Averaging over initial conditions and varying experimental parameters will only be possible with extreme scale computing resources as illustrated in Figure 23.

Scientific Outcomes and Impacts

Extreme scale computing will deliver real-time calculations of the collision of two heavy ions at high energy, retaining the complete three-dimensional structure of the fields of produced gluons (in impact parameter and rapidity space), energy-momentum conservation, and quantum evolution of the measure. The subsequent real-time evolution of the color fields following the initial impact will clarify the timescales and processes that lead to thermalization and formation of a QGP and the possible role played by non-Abelian gauge-field instabilities (plasma-turbulence). The distribution of the thermalized gluons in the impact parameter and rapidity will provide much-needed initial conditions for hydrodynamic modeling of the late stages of the collision, and could provide information on the equation of state and the viscosity of hot QCD matter. This work will also provide predictions for the effect of early-time nonequilibrium dynamics on important QGP observables such as jet quenching, anomalous transport, and fluctuations.
APPLIED MATHEMATICS AND COMPUTATIONAL ISSUES

Basic problems, which include numerical calculations in QCD at high temperature and density, are common to other fields that make use of the lattice discretized version of the theory of strongly interacting matter. Current programs for these numerical calculations are quite complex, containing several thousand lines of code. These programs are organized in standardized libraries that have been established during the past few years with the help of support through the Scientific Discovery through Advanced Computing software development initiative.

The central, computationally most demanding part in these calculations is related to the inversion of large, sparse matrices, specifically the fermion matrix (see discussion in the “Cold Quantum Chromodynamics and Nuclear Forces” panel report). Unlike the case in other fields, the specific feature of these sparse matrices, which have on the order of a million rows and columns, is that their nonzero entries fluctuate significantly during the calculation of new field configurations. A specific feature of calculations performed in the analysis of dense QCD is this fluctuating background remains frozen for many inversions and only the source vector used to start the inversion process (e.g., based on a conjugate gradient or a similar algorithm) is varying. The need to invert these matrices several hundred times...
underscores the urgency for improved inversion algorithms that can make efficient use of information collected in the previous inversions. Deflation techniques, domain decomposition, and multigrid methods are being tested and implemented for this purpose. These techniques need to be further developed, and in particular, require optimization for new computing architectures that will be used for extreme scale computing applications.

**ENHANCED SYNERGISM WITH OTHER SUBFIELDS OF NUCLEAR PHYSICS AND THE BROADER PHYSICS COMMUNITY**

Establishing reliable quantitative answers to the physics questions addressed in studies of strongly interacting hot and dense matter is important for the understanding of heavy ion collisions and the basic thermodynamic properties of matter. These calculations are fundamentally important for other subfields of nuclear matter, particle physics, astrophysics, and cosmology. Establishing the structure of the QCD phase diagram and the equation of state of strongly interacting matter will have direct consequences for the modeling of the expansion of the early universe. Future large-scale astrophysics experiments that aim at a detection of primordial gravitational waves may be sensitive to a direct observation of the phase transition of strongly interacting matter. A possible first-order phase transition at high-net baryon number density will influence the modeling of compact stars, and may also lead to observable consequences in the cooling pattern of these stars.

Studies of the phase structure of QCD that are necessary to understand hot and dense matter have many features in common with studies performed in statistical physics and material science. In the past, this led to an engaging exchange of ideas on the level of algorithm development, as well as the development of observables and statistical analysis tools needed for the numerical study of phase transitions in general. Numerical algorithms now used in calculations of strongly interacting matter are based on the Monte Carlo algorithm first applied by Metropolis et al. (1953) in studies of the equation of state of molecules. Current versions rely on the molecular dynamics algorithm first used in chemistry (Anderson 1980) for a similar purpose. Statistical analysis tools like the Ferrenberg-Swendsen algorithm (Ferrenberg and Swendsen 1988) and observables like the Binder-cumulant (Binder 1981) were first applied in statistical physics and are now used as powerful tools to detect phase transitions in strongly interacting matter.

The notorious sign problem faced in numerical studies of QCD at high density led to the development of several new numerical algorithms that have been successfully applied for the simulation of models that are of relevance in statistical physics and material sciences (Chandrasekharan and Wiese 1999).

Numerical calculations of strongly interacting particles have been performed in the framework of LQCD for more than 30 years. These calculations have always demanded large computational resources which, in turn, led several scientists to the development of specific computing hardware. Others developed close collaborations with computer manufacturers. This led to an engaging exchange of ideas and the awareness of the computational needs in LQCD calculations during the design phase of new generations of computers. As a consequence of this close involvement with leading-edge hardware and software developments, many bright scientists who were trained through participation in LQCD calculations now work in the computer and software industry.
CONCLUSIONS

Large-scale computations within the framework of LQCD have played, and will continue to play, a pivotal role in the exploration of the different phases of hot and dense, strongly interacting matter. For many years these calculations exploited leading-edge computing resources that led to a steady improvement of algorithms, as well as discretization schemes used for these calculations. Given this long-standing experience in large-scale computing, the basic tools exist to address the more complex problems that require extreme scale computing resources. Nonetheless, the exploitation of computing resources, which are three to four orders of magnitude larger than those used today for the calculations of hot and dense matter with LQCD, will require the further development and optimization of existing software tools. An increase in computing power by orders of magnitude also opens up possibilities for the exploitation of new discretization schemes—chiral fermions—which have not yet been used efficiently in studies of hot and dense matter. Furthermore, it will elevate calculations of dynamic properties of strongly interacting matter, which can currently only be performed on an exploratory level, to a stage where calculations with physical parameters will provide reliable input to the microscopic modeling of heavy ion collisions and interpretation of experimental results.

Application of real-time lattice techniques to the nonequilibrium evolution of turbulent fields for the dynamic description of the time evolution of a heavy ion collision will require extreme scale computing resources. This fairly new field of super-computing applications will require significant development of software tools to make optimal use of large-scale computing resources.

LQCD calculations are already performed today in large collaborations. The U.S. LQCD community is well organized—it manages its own computing resources, coordinates joint proposals for software development projects, and provides access to leadership class computing facilities. This valuable infrastructure needs to be maintained and extended. Handling computing resources that are orders of magnitude larger than those used today will require increased workloads and a high degree of organization to process the large amount of data generated in these computational projects. Additional new collaborations need to be formed in the area of dynamic modeling to optimize access to the leadership class computing facilities.

The need for access to extreme scale computing resources for a reliable, quantitative study of properties of hot and dense matter is unquestionable.

Table 4 provides an outline of the milestones for the work described in this section. Provided that the computational resources become available for research in hot and dense QCD at the anticipated scales, the forefront research that will be conducted are provided as milestones.
Table 4. Milestones for Hot and Dense Quantum Chromodynamics

<table>
<thead>
<tr>
<th>Scale</th>
<th>Milestone</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;1 Petaflop-year</td>
<td>• LQCD calculations</td>
</tr>
<tr>
<td></td>
<td>— high-temperature limit of QCD equation of state</td>
</tr>
<tr>
<td></td>
<td>— critical surface as a function of baryon chemical potential, temperature</td>
</tr>
<tr>
<td></td>
<td>and light-quark masses using staggered quarks</td>
</tr>
<tr>
<td></td>
<td>• Color-glass-condensate in 3+1 dimensions with full Lorentz boost-invariance</td>
</tr>
<tr>
<td>&gt;20 Petaflop-years</td>
<td>• LQCD calculations</td>
</tr>
<tr>
<td></td>
<td>— QCD transition and equation of state with chiral quarks on lattices with</td>
</tr>
<tr>
<td></td>
<td>coarse lattice spacings</td>
</tr>
<tr>
<td></td>
<td>— quarkonium spectroscopy and transport coefficients in quenched QCD at</td>
</tr>
<tr>
<td></td>
<td>finite temperature</td>
</tr>
<tr>
<td></td>
<td>— critical surface as a function of baryon chemical potential, temperature</td>
</tr>
<tr>
<td></td>
<td>and light-quark masses using highly improved staggered quarks</td>
</tr>
<tr>
<td>&gt;100 Petaflop-years</td>
<td>• LQCD calculations at zero net baryon chemical potential</td>
</tr>
<tr>
<td></td>
<td>— chiral properties of the QCD transition with staggered quarks</td>
</tr>
<tr>
<td></td>
<td>— quarkonium spectroscopy and transport coefficients with dynamical light</td>
</tr>
<tr>
<td></td>
<td>quarks at finite temperature</td>
</tr>
<tr>
<td></td>
<td>• LQCD calculations at nonzero net baryon chemical potential that provide</td>
</tr>
<tr>
<td></td>
<td>estimates of the QCD critical point on lattices with coarse lattice spacings</td>
</tr>
<tr>
<td></td>
<td>• Inclusion of large-x effects in the evolution of a heavy ion collisions from a color-glass-condensate to a QGP</td>
</tr>
<tr>
<td>&gt;1 Exaflop-year</td>
<td>• LQCD calculations with physical light-quark masses at zero net baryon</td>
</tr>
<tr>
<td></td>
<td>chemical potential of the following:</td>
</tr>
<tr>
<td></td>
<td>— continuum extrapolated equation of state and the critical temperature</td>
</tr>
<tr>
<td></td>
<td>— universal properties of QCD at nonzero temperature</td>
</tr>
<tr>
<td></td>
<td>— melting temperatures and broadening of heavy-quark bound-states</td>
</tr>
<tr>
<td></td>
<td>— transport properties of hot, strongly interacting matter</td>
</tr>
<tr>
<td></td>
<td>• LQCD calculations at nonzero net baryon chemical potential</td>
</tr>
<tr>
<td></td>
<td>— determination of the existence or nonexistence of the QCD critical-point</td>
</tr>
<tr>
<td></td>
<td>— analysis of the (possible) first-order transition line using canonical</td>
</tr>
<tr>
<td></td>
<td>simulations</td>
</tr>
<tr>
<td></td>
<td>— realistic simulations of an equilibrating non-Abelian plasma</td>
</tr>
<tr>
<td></td>
<td>• Initial conditions for viscous fluid hydrodynamics</td>
</tr>
</tbody>
</table>
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INTRODUCTION AND CURRENT STATUS

Accelerators and the U.S. Department of Energy

Particle accelerators are among the most complex and versatile instruments of scientific exploration. Accelerators have enabled remarkable scientific discoveries and important technological advances that span all programs within the U.S. Department of Energy’s Office of Science (DOE SC). The importance of accelerators to the DOE SC mission is evident in the DOE report, *Facilities for the Future of Science: A Twenty-Year Outlook* (DOE 2003). Of the 28 facilities listed in that report, half involve accelerators.

The scientific community widely recognizes that particle accelerators are essential tools for the study of elementary particles. Among the list of Nobel Prizes in physics since 1939, more than a dozen of the prizes awarded involved discoveries at particle accelerators or the development of accelerator and detector technologies. It is useful to review the accelerator facilities operated by the DOE SC, and to describe the extreme importance of particle accelerators to U.S. science and technology (see sidebar).

Along with advances in nuclear and particle physics, modern accelerators are also crucial to advances in materials science, chemistry, the biosciences, and other fields. Many of these advances are made at the nation’s spallation neutron sources and synchrotron light sources. These applications are incredibly wide ranging and for example include determining the structure of proteins; imaging and determining the structure of organelles in cells; exploring high temperature superconductivity; designing plastics and most modern composite materials; determining the structures of magnetic materials now ubiquitous in computer and telecommunications technology, and designing medicinal drugs.

In addition to applications in basic and applied science, accelerators have applications in national security, energy and environmental security, health, and medicine. Regarding national security, accelerators are used for stockpile stewardship; e.g., in applications involving neutron and proton radiography. Applications to the Department of Homeland Security’s mission include compact, accelerator-based neutron generators for screening sea-bound cargo containers, airport containers, and vehicles at border crossings. Active interrogation systems are under development to detect special nuclear materials, explosives, and other contraband.

In energy and environmental applications, accelerator-driven fission energy production systems have been proposed that have the potential to be both safe and environmentally friendly. Such systems would use a subcritical assembly (as opposed to a critical assembly as found in nuclear reactors) that could potentially burn a large fraction of its own byproducts, thereby mitigating waste and waste disposal issues. Systems have also been proposed for the accelerator transmutation of waste in which waste containing very long-lived radioisotopes is transmuted to shorter-lived byproducts that are much easier to store, and need to be stored for a much shorter period of time. On energy production, the United States has made great strides in accelerator-based heavy ion fusion under research and development programs supported by the DOE Office of Fusion Energy; this research has important applications to high-energy density physics research.
Particle Accelerators in Science and Society

The scientific community widely recognizes that particle accelerators are essential tools for the study of nuclei and elementary particles. Among the Nobel Prizes awarded in physics since 1939, more than a dozen prizes involved discoveries at particle accelerators, or the development of accelerator and detector technologies.

Along with advances in nuclear and particle physics, modern accelerators are also crucial to advances in materials science, chemistry, the biosciences, and other fields. Many of these advances are made at the nation’s spallation neutron sources and synchrotron light sources. These applications are incredibly wide ranging and can be used in determining the structure of proteins, imaging and determining the structure of organelles in cells, exploring high-temperature superconductivity, and designing medicinal drugs.

In addition to applications in basic and applied science, accelerators have applications to national security, energy and environmental security, healthcare, and medicine. Regarding national security, accelerators are used for stockpile stewardship; e.g., in applications involving neutron and proton radiography. Applications to the Department of Homeland Security’s mission include compact, accelerator-based neutron generators for screening sea-bound cargo containers, airport containers, and vehicles at border crossings. In energy and environmental applications, accelerator-driven fission energy production systems have the potential to be safe, environmentally friendly, and proliferation resistant. Systems have also been proposed for the accelerator transmutation of radioactive waste. For energy production, the United States has made great progress in accelerator-based heavy ion fusion under research and development programs supported by the U.S. Department of Energy Office of Fusion Energy; this research also has important applications to high-energy density physics research. In the health and medicine areas, it is estimated that about 10,000 cancer patients are treated daily in the United States with electron beams from linear accelerators. Medical accelerators that accelerate hadrons have also been developed and are especially useful for irradiating deep-seated tumors. Accelerators are also used to produce radioisotopes for medical treatment and diagnosis. This can prove critical where chemotherapy methods cannot target the affected site.

Particle accelerators are among the most versatile and important tools of discovery in basic and applied research. These accelerators have a huge impact on progress in U.S. science and technology, and consequently on the U.S. economy and our quality of life. Images from left to right: discovery of the antiproton; accelerator-based protein crystallography; accelerator-based medical therapy; and proton radiography for stockpile stewardship. Images courtesy of Robert Ryne (Lawrence Berkeley National Laboratory).

In health and medicine areas, it is estimated that about 10,000 cancer patients are treated daily in the United States with electron beams from linear accelerators. Medical accelerators that accelerate hadrons have also been developed and are especially useful for irradiating deep-seated tumors. Accelerators are also used to produce radioisotopes for medical treatment and diagnosis.
In summary, particle accelerators are among the most versatile and important tools of discovery in basic and applied research. These instruments have a huge impact on progress in U.S. science and technology, and consequently on the economy and our quality of life.

Accelerators are also objects of research for the scientific community in their own right. Demands for high energy, high intensity, low-loss rates, low activation of components, low cost, ease of tuning, and prediction of performance in new regimes all need considerable theoretical, analytical, and computational work. Novel designs and those employing novel materials and/or materials pressed to their performance limits require significant analysis before the first prototype is built. New technologies involving laser- and plasma-based acceleration have the potential to revolutionize accelerator technology. However, the physical phenomena involved are extremely complex; large-scale computing, in concert with theory and experiment, is essential to understand these phenomena and fully develop these new technologies. Optimization of operation of accelerators also requires considerable analysis.

Advanced computing, particularly the Scientific Discovery Through Advanced Computing (SciDAC) program, has had a major impact on the field of accelerator science and technology. Examples of active areas of research, where advanced computing is essential to develop the physics, engineering, and technologies of future systems include the following: electron cooling and stochastic cooling systems, which preserve and enhance luminosity and lifetime for existing facilities; systems to maximize long-term storage of beams in colliders; the design of heavy ion fragment separators to extract very rare produced isotopes that may be present at only one part in $10^{13}$ or less in the reaction products produced during bombardment; technologies to reduce detector backgrounds in both colliders and fixed-target machines, by reducing population of phase-space outside of desired areas; and technologies for the production and handling of bremsstrahlung and beamstrahlung in electron machines.

Currently, DOE SC operates about a dozen large accelerator facilities. The major accelerator user facilities of the Office of Nuclear Physics (Figure 24) include the Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory (BNL), the Continuous Electron Beam Accelerator Facility (CEBAF) at the Thomas Jefferson National Accelerator Facility (Jefferson Laboratory), the Argonne Tandem Linac Accelerator System at Argonne National Laboratory (ANL), and the Holifield Radioactive Ion Beam Facility at Oak Ridge National Laboratory (ORNL).

The main facility of the Office of High Energy Physics (Figure 25) is the Tevatron complex at the Fermi National Accelerator Laboratory.

The Office of Basic Energy Sciences operates five light sources: the Linac Coherent Light Source and the Stanford Synchrotron Radiation Laboratory at the Stanford Linear Accelerator Center National Accelerator Laboratory; the National Synchrotron Light Source at BNL; the Advanced Photon Source at ANL; and the Advanced Light Source at Lawrence Berkeley National Laboratory (LBNL). The Office of Basic Energy Sciences also operates the Spallation Neutron Source at ORNL, and provides support to activities at the Lujan Center at the Los Alamos Neutron Scattering Center facility (see Figure 26).
Figure 24. Aerial photos showing RHIC at Brookhaven National Laboratory (top left); CEBAF at the Thomas Jefferson National Accelerator Facility (top right); the Argonne Tandem Linac Accelerator System at Argonne National Laboratory (lower left); and the Holifield Radioactive Ion Beam Facility at Oak Ridge National Laboratory (lower right). Images courtesy of Robert Ryne (Lawrence Berkeley National Laboratory).

Figure 25. Aerial photo of Fermi National Accelerator Laboratory. Image courtesy of Robert Ryne (Lawrence Berkeley National Laboratory).
Accelerators and the DOE Office of Nuclear Physics

The mission of the Nuclear Physics program is to promote nuclear physics research through the development and support of basic research scientists and facilities. Nuclear physics research seeks to understand the fundamental forces and particles of nature as manifested in nuclear matter. DOE provides about 85% of U.S. nuclear physics research funding, much of which is directed toward the development, construction, and operation of large state-of-the-art accelerator facilities and detectors at national laboratories. These facilities are used by researchers from laboratories and universities supported by DOE, the National Science Foundation, other agencies, and foreign countries.

Nuclear physics accelerator facilities supported by DOE at national laboratories include the RHIC at BNL, the CEBAF at Jefferson Laboratory, the Argonne Tandem Linac Accelerator System at ANL, the Holifield Radioactive Ion Beam Facility at ORNL, and the 88-Inch Cyclotron at LBNL. Facilities at
universities include the Cyclotron Institute at Texas A&M University, the Wright Nuclear Structure Laboratory at Yale University, the Triangle Universities Nuclear Laboratory at Duke University, and the Center for Experimental Nuclear Physics and Astrophysics at the University of Washington. All these facilities have led to important scientific advances and discoveries in nuclear physics. Along with existing facilities, planning for new and proposed facilities is underway. These include the CEBAF 12 GeV upgrade, now underway at Jefferson Laboratory; the Facility for Rare Isotope Beams (FRIB) at Michigan State University; and proposals for electron-ion colliders (EICs)—the EIC concept at RHIC (eRHIC) and the Electron Light Ion Collider (ELIC) concept at Jefferson Laboratory.

The design, optimization, operation, and upgrade of accelerator facilities involve an enormous amount of advanced scientific computing and simulation. Examples include the self-consistent simulation of beam-beam effects, electron-cloud effects, electron cooling channel design, ion source design, and the design of complex three-dimensional electromagnetic structures. Such simulations allow scientists to understand complex beam and electromagnetic phenomena, to test new ideas, optimize designs, and reduce cost and risk. Ultimately, such simulations play a critical role in the success of accelerator projects.

**Nuclear Physics Priorities for Future Accelerator Facilities**

*The Frontiers of Nuclear Science: A Long Range Plan* (DOE 2007) makes three recommendations regarding accelerator facilities:

1. **We recommend completion of the 12 GeV CEBAF Upgrade at Jefferson Lab.** The upgrade will enable new insights into the structure of the nucleon, the transition between the hadronic and quark/gluon descriptions of nuclei, and the nature of confinement.

2. **We recommend construction of FRIB, a world-leading facility for the study of nuclear structure, reactions, and astrophysics.** Experiments with the new isotopes produced at FRIB will lead to a comprehensive description of nuclei, elucidate the origin of the elements in the cosmos, provide an understanding of matter in the crust of neutron stars, and establish the scientific foundation for innovative applications of nuclear science to society.

3. **The experiments at the Relativistic Heavy Ion Collider have discovered a new state of matter at extreme temperature and density—a quark-gluon plasma that exhibits unexpected, almost perfect fluid dynamical behavior.** We recommend implementation of the RHIC II luminosity upgrade, together with detector improvements, to determine the properties of this new state of matter. (DOE 2007)

Under the heading, “The Emerging QCD Frontier: The Electron-Ion Collider,” the Nuclear Science Advisory Committee report (DOE 2007) presents a scientific justification for an EIC:

To develop the most compelling case for EIC in a timely way it is clear that over the next five years significant progress must be made in the conceptual design of the accelerator. It will be important to converge on one accelerator concept so that detailed plans and schedules can start to be developed. This can only happen after essential research and development is completed in a number of areas including: cooling of high-energy hadron beams, high-intensity polarized electron sources, and high-energy, high-current Energy Recovery Linacs. This research and development effort should be carried out so as to leverage existing expertise and capabilities at laboratories and universities. Research and development for a high-energy EIC will maintain U.S. leadership in an area with important societal applications. The design of collider detectors integrated into the accelerator will also be a key issue requiring detailed physics simulations as well as detector research and development. (DOE 2007)

Along with these four priorities (CEBAF 12 GeV upgrade, FRIB, RHIC II, and an EIC) the DOE (2007) report strongly affirms the importance of accelerator research and development:
Discoveries in nuclear science rely significantly on particle accelerators. Progress in accelerator science and technology is essential for the development of new capabilities that will enable future discoveries. (DOE 2007)

Furthermore, the DOE (2007) report highlights two technologies that the Nuclear Physics program helped pioneer: Energy Recovery Linac technology, and Energy Recovery Linac-based Free-Electron Laser (FEL) technology.

**Current Capabilities in High-End Simulation of Accelerators and Accelerator Components**

The application of parallel computing in accelerator modeling began in earnest in the 1990s. Starting with a DOE Grand Challenge in computational accelerator physics, the scientific community effort grew into the SciDAC-1 project known as “Advanced Computing for 21st Century Accelerator Science and Technology.” The current effort is the “Community Petascale Project for Accelerator Science and Technology,” or ComPASS, funded under SciDAC-2, the follow-on to SciDAC-1. The ComPASS project has participants from all DOE national laboratories with major accelerator facilities, as well as participants from universities and small businesses. The main focus of ComPASS has been to develop a suite of multiphysics design codes able to model complete accelerator systems and able to scale to tens of thousands of computing cores or more. The codes fall mainly into three categories: beam dynamics, electromagnetics, and advanced (laser/plasma) accelerator design codes.

Compared with the early parallel accelerator codes of the 1990s, ComPASS codes are able to perform simulations roughly 100,000 times more challenging. For example, beam-dynamics codes of the 1990s used tens of thousands of simulation particles with simplified (e.g., two-dimensional) models of collective effects; currently, such simulations can be performed with three-dimensional models, with more than a billion particles, and with more physical phenomena included. Similarly, current simulation codes are able to design complex three-dimensional accelerator structures with accuracy greater than fabrication tolerance. Such electromagnetic modeling codes have dramatically reduced the design cycle time for accelerator structures. Furthermore, the optimization of electromagnetic structures through high-resolution modeling will reduce the overall cost of future facilities.

The following illustrates several examples of previous large-scale parallel simulations for nuclear physics accelerator projects.

**Design of Facility for Rare-Isotope Beams**

Detailed design optimization and beam-dynamics simulations for the FRIB accelerator systems have been performed by groups from ANL, Michigan State University, LBNL, and Los Alamos National Laboratory using parallel beam dynamics codes (IMPACT/RIAPMTQ and TRACK) running on computers at the National Energy Research Scientific Computing Center, the High-Performance Computing Center at Michigan State University, and at ANL. These simulations included various machine errors to evaluate beam losses, which involved multiple design revisions to obtain a robust and cost-effective design of the facility. Figure 27 shows an example of beam envelopes along the driver linac from an error study that used 100 realizations of the accelerator lattice (i.e., from a study whose errors were generated from 100 random seeds). Each case involved simulating a uranium beam of $2 \times 10^5$ particles. Results show that the final optimized design is robust and tolerant to a typical set of machine errors without any uncontrolled beam losses.
Computers and Accelerators in History

The 1930s may be viewed as the birth of particle accelerators, with such inventions as the Cockroft-Walton accelerator; the Van de Graaff generator; the linac, and the cyclotron. The 1940s may be regarded as the birth of computers with the invention of the first fully electronic computers. Over the decades, these technologies have advanced side-by-side. Accelerators progressed from million electron-volt (MeV) energy to billion (GeV) to trillion (TeV), while computers advanced from megaflops to gigaflps to teraflops to petaflps.

Early on, accelerator physicists recognized the importance of computers. Particle tracking calculations were performed using the Illinois Automatic Computer in the 1950s. Over the years, computers became widely used for tracking and for magnet and radio frequency cavity calculations. A prescient comment is found in the 1971 Proceedings of the 8th International Conference on High Energy Accelerators. Following the opening address, there was a question and answer session. One comment was from Lew Kowarski, who played a key role in the founding of the European Organization for Nuclear Research (CERN):

“I would like to comment on your three kinds of physicists [experimentalists, theorists, machine physicists] in a perspective somewhat more extended in time. Early experimentalists worked with their hands: Galileo’s legendary tossing of stones from the Tower of Pisa, or the alchemists mixing by hand the ingredients in their mixing bowls. In a similar way the theoreticians manipulated their numerical quantities and symbols by their unaided brain-power. Then came the machines to extend the experimenter’s manual skill and to open whole new worlds of things to be handled in ways nobody could predict or even imagine before they really got going. Now we are at the beginning of a new kind of extension by machine: the computer comes to supplement the theoretician’s brain. We cannot foresee what this fourth kind of creativity in physics will bring, but we may expect that, just as Ernest Lawrence’s contribution was decisive to the development of nuclear machines, the name of John von Neumann will be remembered in connection with the origins of computational physics.”

Scientific computation has been essential to the development of modern particle accelerators. Kowarsky’s comments about “the beginning of a new kind of extension by machine” were made in 1971 at a time when the fastest computer in the world was the CDC 7600. Codes on the CDC 7600 could achieve performance of around 10 megaflops. Scientists are now using petaflp computers that are 100 million times more powerful than the CDC 7600.

Accelerator physicists and DOE continue to recognize the importance of accelerators to science and society, and the enormous impact of scientific computing on the development of accelerator science and technology. Advanced scientific computing is essential to study collective phenomena and mitigate beam instabilities, to design complex three-dimensional electromagnetic structures, and to explore new methods of acceleration. Ultimately, advanced computing is essential to optimize designs, to reduce cost and risk, and to help assure the success of accelerator projects.
One of the most important aspects of experimenting with rare isotopes is related to the separation purity of the isotopes to be selected. If the reaction mechanism involves fragmentation and/or fission of heavy ion primary beams, then a multistage isotope separator is employed. The separator must be designed such that the primary beam rejection is perfect, and the several hundreds of other species that act as unwanted impurities for the experimental stations are minimized. The tiny production cross-sections of rare isotopes of interest to nuclear physics make this an especially difficult problem to model and simulate accurately and efficiently. The computational challenges are dependent on the rarity of the isotopes to be studied. These challenges include research currently possible on a typical single-processor personal computer (such as $^{14}$Be obtained from fragmentation of oxygen requiring approximately 10-gigaflop days) and cases that are manageable with petaflop machines (such as $^{12}$Sn shown in Figure 28 or $^{78}$Ni from the fission of uranium requiring approximately one-petaflop day). Future cases for FRIB will need more powerful computers because FRIB is being built to study nuclei with even more extreme neutron-to-proton ratios and therefore are rarer among the fragmentation products. This is discussed further in the priority research direction (PRD) section.

*Figure 27.* Uranium-beam envelopes along the FRIB driver linac for 100 seeds of machine errors with $2 \times 10^5$ particles for each seed. The red lines in the top two plots show the actual aperture of the linac. Image courtesy of Robert Ryne (Lawrence Berkeley National Laboratory).

*Design of a High Resolution Isotope Separator for Facility for Rare Isotope Beams*

One of the most important aspects of experimenting with rare isotopes is related to the separation purity of the isotopes to be selected. If the reaction mechanism involves fragmentation and/or fission of heavy ion primary beams, then a multistage isotope separator is employed. The separator must be designed such that the primary beam rejection is perfect, and the several hundreds of other species that act as unwanted impurities for the experimental stations are minimized. The tiny production cross-sections of rare isotopes of interest to nuclear physics make this an especially difficult problem to model and simulate accurately and efficiently. The computational challenges are dependent on the rarity of the isotopes to be studied. These challenges include research currently possible on a typical single-processor personal computer (such as $^{14}$Be obtained from fragmentation of oxygen requiring approximately 10-gigaflop days) and cases that are manageable with petaflop machines (such as $^{12}$Sn shown in Figure 28 or $^{78}$Ni from the fission of uranium requiring approximately one-petaflop day). Future cases for FRIB will need more powerful computers because FRIB is being built to study nuclei with even more extreme neutron-to-proton ratios and therefore are rarer among the fragmentation products. This is discussed further in the priority research direction (PRD) section.
Design of a Future Electron-Ion Collider

Beam-beam effects are a critical phenomenon affecting the luminosity—and hence the scientific discovery potential—of colliders. As such, beam-beam studies are essential for a successful conceptual design of a future electron-ion collider as well as for operational optimization of an existing collider. Because of the highly nonlinear and collective nature of the problem, large-scale computer simulation is currently the only viable approach to design optimization. Great progress has been achieved in the last two decades in both the physics understanding and the simulation methodology for beam-beam studies, with codes being developed worldwide and used for the design and operation of colliders. Presently, computer simulations are generally carried out using a strong-strong (i.e., self-consistent) model with transverse beam-beam force calculations, the inclusion of multiple physical phenomena, and use of large numbers of simulation particles. Large-scale beam-beam simulations have supported existing facilities (RHIC) and the design of future facilities.

In regard to a future EIC, two concepts have been analyzed: a linac-ring design (denoted eRHIC) being studied at BNL and a ring-ring design (denoted ELIC) being studied at the Jefferson Laboratory (see Figure 29 and Figure 30). Simulation studies have concentrated on incoherent and coherent instabilities, beam-emittance degradation, and luminosity reduction as a function of machine parameters.
Figure 29. A schematic drawing for the Electron Relativistic Heavy Ion Collider (eRHIC) Linac-Ring Concept. PHENIX and STAR are the present large experiments at RHIC. The energy-recovery linac (ERL) would be a key addition to the present RHIC. Image courtesy of Robert Ryne (Lawrence Berkeley National Laboratory).

As an example, Figure 31 shows the expected luminosity in ELIC based on an early working point (i.e., an early set of parameters in a design space) and an improved working point studied through large-scale simulation. In this example, large-scale simulation led to a new working point that offers approximately 30% improvement in luminosity and therefore a similar gain in discovery potential.
Simulation of Beam-Beam Effects at the Relativistic Heavy Ion Collider

Multiple bunch self-consistent strong-strong beam-beam simulations of RHIC have been conducted on high-performance computers using the BeamBeam3D code (Qiang et al. 2002). The purpose of the simulations was to find a new working point (i.e., new set of magnet settings) to optimize the beam quality and hence the luminosity. Near the nominal working point and near a half integer in tune space, emittance growth of more than 100% was observed in the parameter space. Parallel simulations with BeamBeam3D were used to study a new working point near an integer resonance. A new working point was found for which the emittance growth was below 10% in much of the parameter space. These large-scale parallel simulations will improve future RHIC operations.


Recently, scientists performed the first self-consistent beam breakup simulations of an energy recovery linac including multiple passes in a full nine-cell structure for parameters relevant to the Jefferson Laboratory FEL (Smithe 2008). These were the first to couple electromagnetic simulations of the accelerating cavity with particle tracking to model the FEL dynamics and time delays of bunch re-entry. The simulations showed self-consistent generation of higher-order modes by the beam on the first pass.
and subsequent interaction of the beam with those modes on the second pass. Between the first and second passes, both an energy decrease and an energy spread of a few percent together modify the beam phase space, to model the effect of a free-electron laser. Analysis of the cavity’s resulting mode spectrum showed that the first pass of the beam generated roughly 50 measurable higher-order modes, and scientists identified parameter regimes where modes would grow after multiple passes of the beam. These simulations required resources of the order of a teraflop-hour; even so, scientists were required to use an artificially large simulated transverse beam size and did not include the detailed geometry for mode damping due to limited computing capability. Increased computing resources are required to perform simulations with realistic geometries and beam size.

**Design of Electron Cooling Systems for Nuclear Physics Applications**

Novel EIC concepts are a high priority for the long-term plans of the international nuclear physics community. Orders-of-magnitude larger beam transverse phase space density than that achieved at the RHIC, or planned at the Large Hadron Collider, is required for the relativistic ion beams in such accelerators. Electron cooling is a promising approach to achieve the necessary luminosity. Many low-energy electron cooling systems have been successfully built and operated for nonrelativistic ion storage rings, and recently a moderately relativistic cooling system was successfully commissioned at Fermi National Accelerator Laboratory (Nagaitsev et al. 2006). Cooling systems have not been built for EIC parameters, but simulations using high-performance computers with the VORPAL® framework (Nieter and Cary 2004) have resolved differences in analytical models for the dynamical friction force in magnetized cooling systems (Fedotov et al. 2006). These (parallel) simulations have also quantitatively shown how the friction would be reduced if the typical high-field solenoid magnet is replaced with a conventional (and much less expensive) undulator (Bell et al. 2008). As shown in Figure 32, the friction force is reduced logarithmically with the undulator field strength.

**Stability Proofs of Nonlinear Dynamics in Synchrotrons**

A key issue for synchrotrons and colliders is the stability of particle motion inside the beam pipe. Using a one-turn transfer map of sufficiently high order obtained through differential algebraic methods (Berz 1999), it is possible to determine a nonlinear coordinate transformation to a normal form in which the motion is nearly circular. The slight deviations from circularity, the so-called normal form defect, allow a rigorous bounding of the stability times of the nonlinear motion and hence the stability of the underlying synchrotron or other repetitive accelerator. An example of a normal form defect is shown in Figure 33, which illustrates the rich structure of local extrema that may be present. Using rigorous global optimizers, it is possible to determine bounds with an accuracy that is sufficient to establish stability times (Berz et al. 2005). This accuracy would provide a robust method to support the setup and tuning of all large accelerators, because the long-term stability of the orbit is necessary to find a stable operating point, to decrease backgrounds in detectors, and to reduce radioactivation of accelerator components.

Because of the small scale and exceedingly complicated structure of the normal form defect, this stability calculation is a challenging problem usually performed on clusters of several thousand cores—yet the technique has only been applied to existing machines with fixed parameter choices. The logical extension, currently impossible because of limited available computational resources, is to combine the stability estimates with parameter optimization to perform a global search that maximizes stability times. This re-iterates the importance of global optimization tools.

---

1 VORPAL is a registered trademark of the University of Colorado.
Impact of Advanced Computing on Accelerator Science and Technology

Particle accelerators and their associated detectors are among the largest, most complex scientific instruments in the world. The successful development of large accelerator facilities involves enormous investments in the three paradigms of scientific research: theory, experiment, and computation. Neglecting any of these can lead to an inability to meet performance requirements, cost overruns, and ultimately project failure. For example, in the early 1990s, uncertainty in the design aperture of the proposed Superconducting Super Collider led to a decision to increase the aperture by 1 cm. This led to a projected $1 billion cost increase to the project, which was eventually cancelled.

In contrast, current advanced computing diagnoses issues before they present serious consequences to projects. An example is provided by the 12 GeV upgrade at Jefferson Laboratory. Beam breakup at well below the designed beam current was observed in the Continuous Electron Beam Accelerator Facility 12 GeV upgrade prototype cavities. Higher order modes (HOMs) with exceptionally high-quality factors were measured as seen in Figure 1(a). The cause was attributed to cavity deformation during the fabrication process. Using the measured cavity parameters as input, the deformed cavity shape was recovered by solving the inverse problem through an optimization method developed by researchers at the Stanford National Accelerator Laboratory. The calculations showed that the cavity was 8 mm shorter than designed, which was subsequently confirmed by measurements. This result explains why the troublesome modes have high Qs because in the deformed cavity, the fields are shifted away from the HOM coupler where they can be damped as shown in Figure 1(b). The ideal and deformed cavities are shown in Figure 2. This analysis has shown that experimental diagnosis, advanced computing, and applied math worked together to solve a real-world problem as intended by the Scientific Discovery through Advanced Computing program. This example illustrates how powerful advanced simulation can be when applied to solving immediate problems.

**Figure 1 (a)** Qext of calculated ideal and deformed cavities and measured values. **Figure 1(b)** Field profile of high Q modes in deformed cavity. The damping HOM coupler is located at around z = -0.2 m, where the fields of these HOMs are very small. Images courtesy of Robert Ryne (Lawrence Berkeley National Laboratory).

**Figure 2.** Ideal cavity in silver color and deformed cavity in gold. Image courtesy of Robert Ryne (Lawrence Berkeley National Laboratory).
Figure 32. Parallel VORPAL simulations showing logarithmic reduction of the dynamic friction force in an undulator-based electron cooling system (Bell et al. 2008).

Figure 33. A magnified view of the normal form defect exhibiting a rich structure of local extrema at a minute scale in a two-dimensional subspace of the typically six-dimensional parameter space. Rigorous, tight bounding of the range of this function permits the generation of estimates regarding long-term stability of the dynamics. The problem is computationally challenging because of the small scale of the function; the large numbers of local extrema; and the need for tight, rigorous bounds. Image courtesy of Robert Ryne (Lawrence Berkeley National Laboratory).

Another application of such methods to a promising but complex synchrotron type is orbit stability studies for fixed-field alternating gradient accelerators (Prior 2007; Johnstone and Koscielniak 2008) (see Figure 34). The field shape is complicated, and as a result closed orbits and transfer maps around the orbits must be computed to a high order and in fine steps of up to 100 locations in the device.
Figure 34. Long-term tracking of orbits in fixed-field alternating gradient type accelerator. Shown are horizontal phase space (left side) and vertical phase space (right side) modeled using transfer maps to third order (top), eleventh order (middle), and eleventh order with symplectification (bottom); even higher orders than these do not provide significant further changes. Due to the inherently nonlinear structure of the method, high orders are necessary for the simulation. Image courtesy of Robert Ryne (Lawrence Berkeley National Laboratory).

For each of these locations, it is common to perform a resonance analysis through normal form tools (Berz 1999) and orbit tracking of usually around $10^5$ revolutions to assess stability. All these must be subjected to extensive design optimizations to arrive at viable machines. Currently, a sufficiently detailed field-design simulation and subsequent orbit analysis typically takes on the order of hundreds or
thousands of core-hours—and it is expected that an exhaustive automated search of parameter space may require on the order of $10^6$ such iterations, leading to an overall cost in the range of hundreds of petaflop-years. This area is under active study and described further in the PRD section.

**PRIORITY RESEARCH DIRECTIONS**

Given the priorities of DOE’s Nuclear Physics program and the opportunities afforded by the expected capabilities of extreme scale computing, the PRDs of nuclear physics accelerator science fall into four categories:

- research involving the proposed facility for FRIB
- research involving a proposed EIC
- research into optimizing complex electromagnetic structures for nuclear physics facilities
- research into advanced methods and applications of accelerator simulations.

*Maximize Production Efficiency, Variety, and Purity of Rare Isotope Beams for Nuclear Physics Experiments*

**Basic Scientific and Computational Challenges**

The design of FRIB poses several challenges. These include the development of new techniques for optimal design and tuning of isotope separators to select and to purify extremely rare isotopes, advances in electron cyclotron resonance (ECR) on source modeling, advances in radio-frequency quadrupole (RFQ) modeling, optimal design of low-beta radio frequency cavities, and advances in beam-dynamics modeling and optimization offline and in near real time. Figure 35 highlights several of the computational challenges associated with the design of FRIB, starting at the petascale and ranging to the extreme scale.

**Optimal Design and Tuning of Isotope Separators**

One of the most important aspects of experimenting with rare isotopes is related to the separation purity of the isotopes to be selected. If the reaction mechanism involves fragmentation and/or fission of heavy ion primary beams, then a multistage isotope separator is employed. The separator must be designed such that the primary beam rejection is perfect, and the several hundreds of other species that act as unwanted impurities for the experimental stations are minimized. The tiny production cross-sections of rare isotopes of interest to nuclear physics make this an especially difficult problem to model and simulate accurately and efficiently. The computational challenges are dependent on the rarity of the isotopes to be studied. These challenges include research currently possible on a typical single-processor personal computer (such as $^{14}\text{Be}$ obtained from fragmentation of oxygen requiring approximately 10-gigaflap-days), cases that are manageable with petaflop machines (such as $^{132}\text{Sn}$ shown in Figure 35 requiring approximately 1 petaflop-day), and cases that require extreme scale computing resources (such as $^{100}\text{Sn}$ from fragmentation of xenon requiring approximately 100 petaflop-years).
Figure 35. Anticipated highlights for priority research direction “Maximize Production Efficiency, Variety, and Purity of Rare Isotope Beams for Nuclear Physics Experiments.” Upper-left image and right images courtesy of Michigan State University. Bottom-right image courtesy of Lawrence Berkeley National Laboratory. Remainder of image courtesy of Robert Ryne (Lawrence Berkeley National Laboratory).

All cases noted above become extreme scale computing problems when design or experimental setup optimization is included. Global parallel-parameter optimization (magnet strengths, slit settings, target and wedge materials and thicknesses, and absorber shapes) is a challenge in its own, so the computational resource requirement is significantly increased with respect to that stated in the previous paragraph if these experimental parameters are added to the problem (factors of thousands more than above). These applications therefore need extreme scale computing resources. Some exceptionally difficult cases may require of the order of 100-exaflop-years.

The computational challenge may be even greater depending on the physics of the problem and the complexity of the parallel optimization model. Coupling to radiation transport codes, inclusion of space charge effects, and inclusion of full electromagnetic design in the optimization loop extend the problem to the extreme scale and beyond.
Advances in Electron Cyclotron Resonance Ion Source Modeling

For rare isotope facilities—such as the recently sited FRIB—ECR ion sources are required to produce a wide variety of highly ionized isotopes. These sources provide high currents of multiply charged ions for injection in the main driver accelerator. Large currents are needed for the physics program, and high charge states are needed to make most efficient use of available accelerating voltage.

Modeling ECR ion sources, including the ion beam extraction, is critical for better understanding and subsequent optimization of these sources. To date, reduced models have not agreed with experimental data. It is therefore necessary to use electrostatic and electromagnetic particle-in-cell (PIC) simulations that include multiple physical phenomena such as impact ionization, charge exchange, recombination, and particle-wall interactions. However, the extreme variation of spatial and temporal scales has limited such efforts to artificially small domains and short times (Mullowney et al. 2008). Emerging leadership-class computational facilities will enable full-scale, first-principle simulations.

The VENUS ECR source (Venus ECR) is ~1 m across, while the electron Debye length, $\lambda_D$, is ~10 microns, and the complicated magnetic fields (solenoid plus sextupole) are fully three-dimensional. The cell size can be chosen larger than $\lambda_D$ if high-order particle shapes are used to prevent numerical heating. For $\Delta x \approx 50\lambda_D$, a mesh with $\sim 10^{10}$ cells is required, and a large fraction of the domain will have $\sim 50$ particles per cell (electrons plus multiple ion species), leading to $\sim 3 \times 10^{11}$ macroparticles. The timescale for ion dynamics (i.e., confinement, extraction, etc.) is several milliseconds, while the time step must be small enough to resolve the ionization/recombination timescale of 1 microsecond, which implies $\sim 10^5$ time steps.

For high-order particle shapes with multiple collisional processes, approximately 10 core-micro seconds are required for each particle step. Given a required number of $3 \times 10^{16}$ particle steps in the calculation, and assuming efficient scaling up to approximately 1 million cores, this implies approximately $10^8$ core-hour simulations, which translates into running at approximately 100 petaflop-hours. Given the need for a large number of such simulations ($\sim 1,000$ per year) to design future and optimize existing ECR ion sources, the need for approximately 10 petaflop-years of computing resources can be predicted for each calendar year.

Advances in Electromagnetic Modeling and Optimization

Along with the above-mentioned advances in beam-dynamics modeling, advances in electromagnetic modeling and optimization that will be possible on extreme scale computers will have a major impact on the design of the FRIB. Examples include the design of ECR ion sources, of the FRIB RFQ, and of low-beta structures. These topics are described in more detail in the section titled, “Design Optimization of Complex Electromagnetic Structures for Nuclear Physics Accelerator Facilities.”

Advances in Beam-Dynamics Modeling and Optimization

Currently, several highly parallelized beam-dynamics codes (e.g., TRACK and IMPACT) are available for the simulation of the FRIB accelerators. The majority of the accelerator design work can be performed using petascale computers, as demonstrated by teams from ANL, Michigan State University, and LBNL. The availability of extreme scale resources to support the commissioning and operation of the FRIB accelerators is essential to expedite the delivery, shorten the commissioning phase, and effectively operate the machine by applying a “model-driven accelerator” concept. Meanwhile, current parallel beam-dynamics codes need to be updated with large-scale optimization tools and must include
beams into the optimization loop. These are described in the section titled, “Advanced Methods and Applications of Accelerator Simulation for Nuclear Physics Facilities.”

Scientific Outcomes and Impacts

The availability of extreme scale computing resources, along with accelerator codes that make use of this computer power, will significantly impact the design and operation of FRIB, as well as other DOE SC accelerator facilities. In regard to FRIB, the availability of these resources will provide a means to design and operate isotope-separation systems with significantly increased accuracy and efficiency—and in some cases, will make seemingly impossible design simulations feasible. More generally, extreme scale computational resources will lead to optimized designs better able to meet facility requirements while reducing cost and risk. Beyond the design phase, extreme scale resources, applied in the model-driven accelerator paradigm, will permit faster commissioning, improved diagnosis of operational issues, and improved facility operations. The successful design, commissioning, and operation of the FRIB, facilitated by large-scale and extreme scale computing, will lead to numerous advances in nuclear science. These include providing a comprehensive description of nuclei, elucidation of the origin of the elements in the cosmos, providing an understanding of matter in the crust of a neutron star, and establishment of a scientific foundation for innovative applications of nuclear science (DOE 2007).

Develop Optimal Design for an Electron-Ion Collider

Basic Science Challenges and Computational Challenges

The design of a future EIC poses several challenges. To address these challenges, scientists focus on the development of advanced computational capabilities for multiphysics accelerator modeling, and the development of advanced electron-cooling systems and of energy-recovery linac technologies. Figure 36 highlights several of the computational challenges associated with the design of an EIC, starting at the terascale and ranging into the extreme scale.

Design of Electron Cooling Systems

Cooling of the hadron beam in a future EIC is critical to meet performance requirements needed for scientific discovery at such a facility. At present, electron cooling is the most promising concept. An electron cooling system has not yet been operated in the regime of a proposed EIC. Hence, accurate physical modeling is essential. Previous work based on molecular dynamics in a small, idealized domain needs to be extended to a molecular dynamics/PIC approach that covers the full extent of the overlapping electron and ion beams over many Debye lengths. This results in a multiscale simulation that requires extreme scale computational resources. For beam and system parameters relevant to the eRHIC concept, a single simulation using VORPAL operating with approximately 10% of peak performance requires approximately 10 teraflop-hours. To design an electron-cooling system, scientists must run approximately $10^4$ seeds simultaneously to obtain enough dynamical friction force values to adequately characterize the performance for a single set of electron parameters. This implies a resource requirement of 100 petaflop-hours. These runs would need to be repeated for a variety of electron-beam parameters and also magnetic fields (solenoid and/or undulator) to optimize the design. For an optimal case, many instances would need to be run with different sets of magnetic field errors to evaluate the corresponding reduction in the cooling strength. Over the course of a year-long design effort, one could easily expect to complete approximately 1000 such cases, leading to resource usage of approximately 10 petaflop-years over the course of one calendar year.
**Energy-Recovery Linac Technologies**

The energy-recovery linac (ERL) is an important emerging concept for building energy efficient and therefore less expensive accelerators. Accelerator physics researchers are considering including ERLs in electron-cooling sections and EICs for nuclear physics projects. One important issue for understanding ERLs is beam loss due to beam halo. On the recovery pass, the beam phase space is significantly modified (e.g., due to energy extracted as part of the lasing or cooling processes); thus, nonlinear and nonideal behavior may result in increased beam loss. Modeling beams with sufficient computational particles to resolve beam halo and beam loss is a significant challenge that requires extreme scale computing.

A second important issue related to ERLs includes multipass beam breakup and coupling with higher-order modes. Again, because the beam on the recovery pass has a modified and nonideal phase space, the beam may couple more strongly with higher-order modes—especially at the higher currents considered for future machines. These modes may feed back and produce beam breakup. Modeling
beam breakup and coupling with higher-order modes will involve grid resolutions and simulation times that require extreme scale computing resources.

Finally, another important issue in ERL development is electron sources, where higher currents will produce issues of dark current, field emission, and cathode degradation due to ion bombardment. These higher currents will also produce subsequent heating issues associated with these effects. Modeling these effects in electron sources will require multiphysics code coupling and grid resolution that require extreme scale computing resources.

**Scientific Outcomes and Impacts**

The EIC will explore a new cold quantum chromodynamics frontier of strong color fields in nuclei, precisely image the gluons in the proton, and look for gluon saturation in heavier nuclei (DOE 2007). Large-scale, parallel computing is essential to design an EIC that maximizes luminosity and the potential for physics discovery. Beyond the development of an optimized EIC design, the design effort itself will lead to important new concepts and technologies for particle accelerators including new beam-cooling techniques, ERL technologies, advanced high-brightness sources, and new beam-beam compensation schemes.

**Design Optimization of Complex Electromagnetic Structures for Nuclear Physics Accelerator Facilities**

**Basic Science Challenges and Computational Challenges**

Large-scale, high-accuracy electromagnetic design and optimization is essential to all major DOE SC accelerator projects. Several of the challenges and research directions have already been described in the “Scientific Challenges for Understanding the Quantum Universe and the Role of Computing at Extreme Scale” workshop. Examples include the development of novel, scalable eigen- and linear solvers for eigensystems at the extreme scale, as well as the implementation of efficient parallel algorithms for extreme scale modeling in a multiphysics environment. While many of the challenges and research directions are common to the various program offices of the DOE SC, each program office also has some unique needs and priorities. Evaluation of high-order mode (HOM) heating in the cryomodule of an ERL; design of the FRIB RFQ; and the multiphysics design and optimization of low beta radiofrequency accelerating cavities for FRIB—three priorities of the Nuclear Physics program—are described below. Figure 37 highlights the computational challenges associated with these areas, ranging from the terascale to the extreme scale.

**High-Order Mode Heating in Cryomodule of Energy-Recovery Linac**

One potential accelerator issue with ERL is HOM heating in the superconducting radio frequency cavities, especially with the combination of high current and short bunch length. It is important to estimate the broadband HOM power generated by the transit of the bunch to adequately dampen HOM without affecting cryogenic efficiency. To a great extent, the computational requirements are determined by the bunch length, whose frequency spectrum must be resolved by a fine mesh.

---

Thus, bunch length and mesh density are inversely related. In typical nuclear physics applications, such as the ERL used in the proposed luminosity upgrade of RHIC known as RHIC-II, the bunch length is relatively long (roughly 1 cm). The electromagnetic simulation of broadband HOM in a cryomodule involves solving a linear system with 150 million degrees of freedom for 100,000 time steps. The estimated computational requirement is approximately 1 petaflop-hour, which can be handled easily by a petascale computer.

In typical FEL applications, such as the ERL in the Jefferson Laboratory infrared FEL upgrade, the bunch length is much shorter (roughly 1 mm or less) than at RHIC-II. The electromagnetic simulation of broadband HOM in a cryomodule involves solving a linear system with 150 billion degrees of freedom for $10^6$ time steps. The estimated computational requirement is approximately 1 petaflop-year.

For a cavity system on the order of 10 cm by 100 cm, a simulation with a resolution on the order of microns would require $10^{14}$ cells. Simulating many tens of oscillations will require $10^7$ time steps, implying that $10^{21}$ cell steps are required. For electromagnetic PICs with a finite difference time domain
algorithm on current standard architecture, such as the Cray XT4, this implies $10^{14}$ - $10^{15}$ core-weeks. Therefore, to complete a simulation in a single day would require $10^9$ - $10^{10}$ cores, or a computing resource of approximately 3 petaflop-years.

**Advances in Radio-Frequency Quadruple Modeling**

The initial acceleration in FRIB is provided by an RFQ capable of accelerating any ion from hydrogen to uranium. The transport, bunching and focusing of charged particles in the RFQ resonator, is provided by appropriate design geometry of four modulated vanes. Parallel electromagnetic design tools with a fine-grained mesh must be used to develop a detailed resonator design for the RFQ. Accurate field maps of accelerating modes of cavities in the FRIB linear accelerator are required to reliably track particles in beam-dynamics studies. The long RFQ used in the low-energy linac could have disparate spatial scales ranging from fine transverse variations of the order of millimeters to longitudinal modulations of the order of a meter. While the frequency of the accelerator mode converges quickly with the reduction in finite element size, the field accuracy must be obtained with a much denser mesh or with the use of higher-order finite elements. The electromagnetic eigenmode simulation of the accelerating mode in the RFQ requires the solution of a linear system with 100 billion degrees of freedom. The estimated computational requirement is approximately 1 petaflop-day. This work is needed for future accelerators and accelerator upgrades, which will place greater demands on an injector than does FRIB, which will use the current state-of-the-art injectors.

**Advances in Low-Beta Radio Frequency Cavity Design**

The accelerator systems for the proposed FRIB will be based on several types of normal-conducting and superconducting transverse electric and magnetic mode (TEM-class) radio frequency cavities. The TEM-class superconducting cavities are much more efficient in the low-velocity ($\beta < 0.7$) region compared to the elliptical superconducting cavities widely used for relativistic particles. Therefore, four to five types of TEM-class cavities are required in the FRIB driver linac. The integrated simulation of the resonators electromagnetic, thermal, and mechanical properties is necessary due to the complexity of the cavity’s geometry. The optimal electrodynamic, thermal, and mechanical design of the fully dressed superconducting cavity together with fast tuner, slow tuner, radio-frequency coupler, and helium vessel could save millions of dollars. Obviously, the optimal design of the cavity should be free from multipacting. Currently, multiphysics design of a cavity can be performed using separate commercial software and does not allow researchers to provide full design optimization. Particularly, no code is available to study microphonics, which is due to coupled electro-mechanical oscillations induced by mechanical background noise. These simulations require a very large number of mesh points calling for extreme scale computing and a highly scalable multiphysics code.

**Scientific Outcomes and Impacts**

The development of an extreme scale, multiphysics cavity design and optimization tool will benefit not only the Nuclear Physics program but also the entire DOE accelerator complex. The process of developing these tools will also lead to advances in computational-enabling technologies such as linear solvers, eigensolvers, meshing, adaptive refinement, data analysis, and visualization.

---

1 Cray XT4 is a trademark of Cray Inc.
Extreme scale electromagnetic modeling will shorten the design and build cycle for accelerator structures and components. It will also lead to cost savings by allowing researchers to explore and optimize designs that reduce cost while satisfying beam quality and machine operational reliability requirements. Lastly, the new modeling tools will provide accurate field maps of accelerating cavity modes for beam-dynamics simulation in overall machine studies.

**Advanced Methods and Applications of Accelerator Simulations for Nuclear Physics Facilities**

**Basic Science Challenges and Computational Challenges**

Extreme scale computing will dramatically change the way researchers design accelerators. It will enable the exploration of new accelerator concepts and the study of important phenomena, for which modeling was previously thought to be too computationally challenging. Extreme scale computing will also dramatically affect how scientists optimize accelerator designs. Lastly, extreme scale computing will change the way scientists’ commission and operate accelerators.

**Exploration of Advanced Concepts**

Extreme scale computing will significantly impact the ability to explore innovative accelerators. The Accelerator Physics working group in the “Scientific Challenges for Understanding the Quantum Universe and the Role of Computing at Extreme Scale” workshop identified the design of an ultracompact plasma-based collider as one of its key research directions. The exploration and optimization of laser- and plasma-based concepts using extreme scale resources will have applications across the DOE SC. The design of fixed-field alternating gradient accelerators and the design of coherent electron cooling systems is discussed in the following sections.

The broad class of fixed-field alternating gradient accelerators is experiencing an international revival in the quest for high-beam power, duty cycle, reliability, and, in the case of the spiral-sector fixed-field alternating gradient, the potential for compactness at reasonable cost (Prior 2007; Johnstone and Koscielniak 2008, and references therein). The proposed fixed-field alternating gradients have the high average current and duty cycle characteristic of the cyclotron combined with the smaller aperture, beam losses, and energy variability of the synchrotron.

Because of frequently challenging field models, the computation of guiding, focusing, and accelerating fields and the assessment of stability of orbits usually must happen in an integrated mode of computation. Specifically, closed orbits and transfer maps around the orbits must be computed to a high order and in fine steps of up to 100 locations in the device. For each of these locations, it is common to perform a resonance analysis through normal form tools (Berz 1999) and orbit tracking of usually around $10^5$ revolutions to assess stability. All these must be subjected to extensive design optimizations to arrive at viable machines. An example of one such simulation that illustrates the need for high-order models is shown in Figure 38. Currently, a sufficiently detailed field-design simulation and subsequent orbit analysis typically takes on the order of hundreds or thousands of core-hours—and it is expected that a

---

future exhaustive automated search of parameter space may require on the order of $10^6$ such iterations, leading to an overall cost in the range of exaflop-months.

The coherent electron-cooling concept proposes to combine the best features of electron cooling and stochastic cooling via free-electron laser technology. These features are combined to cool high-energy hadron beams on orders-of-magnitude shorter timescales (Litvinenko et al. 2008) than now possible. In a standard electron cooler, the key physical process is dynamic friction on the ions. The modulator section of a coherent cooler would be very similar to a standard cooler—but in this case dynamical friction becomes irrelevant and the key physics is the shape of the density wake imprinted on the electron distribution by each ion. This implies use of a high-resolution PIC approach instead of the hybrid molecular dynamics/PIC approach used for conventional electron-cooling simulation. Though the high-resolution case involves approximately 1 billion cells, the time per step is comparable to the conventional case because resolutions of binary collisions are not required. As a result, the resource requirement is approximately the same as the conventional cooling scenario, namely approximately 10-petaflop-years over the course of 1 calendar year. The Poisson solver is a potential bottleneck, and it will be important that the solver for a single-point simulation scales to at least 10,000 computing cores.

**Figure 38.** Anticipated highlights for priority research direction “Advanced Methods and Applications of Accelerator Simulations for Nuclear Physics Facilities.” Image courtesy of Robert Ryne (Lawrence Berkeley National Laboratory).
Advanced Algorithms for Simulation and Optimization

The availability of extreme scale computing resources with massive memories will provide an opportunity to employ numerical algorithms that cannot realistically be implemented on current hardware. An example is the use of a direct Vlasov approach for the high-resolution prediction of ultra-low beam loss. Direct numerical simulation of the Vlasov equation has several advantages over the standard PIC approach. It allows for a direct and accurate description of particle distribution in the phase space; avoids random fluctuations and numerical noise caused by the finite number of macroparticles in a conventional PIC code; and enables scientists to accurately model low-density regions of the phase space such as the beam halo. Pure instability modes, which are difficult to study, are also conveniently simulated using PIC codes because the particle noise necessarily excites a spectrum of modes. Alternatively, the Vlasov approach is challenging computationally because calculations are performed in a (2n)-dimension phase space, where n = 1, 2, and 3; thus, the computational grid requires extreme computing resources. Current efforts have focused mainly on the two-dimensional (four-dimensional phase space) problem. To simulate multicomponent beams and plasma in a six-dimensional phase space, extreme scale computing will be necessary. For example, using 100 grid points in each direction requires $10^{12}$ grid points. The application of the Vlasov solver is an elegant approach to simulate three-dimensional problems in ion sources, be they electron cyclotron resonance or electron beam ion sources. These sources are inherent parts of the proposed FRIB.

Extreme scale computing resources will also provide the opportunity for employing new optimization algorithms. As an example, consider rigorous global optimization. Global parameter optimization will play a major role in the design of future nuclear physics particle accelerators. Recent advances in this rapidly progressing field allow the determination of rigorous solutions for global optimization problems with constraints. Based on dynamic domain decomposition and divide-and-conquer approaches, the methods are based on iteratively splitting the search space. On each of the currently active regions, a local or semilocal search is performed based on a variety of techniques including local descent-based method, linear or quadratic bounding, or genetic algorithms. More importantly, the currently active region is evaluated to determine whether, due to the behavior of the objective functions or the violation of constraints, it can be safely concluded not to contain the optimum, in which case it is discarded. While global parameter optimizations are very significant for the development of future particle accelerators, their computational requirements are immense. The underlying divide-and-conquer methods are currently performed on the largest available clusters and lend themselves to massive parallelization on $10^6$ or more computing cores. One robust paradigm for parallelization is communication and load balancing on the “regular meeting” concept, at which all processors or suitable subgroups of processors share updates of the bounds of the objective function and redistribute large, unprocessed regions to achieve load balancing. Considering that a single evaluation of the objective function comprises a full simulation of the device in question—often comprising hundreds or thousands of core-hours—and that an exhaustive search can involve thousands to, in extreme cases, millions of evaluations of the objective function, tasks may result that require exaflop-months.

Advanced Tools for Accelerator Commissioning, Operation, and Control

Today, no accelerator facility in the world can fully rely on a computer model for its operation. There are intensive efforts to construct the needed modeling environment using experience gained at current state-of-the-art accelerators such as the Spallation Neutron Source, RHIC, and Jefferson Laboratory. A promising approach is a configurable framework, independent of any specific accelerator that could allow
insertion of computing modules for different scale simulation, optimization, and control algorithms. Careful development of portable and mutable software types, or classes, to describe the accelerator elements is part of this and is another area for fruitful collaboration with applied mathematicians and computer scientists (Malitsky et al. 2009). As more intense and complex machines are built, the challenge of achieving their design goals and operating them effectively grows larger. Using traditional operating and beam-tuning methods (mostly manual) will certainly result in commissioning delays and reduced machine availability for science. A complex accelerator system, as is being proposed for FRIB, uses primary beams ranging from proton beams to uranium beams, at different energies to produce secondary beams of rare isotopes spanning the whole chart of nuclides. Such an accelerator will require currently unavailable advanced tools to support operations. Using a parallel, realistic three-dimensional beam dynamics model to support commissioning and real-time machine operation will expedite the delivery of the machine, greatly enhance its availability, and significantly reduce its operating budget. Supporting online machine operations involves large-scale optimization problems; fast interfaces between the computer model, the beam diagnostic devices, and the beam line elements; and advanced data-analysis and -visualization tools. Combined with the requirement of fast turn-around calculations (seconds to minutes) to support fast decision making, the task can easily reach the extreme scale. This concept of a model-driven accelerator will benefit existing—and more importantly future—nuclear physics facilities.

Scientific Outcomes and Impacts

The development of advanced methods for extreme scale modeling of nuclear physics accelerators, and the application of these methods to novel types of accelerators, will have a major impact on future nuclear physics accelerator facilities. It will enable the exploration and possible usage of novel types of accelerators and accelerator systems (such as fixed-field alternating gradients, new methods of beam cooling, etc.). These methods will also lead to advanced design optimization techniques that will also benefit other types of DOE SC projects and lead to new tools for real-time control of large scientific experiments and facilities.

APPLIED MATHEMATICS AND COMPUTATIONAL ISSUES

Particle accelerator science and technology spans most of the offices within DOE SC. The Nuclear Physics, High Energy Physics, and Basic Energy Sciences programs all develop and operate major accelerator facilities. In addition, the Fusion Energy Sciences program has accelerator-based programs related to inertial fusion and high-energy density physics.

With regard to the Nuclear Physics, High Energy Physics, and Basic Energy Sciences programs, the primary accelerator technology is radio frequency technology, and the modeling issues strongly overlap. The “Scientific Challenges for Understanding the Quantum Universe and the Role of Computing at Extreme Scale” workshop identified a number of applied mathematics and computer science research directions that will be relevant to future high-energy physics accelerator-modeling activities at an extreme

---

Those research directions are essentially the same for the Nuclear Physics program and the accelerator modeling managed by Basic Energy Sciences. Examples include sparse matrix algorithms, meshing, large-scale partial-differential-equation-constrained optimization, multiobjective optimization, load balancing, massive data analysis, framework development, input/output optimization, single-node performance, and fault tolerance.

CONCLUSIONS

High-performance computing and modeling is essential to the success of future nuclear physics accelerator facilities such as FRIB and EIC; in fact, it is essential to the design of all major DOE accelerator facilities. Advanced simulation allows exploration of designs and concepts in a virtual environment that would otherwise be prohibitively expensive or otherwise impossible to explore in the real world. Through computer-aided parallel optimization, it is possible to perform realistic simulation and design optimization to achieve accelerator design objectives for accelerator components, systems, and facilities as well as to minimize cost and risk. Development of a new generation of computational resources that significantly exceed present-day petascale capabilities—as well as new computational capabilities for extreme scale modeling of accelerator science and technology—will allow this improved design of new accelerators to take place.

Extreme scale computing resources may revolutionize accelerator design, commissioning, and operation. However, using these resources effectively will require advances in computer hardware, as well as in a number of supporting areas. A strong program of research and development in supporting technologies including applied mathematics; computer science; parallel algorithms, optimization, and numerical libraries; supporting software; data storage and analysis; visualization; and visual analytics will allow the accelerator work to take advantage of any advanced computing hardware deployed.

The accelerator activities of the various DOE SC program offices have much in common. For example, both the Nuclear Physics and High Energy Physics programs require the ability to accurately design and optimize colliders and beam cooling systems. The Nuclear Physics, High Energy Physics, and Basic Energy Sciences programs require the ability to model high-brightness electron sources and ERLs. Projects sponsored by DOE SC program offices are required to have the ability to accurately model space-charge effects and geometrically complex three-dimensional electromagnetic structures.

Accelerator activities sponsored by the DOE SC program offices also have differences. For example, multicharge state transport is mainly important to the Nuclear Physics program. Accurate modeling of coherent synchrotron radiation is mainly important to the Basic Energy Sciences. Modeling of neutralized transport is mainly important to Fusion Energy Sciences. Nonetheless, it is clear the commonality far outweighs the differences. Broad efforts in accelerator modeling can simultaneously address both the issues common to all these areas, as well as the unique needs of specific design and science program areas.

---

Table 5 provides an outline of the milestones for the work described in this section. Provided that the computational resources are made available for research in accelerator physics at the anticipated scales, the forefront research that will be conducted are provided as milestones.

**Table 5. Milestones for Accelerators Physics**

<table>
<thead>
<tr>
<th>Scale</th>
<th>Milestone</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt;1 Petaflop-year</td>
<td>• Separator design for $^{14}$Be from fragmentation of $^{16}$O</td>
</tr>
<tr>
<td></td>
<td>• Linac error studies and linac beam dynamics optimization</td>
</tr>
<tr>
<td></td>
<td>• Proof-of-principle coherent electron cooling channel design</td>
</tr>
<tr>
<td></td>
<td>• Parameter-space scans for multiple beam-bunches for multiple collider</td>
</tr>
<tr>
<td></td>
<td>interaction points</td>
</tr>
<tr>
<td></td>
<td>• Modeling of RFQ for FRIB</td>
</tr>
<tr>
<td>&gt; 20 Petaflop-years</td>
<td>• Separator design for $^{132}$Sn from fission of $^{238}$U</td>
</tr>
<tr>
<td></td>
<td>• ECR ion source optimization</td>
</tr>
<tr>
<td></td>
<td>• Electron-cooling design optimization</td>
</tr>
<tr>
<td></td>
<td>• Beam-beam space charge</td>
</tr>
<tr>
<td></td>
<td>• Detailed coherent electron cooling channel design for an EIC</td>
</tr>
<tr>
<td></td>
<td>• Higher-order-mode heating for an ERL for a free-electron laser</td>
</tr>
<tr>
<td>&gt; 100 Petaflop-years</td>
<td>• Separator design for $^{78}$Ni from fission of $^{238}$U</td>
</tr>
<tr>
<td></td>
<td>• Optimization of an advanced RFQ for future high-power heavy-ion</td>
</tr>
<tr>
<td></td>
<td>accelerators</td>
</tr>
<tr>
<td>&gt;1 Exaflop-year</td>
<td>• Separator design for $^{100}$Sn from fragmentation of $^{124}$Xe</td>
</tr>
<tr>
<td></td>
<td>• Beam-beam, intrabeam scattering for an ERL circulated electron cooler</td>
</tr>
<tr>
<td></td>
<td>• Beam-beam and multiprocess physics together, including intrabeam</td>
</tr>
<tr>
<td></td>
<td>scattering, electron-cloud feedback, and crab-type crossings</td>
</tr>
<tr>
<td></td>
<td>• RF optimization for an FEL-based ERL</td>
</tr>
<tr>
<td></td>
<td>• Fixed-field alternating gradient accelerator optimization</td>
</tr>
<tr>
<td></td>
<td>• Six-dimensional Vlasov for an ERL</td>
</tr>
</tbody>
</table>
CROSSCUTTING CHALLENGES
CROSSCUTTING CHALLENGES

From a general scientific perspective, many overlaps exist between nuclear physics and other fields. For example, several common problems are addressed by high-energy and nuclear physicists, who often employ similar theoretical and experimental techniques to understand physical processes of interest. These problems include exploring the nature of the electroweak interaction and physics beyond the standard model, studying how the strong interaction arises from quantum chromodynamics (QCD), and especially investigating how quarks are confined into observable particles. Similarly, the connections between the nuclear physics and astrophysics communities are multifaceted and deep. Those connections have developed into the common field of nuclear astrophysics, which investigates many phenomena such as the following:

- stellar evolution
- origin of the elements
- Big Bang cosmology
- solar physics
- neutron star and pulsar physics
- explosive phenomena such as supernovae, gamma-ray bursts, novae, X-ray bursts, and cosmic-ray physics.

To address these issues, nuclear physicists, astrophysicists, and astronomers must work together to observe, describe, and calculate astrophysical phenomena. A similar coherence exists in quantum many-body problems in chemistry, materials sciences, biology, and nuclear structure—where theorists solve the same Schrodinger equation with similar techniques with the only difference being the interaction between particles. Basic research into the physics of the nucleus, coupled with research into the chemical properties of radioactive elements, has established a solid foundation for practical technologies such as nuclear energy, nuclear medicine, medical imaging, particle accelerators, and particle and radiation detectors. Moreover, in the course of this basic research, nuclear scientists have created a host of tools and instruments that have proved valuable in the marketplace such as radioisotope generators used in nuclear medicine and satellite power sources. They have compiled a wealth of essential data about nuclei and the many reactions in which nuclei engage. Furthermore, nuclear scientists have helped train, and continue to train, the highly specialized workforce needed to sustain and advance these applied nuclear technologies.

From a computational perspective, nuclear physics spans a breadth of efforts focused on determining the properties and dynamics of matter under extreme conditions, nuclei with extreme proton-neutron ratios, and explosive stellar dynamics. The computational nuclear physics field overlaps in certain key areas. For example, lattice quantum chromodynamics (LQCD) methods are used to investigate the nature of deconfinement in the quark-gluon plasma (hot QCD); they are also used to derive from first principles the confinement of quarks and gluons into protons, neutrons, and a broad range of hadronic matter (cold QCD). A growing research area within LQCD involves computing the interaction between protons and neutrons. This connection will lead to a description of nuclear forces developed directly from QCD, a long-sought goal. These interactions will feed directly into efforts to describe nuclei—from light to medium mass, to neutron rich, and on up to super heavy elements. Furthermore, research in fundamental symmetries will help quantify the neutron electric dipole moment arising from the potential charge-
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conjugation and parity-violation within QCD, which has relevance to high-energy physics and extensions of the standard model to address—for instance, the observed matter-antimatter imbalance in the universe. Nuclei and their reactions are responsible for element production in the universe and for the evolution of and power generation in stars. Neutrinos that power the explosions of supernovae are generated through interactions with protons and nuclei in the center of the star, and also originate from the p-p reaction that is both the main power generation step in most of the life of the star and the first step in stellar nucleosynthesis. Further, nuclei are used in laboratories to discover fundamental neutrino properties.

This document notes several key developments that will enable nuclear physics and nuclear astrophysics to advance during the evolution to extreme scale computing.

- Computational algorithms and codes must exhibit the scaling necessary to run efficiently on platforms with millions of computing cores and on platforms that may exploit accelerators. Efficient use of memory, communications among nodes, and combinations of shared and distributed computing will be required to maximize the potential of the next generation computers. This will require exceptional work on the front end to develop scalable codes that can accomplish the science.

- Load balancing of the computation, particularly for simulations that deploy adaptive mesh refinement and quantum Monte Carlo algorithms, will remain important. Additionally, simulation fault tolerance as the number of computing cores used in a given calculation progresses into the millions, and beyond, will become even more important than today.

- Because the amount of memory per computing core will not increase—and it may decrease as scientists approach the extreme scale—development of new algorithms for efficient domain decomposition and load balancing will be required.

- New parallel input/output (I/O) algorithms that can handle files of many terabytes in size and beyond, along with mass storage that can accommodate exabytes of data, must be developed. For example, the turbulent nature of the deflagration phase of an exploding supernova demands high temporal resolution in the retained data sets. This leads to the production of remarkable data volumes (many petabytes and even exabytes). Similarly, QCD field configurations at decreasing lattice spacing and nuclear many-body wave functions both require extreme amounts of I/O to store and retrieve results that must be computed and stored for later use and analysis.

- The growing volume of data, with an increasingly ambitious physics program, requires sufficient computational resources for post-processing of the data. This will entail the provision of computer systems that are themselves large scale by current standards, and with an aggregate capacity of at least the scale of the extreme (capability) resources themselves. Thus, the enterprise of computing will require an “ecosystems” level approach to staging, executing, and post-processing data that come from extreme scale computations.

- New algorithms for scientific data analysis, including visualization, must be developed to handle petabytes and exabytes of data. Other algorithms to be developed include data-archiving techniques that can process exabytes of data and allow for comparative analyses to be performed between huge data sets.

- An efficient, collective parallel I/O from millions of computing cores must be established. Data management approaches for geographically distributed teams and data analysis algorithms must be developed for what will ultimately be petabytes of data per simulation delivered over the course of days to months. Discovery-enabling visualization of multivariate (scalar, vector, and tensor), multidimensional (as high as six-dimensional), petascale data must be developed.
Because the final products of LQCD calculations are hadronic correlation functions, a reconsideration of the methods of their calculation from quark-propagators is required before moving to extreme scale computing. The need for extended precision arithmetic has recently been demonstrated across several problems in QCD.

While the above points are emphasized in this report, investigations of nuclei and nuclear astrophysics can benefit other fields and will be informed by advances in those fields. For example, the complex, multiphysics simulations that will be required to develop precision stellar and supernovae models will yield computational methodologies and tools that can benefit a number of other critical application domains including climate modeling, simulations of fusion energy devices, simulations aimed at the development of new and more-efficient combustion engines, and stockpile stewardship. In particular, computational astrophysics research will lead to effective computational approaches for simulating turbulent fluid flow, for radiation transport, and for radiation hydrodynamics. Radiation transport—particularly photons and neutrinos, which can couple a problem over long scales—emerged as a key crosscutting area.

In summary, computational techniques and needs complement the scientific areas that will be pursued with extreme scale computing. Examples include, but are not limited to, the following:

- improved linear algebra techniques for large matrices
- massive global nonlinear optimization with nonlinear constraints
- fault tolerance
- asynchronous I/O and load balancing across hundreds of thousands to millions of cores
- improved programming environments
- verification and validation issues for extreme scale computations.

Managing these efforts requires methodologies for meeting the challenges associated with scientific simulation workflows, including data management and analysis, visualization, workflow management, and automation. The scientific community views these as important problems to address as progress in computational hardware continues.

To conduct the broad range of computing at the extreme scale in nuclear physics and nuclear astrophysics, investigation and implementation is needed of a funding model that enables domain-specific scientists—i.e., computational nuclear theorists—applied mathematicians, and computer scientists to work together on specific problems. For the nuclear and astrophysics scientific communities, the U.S. Department of Energy’s (DOE) Scientific Discovery through Advanced Computing model currently serves this need as DOE progresses toward the petascale. The scientific community supports an expanded version of Scientific Discovery through Advanced Computing as part of DOE’s overall plan to move to extreme scale computing. Algorithmic developments for extreme scale machines will also entail having advanced knowledge of hardware changes associated with new machines. Early access to such information (through nondisclosure agreements) would be valuable in planning for and developing algorithms that can use the computational resources immediately upon deployment.
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SPECTRUM OF QUANTUM CHROMODYNAMICS

Computing the bound state spectrum of quantum chromodynamics (QCD) is vital if scientists are to claim a complete description of the strong interactions, and the confrontation of high-precision calculations of the spectrum with future experimental measurements is a vital test of the theoretical framework. Figure 39 illustrates significant milestones that will impact scientists’ understanding of QCD as available computing resources evolve toward the extreme scale. In contrast to electromagnetism, the “field-lines” between a quark and antiquark in QCD do not diffuse over large distances, but rather are confined to compact “flux tubes” connecting the quark and antiquark. Baryons themselves are emblematic of QCD, with the three quarks carrying each of the three color charges of QCD. The outstanding arena that spectroscopy provides for exploring QCD is driving intense experimental studies of the spectrum, primarily excitations of the “glue,” or gluonic degrees of freedom, with the GlueX experiment, a flagship component of the 12 GeV upgrade at the Thomas Jefferson National Accelerator Facility (Jefferson Laboratory). Extreme computing will provide the \textit{ab initio} theoretical calculations required to capitalize on these experimental investments.

\textbf{Basic Scientific and Computational Challenges}

\textbf{Unstable Resonances.} Lattice quantum chromodynamics (LQCD) provides an \textit{ab initio} method to compute the meson and baryon spectrum by exploiting the finite spatial extent of the gauge-field configurations that are used in such calculations (a “finite volume”). In particular, variation of the lattice spatial-volume provides a mechanism to compute the scattering phase shifts for the resonances and their decay modes. A challenge in the approach to the extreme computing era is the extension of currently established methods for investigating elastic processes to the treatment of inelastic decays, in which there are multiple final states.

\textbf{Flavor-Singlet Contributions to the Spectrum.} Calculations of the spectrum have largely been confined to systems that do not admit the annihilation of an initial-state quark with an initial-state antiquark. The inclusion of such terms will require the calculation of so-called “disconnected contributions” (or “disconnected diagrams”) with sufficient precision that the energy spectrum can be resolved. This will necessitate the introduction of improved stochastic estimators or the development of alternative methods.

\textbf{Improved Statistical Analysis.} As the energy of a state is increased, and as the light-quark masses are decreased, the signal-to-noise ratios of the correlation functions associated with these states generally degrade severely. Current methods provide powerful tools for delineating the different states, but their effective use will require the development of improved statistical tools to fully exploit the investment in leading-edge computing.
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Figure 39. Anticipated highlights for priority research direction “Spectrum of Quantum Chromodynamics.”
Upper-left image courtesy of the Thomas Jefferson National Accelerator Facility. Remainder of image courtesy of
Thomas Luu (Lawrence Livermore National Laboratory) and David Richards (Thomas Jefferson National
Accelerator Facility).

Scientific Outcomes and Impacts

The Spectrum and Properties of Meson Resonances. The presently observed spectrum of QCD provides little direct evidence of the presence of gluons. However, QCD presents the possibility of exotic mesonic states of matter in which the gluonic degrees of freedom are explicitly exhibited, and the flux tubes excited. The search for such states will be the subject of intense experimental effort, notably the GlueX experiment at the 12 GeV upgrade at the Jefferson Laboratory (JLab@12GeV). The confrontation of the precise LQCD calculation of the spectrum afforded through extreme computing with the experimentally determined spectrum of meson resonances will provide the culmination of the quest to understand QCD as the theory of strong interactions. The calculation of the spectrum and properties of exotic resonances will reveal the nature of the gluonic degrees of freedom in the spectrum, and may help elucidate scientists’ understanding of the origin of confinement.
The masses and widths of cascade resonances, analogues of the proton and neutron but with two of the $u$ and $d$ quarks replaced with the heavier, strange quarks, are poorly determined. Even the quantum numbers of many of these states are unknown. Their decay widths are expected to be small and their investigation in LQCD correspondingly less demanding. Computation of the cascade spectrum will require approximately one petaflop-year, and should provide clues as to the role of quark flavor and mass in the spectrum of QCD. Further, these computations are another opportunity for LQCD to provide predictions for future experimental searches.

The spectrum of $N^*$ resonances is the subject of intense experimental activity, with its importance encapsulated in the DOE 2009 milestone HP3 (DOE 2008):

Complete the combined analysis of available data on single $\pi$, $\eta$, and $K$ photo-production of nucleon resonances and incorporate the analysis of two-pion final states into the coupled-channel analysis of resonances.

The computational methods developed to determine the spectrum of cascades can be extended, but the greater range of decays makes this a more challenging computation, requiring tens of petaflop-years. The baryon spectrum is emblematic of the non-Abelian nature of QCD, and key questions being addressed include the following: what are the roles of the gluons, and more specifically, the role of gluon self-interactions in nucleons? More generally, what are the effective degrees of freedom describing the baryon spectrum?

The experimental measurement of the electromagnetic transitions between low-lying $N^*$ resonances are encapsulated in the DOE 2012 milestone HP7 (DOE 2008):

Measure the electromagnetic excitations of low-lying baryon states ($< 2$ GeV) and their transition form factors over the range $Q^2 = 0.1 – 7$ GeV$^2$ and measure the electro- and photo-production of final states with one and two pseudoscalar mesons.

The LQCD calculation of these transitions will require approximately 100 petaflop-years, and provide further clues to the composition of the low-lying baryon spectrum. Furthermore, calculation of the electromagnetic properties with increasing $Q^2$ (square of the four-momentum transferred to the hadron) enables the perturbative QCD approach to a quark and gluon picture of hadrons to be investigated.

The future GlueX experiment at Jefferson Laboratory’s 12 GeV upgrade aims to photo-produce so-called exotic mesons, with the first physics results expected in the middle of the next decade. LQCD has a vital role in both predicting some of the low-lying spectrum, notably for those states with isovector quantum numbers, but also in computing the photo-couplings between these and conventional mesons. These calculations will provide vital input for estimating production rates in the GlueX experiment, and highlights the role of LQCD in guiding experiments.

**HOW QUANTUM CHROMODYNAMICS MAKES A PROTON**

Protons and neutrons, collectively known as nucleons, are the basic building blocks from which all nuclei are constructed, but are themselves formed from the quarks and gluons of QCD. Determining how the quarks and gluons form protons, neutrons, and other hadrons is at the core of frontier nuclear physics experiments at the Brookhaven National Laboratory in New York, the Jefferson Laboratory in Virginia, and international laboratories. Extreme computing is required to perform *ab initio* LQCD calculations of
the fundamental properties of nucleons, and provide insight into their structure that is inaccessible to
experiment. Together, forefront LQCD calculations and new experimental measurements—such as those
exploring transversity and of generalized parton distributions—will enable scientists to build a three-
dimensional picture of neutrons and protons in terms of the primordial quarks and gluons of QCD.
Finally, scientists will discern how mass, spin, charge and currents are distributed within a nucleon.

**Basic Scientific and Computational Challenges**

**Calculation of Gluon Contributions to Hadron Structure.** Although approximately half the
momentum and spin of the nucleon comes from “glue,” or gluonic degrees of freedom, calculations of the
gluonic contributions within hadrons are far more difficult than those of the corresponding quark
contributions. Improved gluonic operators must be developed and the computational infrastructure for
much higher statistics calculations will be needed.

**Calculation of Flavor-Singlet Gluon and Sea-Quark Contributions.** Precision calculations of hadron
structure have been largely restricted to isovector quantities, such as the difference between the proton
and the neutron matrix elements, in which the so-called disconnected contributions cancel and gluons do
not contribute. Calculations of proton and neutron properties separately, and more generally the
flavor-separated contributions of quarks and gluons to hadron structure, require calculation of
disconnected diagrams and their mixing with gluons. Practical calculation of these notoriously difficult
quantities will require the development of improved estimators and stochastic noise techniques.

**Higher Moments of StructureFunctions.** Because the ultimate goal is to calculate structure functions
and LQCD calculations can only produce moments of these functions, it is desirable to calculate as many
moments as possible to optimally reconstruct the relevant physics. Because the lattice has hypercubic
symmetry, and not the Lorentz symmetry of the space-time, present techniques only permit calculation of
the three lowest moments of the structure functions. Thus, it is necessary to develop new techniques to
enable calculation of higher moments.

**Form Factors at High Q^2.** The ability to determine hadron structure at very short distances, or
alternatively at high-momentum transfers, is limited by systematic uncertainties associated with the finite
lattice spacing in LQCD calculations, by the degrading signal-to-noise ratios at increasing hadronic
energies, and by the decreasing size of the form factors at high momentum.

Figure 40 illustrates the progression toward extreme computing for hadron structure.
Figure 40. Anticipated highlights for priority research direction “How Quantum Chromodynamics Makes a Proton.” Upper-left image courtesy of Brookhaven National Laboratory. Lower-right image courtesy of Thomas Jefferson National Accelerator Facility. Remainder of image courtesy of Thomas Luu (Lawrence Livermore National Laboratory) and David Richards (Thomas Jefferson National Accelerator Facility).

Scientific Outcomes and Impacts

Gluon Contributions to Nucleon Structure. The contribution of gluons to the nucleon mass, and the calculation of the low moments of the spin-averaged and spin-dependent gluon distributions, will address key questions in the 2007 Nuclear Science Long Range Plan (DOE 2007). LQCD calculations are crucial to experimental investigations of the hadron structure of nucleons at the Jefferson Laboratory, Relativistic Heavy Ion Collider-spin and a possible future electron-ion collider. Notably, these calculations, together with experiments, will resolve the origin of spin in the nucleon. These calculations will also delineate between the roles of the spins of the quarks and gluons, and of their orbital angular momentum with a precision that neither experiments nor computation can achieve alone.

The progression toward extreme computing for hadron structure is encapsulated in Figure 40. LQCD will enable precision calculations of key isovector quantities. These include the nucleon axial charge, which impacts the lifetime of the neutron, electromagnetic form factors specifying the spatial distribution of charge and magnetization in the nucleon, moments of quark distributions measured in deep inelastic scattering, and moments of generalized parton distributions, which are a major focus of the experimental program at Jefferson Laboratory. Calculations requiring computational resources approximately one
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Petaflop-year at the physical pion mass are required for these observables to be extrapolated to infinite volume and the continuum with an accuracy of a few percent.

Separate calculation of neutron and proton form factors, moments of quark distributions, and of generalized parton distributions (GPDs) require the calculation of more computationally demanding disconnected quark contributions, originating from the sea quarks. Using algorithms that have recently been developed, 10-100 petaflop-years will enable calculation of these disconnected diagrams and therefore meet the DOE 2014 milestone HP9 (DOE 2008):

Perform lattice calculations in full QCD of nucleon form factors, low moments of nucleon structure function and low moments of generalized parton distributions including flavor and spin dependence.

This will include detailed imaging of the two-dimensional transverse spatial structure of the nucleon. An outstanding example of synergy with the experiment is the combination of moments of GPDs calculated with LQCD, and convolutions of GPDs measured at the Jefferson Laboratory and elsewhere, which together will provide a more complete understanding than either effort could separately obtain.

Calculations requiring computational resources of order 100 petaflop-years will increase the precision of the axial charge calculated with LQCD to a level of better than 1%, which will begin to impact the calculation of the proton-proton fusion rate central to solar models.

Extreme computation is required for the calculation of nucleon form factors to sufficiently high-momentum transfer to explore the onset of asymptotic scaling behavior. Such calculations will complement the analogous investigations and calculations of structure in, and transition form factors to, unstable baryons such as the $\Delta(1232)$. The calculation of photon structure functions, hadronic polarizabilities, and the exploration of higher moments of structure functions also requires extreme computing resources.

FROM QUANTUM CHROMODYNAMICS TO NUCLEI

In low-energy and low-temperature systems (e.g., conditions as they are on the earth), QCD displays itself through the existence of hadrons (e.g., protons and pions) and their interactions. Exactly how this occurs has been a long-standing question in fundamental physics.

The coupling of effective field theories (EFTs) and LQCD (e.g., Beane et al. 2008c) in recent years has allowed for substantial progress in deriving the interactions between hadrons directly from QCD, particularly for systems involving mesons (e.g., pions and kaons). Similar EFTs, when constrained empirically, have been successful in nuclear many-body calculations of light nuclei (e.g., alpha and lithium). Lattice-based effective field theories (LEFTs) using nucleon degrees of freedom, as opposed to those of quarks, have made large strides in calculating neutron matter, an infinite medium consisting of neutrons, albeit at small densities compared to normal nuclear-matter densities. These research developments are at a nascent stage because of computational limitations. Extreme computing is required to bring research in these areas to full maturity and become a cohesive program.

For example, with extreme computing resources, LQCD calculations of the interactions within multibaryon systems, like the triton and alpha system, will allow for precise extraction of the three-nucleon interaction, a quantity that is currently poorly constrained empirically. EFTs will be constrained

Scientific Grand Challenges: Forefront Questions in Nuclear Science and the Role of Computing at the Extreme Scale
not only empirically, but also by first-principles LQCD calculations, and will be directly fed into many-body nuclear calculations of nuclei, such as those being performed using the no-core shell model and coupled-cluster formalisms. These same theories will be used to calculate neutron matter at larger densities, which will help scientists calculate the properties of nuclear matter—for example, in the outer crusts of neutron stars. This priority research direction (PRD) will therefore have impact not only at the microscopic level, but to earthly and astrophysical phenomena as well.

**Basic Scientific and Computational Challenges**

**Signal-to-Noise.** Current LQCD calculations are inherently stochastic. That is, these calculations use random sampling techniques (Monte Carlo) to perform high-dimensional integrals that are necessary to describe physical phenomena. Calculations of baryon systems, such as the deuteron, suffer from poor signal-to-noise ratios due to the stochastic nature of these calculations. This impedes extractions of multibaryon interaction parameters. As computational resources increase, signal-to-noise issues will diminish slightly, but only with the development of novel algorithms and computational techniques can the signal-to-noise issue be resolved. A similar issue, commonly known as the “fermion sign problem,” is seen in LQCD calculations of neutron matter.

**Scaling Multi-Baryon Codes for High-Performance Capability.** Existing algorithms for performing multibaryon calculations are not suited for extreme scale computing, and will have to be modified to take advantage of extreme computing capability. However, such modifications will not be straightforward, and novel algorithms for multibaryon systems need to be developed to optimize use of large computational resources.

**Development of Finite-Volume EFTs.** Continued development of finite volume EFTs needs to occur so that LQCD calculations can be matched onto theories used by other areas of nuclear physics, such as nuclear structure and reactions, and nuclear astrophysics. Such theories will need to be “pionful,” allowing for the (perturbative) determination of the light-quark mass-dependence of the interactions and scattering parameters. This will provide the most robust extrapolation methods.

**Interfacing with Large-Scale Nuclear Structure Calculations.** LQCD calculations of few-nucleon interaction parameters will ultimately be fed into nuclear many-body calculations via the use of EFTs, such as those being performed with no-core shell model and coupled-cluster theories. EFTs matched to LQCD calculations (typically in a plane-wave basis) will need to be adapted for nuclear structure calculations (which typically use the harmonic oscillator basis). At the two-particle level, this matching is straightforward in that there is an exact analog of Luscher’s formalism (Luscher 1986) within a harmonic oscillator basis. However, for three- and higher-body nucleon systems, significant research remains to be done. This will entail substantial collaboration with the nuclear structure community—something that is currently just beginning. Both theoretical and numerical methods need to be developed to enhance the overlap between LQCD and the nuclear structure and reactions community. Similar efforts need to be made with the nuclear astrophysics and “hot and dense” QCD scientific communities.

**Scientific Outcomes and Impacts**

Extreme scale computing will greatly extend the computational prowess of the nuclear physics community. Certain calculations, only aspirations before, will now be accessible and have
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transformational impact on the broader physics community as a whole. The following are some key scientific outcomes in this PRD that will result from extreme scale computing resources.

Three-Body Interaction Between Baryons. LQCD calculations of three- and four-baryon systems, such as the triton and alpha particle, will allow for the extraction of various three-body interaction parameters that are currently poorly constrained (if at all) empirically. Of particular importance is the three-nucleon interaction, which has implications to the nuclear structure and reactions community. The three-body interactions between nucleons and hyperons will also be accessible, which in turn could have direct implications in astrophysical settings.

Binding Energy of Alpha Particle. For the first time, the four-nucleon system will be calculated directly from QCD. This particle represents the heaviest s-shell nucleus—its inclusion into the suite of LQCD calculations will allow for a comprehensive constraint on the interaction parameters in the EFTs needed for nuclear many-body calculations. Probing this system will also give scientists insight into the four-nucleon interaction—something that presently cannot be done experimentally.

The impact of the above outcomes, and the research leading up to these outcomes, are widespread. For example, insufficient knowledge of the three-nucleon interaction is responsible for the largest systematic uncertainties in nuclear structure and reaction calculations of light nuclei. Without a better knowledge of this interaction, absolute binding energies and level orderings of excited states of nuclei cannot be calculated with high fidelity. LQCD calculations at the extreme scale will remove this obstacle. Furthermore, research leading to these calculations will help scientists understand the interactions between two- and three-body systems that are not accessible experimentally, but believed to play prominent roles in astrophysical settings (e.g., the interaction between kaons and nucleons). LEFT calculations of neutron matter will be performed at a precision where scientists can quantitatively state the properties of the crust of neutron stars, which are the remnants of Type-II supernovae.

Figure 41 shows anticipated key highlights obtained with high performance computing as extreme computing capability is approached. Baryon-baryon interaction parameters will be computed in the limit of exact isospin symmetry with high precision with sustained petascale resources. With an order of magnitude increase in computational resources, the deuteron axial-charge will be accessible. This is one of the key ingredients constraining certain fusion reactions—within the sun, for example. Finally, at the extreme scale, the three-nucleon interaction can be calculated, as well as the alpha-particle system. Throughout this period, development on EFTs and their overlap with other subfields of nuclear physics will be performed.

The authors of this report emphasize the research impact in this direction will come from calculating observables that are currently inaccessible by experiment, and have great relevance not only to the QCD community, but to the broader nuclear physics community such as those of nuclear structure and nuclear astrophysics.
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Figure 41. Anticipated highlights for priority research direction “From Quantum Chromodynamics to Nuclei.”
Upper-left image from NASA. Lower-right image courtesy of the Plasma Physics Laboratory of the Royal Military Academy, EURATOM Association, Belgium. Remaining images courtesy of Thomas Luu (Lawrence Livermore National Laboratory) and David Richards (Thomas Jefferson National Accelerator Facility).

FUNDAMENTAL SYMMETRIES

In some instances, nature is very nearly invariant under certain symmetry transformations, such as spatial inversion or motion reversal (also known as time-reversal). However, the consequences of a slight noninvariance under such transformations can have widespread implications. A well known example is CP-violation, where the combined symmetry operation of charge-conjugation, C, and spatial-inversion, P, is known to be slightly violated. Without CP-violation, the present-day matter and antimatter asymmetry of the universe would not exist (the universe contains more matter than antimatter), and from what ensues, humans would not exist.

Research efforts to uncover particles and symmetries beyond those of the standard model of particle physics are multipronged. One of the approaches in this effort is to perform precision measurements of the properties of known particles, such as the magnetic moment of the muon. The E821 experiment at Brookhaven National Laboratory has measured the deviation from the classical value of the muon magnetic moment, g-2, to eight significant digits, and is found to agree with the theoretical calculation within the uncertainties of both the theoretical calculation and the experimental determination. One of the significant uncertainties in the theoretical calculation arises from strong interaction contributions through
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quantum loops. Exploratory LQCD calculations are underway to understand the methodology that may be employed to directly calculate these loop contributions.

This PRD aims to quantify the connection between certain violations of fundamental symmetries and the resulting observed physics phenomena. Explicit examples include the parity-violating part of the nuclear interaction, and the electric dipole moment (EDM) of the neutron due to time-reversal violation. This will connect to the DOE 2020 milestone F115 (DOE 2008):

Obtain initial results from an experiment to extend the limit on the electric dipole moment of the neutron by two orders of magnitude.

Extreme computing will allow, for the first time, a quantitative understanding of how these broken symmetries manifest themselves in nuclear physics interactions. Scientists will gain a much deeper understanding of how these symmetries, at the fundamental level and in particular through electroweak interactions and interactions beyond the standard model of particle physics, impact nuclear physics.

Basic Scientific and Computational Challenges

Four-Point Functions. Calculations of these symmetry-violating observables will generally require a new class of algorithms that enable the calculations of four-point functions. The demands of these calculations will require high-petascale capability, with full maturity coming from extreme scale resources.

Disconnected Diagrams. To date, LQCD calculations have generally involved a certain class of calculations—those of connected diagrams—due to computational limitations. These diagrams represent the propagation of quarks from the initial to the final states. For a complete description of parity violation in nuclear structure, for example, there are short-distance parity-violating few-nucleon forces that contain disconnected diagrams.

Sampling Relevant Topological Sectors. Because symmetry-violations are typically small, the Monte Carlo calculations of these phenomena have signal-to-noise ratios that diminish in time much faster than in most standard LQCD calculations. These “topological fluctuation” issues cannot be remedied by simple reweighting techniques, and will require significant resources to test and develop techniques to avoid this problem.

Memory Requirements. Lattice measurements of all parity-violating effects will have substantial memory requirements due to the large number of distinct light-quark propagators that will be required. Such requirements are currently estimated to be at least two orders of magnitude greater than current available resources.

Scientific Outcomes and Impacts

Parity-Violating Nuclear Interactions. It is generally agreed by scientists that there should be a nucleon-nucleon interaction mediated by one-pion exchange that arises from the weak interaction, and thus a “long-distance” parity-violating contribution to the nuclear force. This parity-violating effect, which is encoded in the weak analogue of the nucleon axial coupling, remains poorly determined despite decades of experimental effort. A LQCD determination of this coupling will have a great deal of impact. In principle, all parity-violating effects in the two-nucleon sector can be calculated with LQCD by
extracting parity-violating two-nucleon scattering parameters from the energy levels of two nucleons in a finite-volume lattice, which interact through four-quark operators. Knowledge of the microscopic origins of parity violation in nuclear physics will help correlate and explain the parity-violating signatures observed in nuclear structure. Moreover, knowledge of the parity-violating nuclear interaction calculated with LQCD will provide an explanation of how the weak interaction at the quark level and the strong interaction conspire to generate weak interaction forces among nucleons, and parity violation in nuclear structure.

**Neutron EDM Due to the $\theta$-Term and Higher-Dimension Operators.** It is possible that QCD contains CP-violating effects that propagate into the hadronic sector via the so-called $\theta$-term (and also through higher-dimension, “irrelevant” operators). One approach to isolating and quantifying these effects is a direct LQCD measurement of the neutron EDM with a nonzero value of $\theta$. While there have been some preliminary studies, this is a computationally challenging endeavor as the CP-violating effect is expected to be small and its signal quickly diminishes in time as topological fluctuations become smaller in the approach to the chiral limit. An understanding of the presence of CP violation due to the $\theta$-term in QCD will sharpen the search for CP-violation whose origin is beyond the standard model, and more generally, constrains models of physics beyond the standard model.

Figure 42 shows the anticipated milestones of this PRD as the extreme scale computing era is approached. Preliminary calculations of the hadronic parity-violating part of the nuclear interaction will be obtained with petaflop-year sustained resources, followed by the first calculations of the neutron EDM with an order of magnitude increase in computer resources. At the extreme scale, the full effects of the nuclear parity-violating component of the nuclear interaction, as well as the full understanding of the neutron EDM due to the $\theta$-term and higher-dimension operators, will come to fruition. These results will coincide with measurements obtained with experiments at the Spallation Neutron Source at Oak Ridge National Laboratory.
Figure 42. Anticipated highlights for priority research direction “Fundamental Symmetries.” Lower-right image courtesy of U.S. Department of Energy, Oak Ridge National Laboratory. Remainder of image courtesy of Thomas Luu (Lawrence Livermore National Laboratory) and David Richards (Thomas Jefferson National Accelerator Facility).
NUCLEAR STRUCTURE AND NUCLEAR REACTIONS

AB INITIO CALCULATIONS OF LIGHT NUCLEI AND THEIR REACTIONS

Basic Scientific and Computational Challenges

A realistic ab initio approach to light nuclei with predictive power must have the capability to describe bound states, unbound resonances, and scattering states within a unified framework. Over the past decade, significant progress has been made in understanding the bound states of light nuclei starting from realistic nucleon-nucleon (NN) plus three-nucleon (NNN) interactions (Pieper and Wiringa 2001; Navrátil et al. 2000, 2007; Hagen et al. 2007b). The solution of the nuclear many-body problem is even more complex when scattering or nuclear reactions are considered. For few-nucleon systems (A=2-4), accurate methods solve the bound state and the scattering problems. However, ab initio calculations for scattering processes involving more than four nucleons are still the exception (Nollett et al. 2007; Quaglioni and Navrátil 2008; Hagen et al. 2007a) rather than the rule. The development of an ab initio theory of low-energy nuclear reactions on light nuclei is key to further refining scientists’ understanding of the fundamental interactions between the constituent nucleons. At the same time, such a theory is required to make accurate predictions of nuclear astrophysics’ crucial reaction rates that are difficult or even impossible to measure experimentally. This section highlights a key direction that ab initio methods will pursue with exascale resources.

REATIONS THAT MADE US: TRIPLE-ALPHA PROCESS AND $^{12}$C($\alpha,\gamma$)$^{16}$O

Extreme scale computing will enable the first precise calculation of 2$\alpha$($\alpha,\gamma$)$^{12}$C and $^{12}$C($\alpha,\gamma$)$^{16}$O rates for stellar burning (see Figure 43); these reactions are critical building blocks to life, and their importance is highlighted by the fact that a quantitative understanding of them is a 2010 U.S. Department of Energy milestone (DOE 2007). The thermonuclear reaction rates of alpha-capture on $^8$Be (2$\alpha$-resonance) and $^{12}$C during the stellar helium burning (see Figure 43 for a schematic depiction) determine the carbon-to-oxygen ratio with broad consequences for the production of all elements made in subsequent burning stages of carbon, neon, oxygen, and silicon. These rates also determine the sizes of the iron cores formed in Type II supernovae (Brown et al. 2001; Woosley et al. 2002), and thus the ultimate fate of the collapsed remnant into either a neutron star or a black hole. Therefore, the ability to accurately model stellar evolution and nucleosynthesis is highly dependent on a detailed knowledge of these two reactions, which is currently far from sufficient.

Experimental measurement of these reaction rates at energies relevant for astrophysics (at approximately 300 keV in the center of mass) is impossible with existing techniques because of their extremely small cross-sections. Because of the influence of alpha-cluster resonances in $^{12}$C and $^{16}$O, theoretical extrapolations of measurements performed at higher energies to the relevant low-energy region have large uncertainties (for recent measurements, see Assuncão et al. 2006). Presently, all realistic theoretical models fail to describe the alpha-cluster states, and no fundamental theory of these reactions exists. Yet, a fundamental theory is needed to determine the rate of the $^{12}$C($\alpha,\gamma$)$^{16}$O reaction to at least 10% accuracy to fix the subsequent burning stages.
These calculations can be performed by using several independent *ab initio* methods, which will permit results verification and allow for systematic uncertainties to be determined. The methods are as follows: 1) the Green’s Function Monte Carlo (GFMC) approach generalized for scattering; 2) the *ab initio* no-core shell model (NCSM) extended by the resonating group method (RGM); and 3) the coupled cluster method. The calculations can proceed in several phases with increasing complexity, and a general picture of the computational requirements for these calculations is shown in Figure 44.

The first phase focuses on the Hoyle state in $^{12}$C. This is an alpha-cluster-dominated, 0+ excited state lying just above the $^8$Be+α threshold and is responsible for the dramatic speedup in the $^{12}$C production rate. The calculation of this state will be the first exact description of an alpha-cluster state. It can be achieved with 10% accuracy of the excitation energy within 3 years using the current petaflop machines, and with 5% accuracy in 10 years using improved Hamiltonians. Calculations of alpha-capture on $^8$Be will be performed within the next 5 years. Calculations for $^{16}$O, and in particular of the alpha-cluster resonances that impact the $^{12}$C(α,γ)$^{16}$O capture reaction, will follow. Finally, the $^{12}$C(α,γ)$^{16}$O calculations will be completed within a 10-year time frame.

Scientists can reliably estimate the increase in computer resources needed to address the $^{16}$O nucleus with GFMC. Presently, the GFMC calculation of the $^{12}$C ground state requires approximately 400 peta operations. The Hoyle state will require tens of calculations of the same size. The number of operations will increase by a factor of approximately 1200 for $^{16}$O, with the growth provided by the available computing resources increasing from the petascale to the extreme scale.
Currently, it is becoming feasible to calculate, within the NCSM/RGM framework, low-energy nucleon-\(^{12}\)C or nucleon-\(^{16}\)O scattering with soft NN forces using approximately 1000 cores on present-day machines. The computational demand increases dramatically (a factor of approximately 10^6) with increasing size of the projectile (from a single nucleon to an alpha particle) and by including the NNN interaction. Therefore, this is clearly a problem requiring the extreme scale computation level.

The ground state of \(^{16}\)O can presently be computed within the coupled-cluster method. Here, the inclusion of NNN forces is challenging, and estimates put its computational expense at the petascale. The computation of excited states is an order of magnitude more computationally expensive than this because of the proximity of the scattering continuum; it will be based on a Gamow basis consisting of bound, resonant, and scattering states. The lowest-lying excited 0\(^+\) state in \(^{16}\)O is an alpha-particle excitation and requires the inclusion of four-particle, four-hole cluster configurations. The computational resources required for the calculation of this state are estimated to be at a scale of tens to hundreds of peta-operations and can be performed on current and next-generation machines (up to 20-petaflop machines).

Because of the growth of the number of cores by a factor of approximately 1000, it will not be easy to use an extreme scale computer for these calculations. The present ability in GFMC was obtained by splitting the work on one Monte Carlo configuration among tens of cores (previously just one core was used). For \(^{16}\)O, the work will have to be shared at an even finer level; many cores will have to work on the
computation of one wave function and, because of memory limitations, operations involving wave functions stored on different nodes will be necessary.

In the NCSM/RGM, the matrix elements for hundreds of density operators must be calculated. These calculations are both central processing unit and memory intensive. Calculations are presently completed using message-passing interface (MPI) with distribution of the memory allocation. For example, in the calculation of matrix elements of the density operators, the cores are divided into groups, each of which is responsible for computing matrix elements of a subset of operators. This type of parallelization will need to be optimized and propagated to a finer level of distribution among clusters of computing cores in extreme scale machines as the complexity of the task grows rapidly with the mass of the target nucleus, the mass of the projectile (alpha particle), and presence of the NNN force.

**Scientific Outcomes and Impacts**

The primary outcome of this effort will be a comprehensive understanding of the mechanism behind these two key reactions, and the ability to model the chemical evolution of the universe. Success will permit an accurate determination of the reaction rates at low energies relevant to stellar burning, which are currently limited by large experimental uncertainties. In particular, the uncertainty in the $^{12}$C(α,γ)$^{16}$O reaction rate is currently about 40% (Angulo et al. 1999). By achieving this research goal, scientists will enhance the predictive power of stellar modeling. At the same time, scientists will develop *ab initio* tools to describe the structure of weakly bound nuclei that will be studied at the Facility for Rare Isotope Beams (FRIB) at Michigan State University. Verification of model predictions by experiments at FRIB will provide necessary checks on the theoretical approaches and the underlying two- and three-body forces used. One computational outcome will be the development of a library for distributing shared-memory work to subsets of nodes within a massively parallel machine.

A successful completion of this program will provide essential input for modeling of stellar evolution and element production. It will provide a firm basis for extrapolating future experimental results. It will guide and be validated by light exotic nuclei studies at FRIB and other exotic beams facilities. Finally, scientists will understand how $^{12}$C and $^{16}$O, elements critical for life, are produced in nature.

**WEAK NUCLEAR STRUCTURE—NUCLEI AS LABORATORIES FOR NEUTRINO PHYSICS**

**Basic Scientific and Computational Challenges**

The neutrino is one of the most elusive particles in the universe and yet one of the most influential. The mass and interaction of the neutrino with other matter are less than a millionth of an electron’s—yet neutrinos power spectacular core-collapse supernovae that seed the universe with heavy elements. The fact that neutrinos even *have* a mass is one of the great discoveries of the past 10 years. If the neutrino is its own antiparticle—a so-called Majorana particle—then physics beyond the current standard model of elementary particles must be invoked with consequences impinging upon the matter and antimatter imbalance in the early universe. While the $^{12}$C(α,γ)$^{16}$O reactions reveal how life can exist, a Majorana neutrino may reveal how matter itself came to exist. However, stringent upper-limits on the existence of neutrino Majorana mass contributions would force scientists to look to other explanations for the fundamental matter-antimatter asymmetry that is observed in the universe today. For recent reviews of current knowledge of neutrino properties, see Avignone et al. (2008), Camilleri et al. (2008), and Haxton (2008).
The primary venue for discerning the fundamental properties of neutrinos is atomic nuclei. A number of experiments are being planned worldwide to determine their properties, but interpreting the results of those experiments will require reliable calculations of nuclear structure and of the interaction between neutrinos and nuclei. Two broad classes of experiments are relevant here, and because of the difficulty in obtaining constraints needed to calibrate these experiments, both require sophisticated theory to be interpreted. As a check on the calculations, as well as a determination of the systematic uncertainty in the theory, scientists will use competing methods to compute the reaction and decay rates.

The first method consists of long-baseline experiments to measure neutrino flavor oscillations, which are sensitive to the differences in neutrino masses, as well as neutrino flavor-mixing angles. Detectors used in these experiments are based on target nuclei such as carbon and oxygen, and it is crucial to understand the neutrino-induced response of these nuclei to fully exploit measurements. At lower energies, neutrino cross-sections on these nuclei also play an important role in late-stage stellar evolution, as well as driving gravitational-collapse supernovae and the creation of heavy elements in supernovae. Reliable calculations require accurate treatment of the strong interaction and a realistic representation of the weak interaction currents. At low energies, the neutrinos couple with nuclei predominantly through so-called “allowed” operators, which are simple, easily calibrated, and cross-checked through experimentation. However, at higher energies—including those relevant to the detectors—scientists also need “forbidden” current operators, which are much more difficult to compare directly to the experiment.

The second experimental methodology consists of neutrinoless double-beta decay ($0\nu\beta\beta$ decay) measurements (Vogel 2007). These decays can only occur if the neutrino is its own antiparticle; if so, a neutrino can be emitted and reabsorbed within the same nucleus. If these decays do occur, the lifetime is inversely proportional to the mass of the neutrino and the nuclear matrix element. Unlike $2\nu\beta\beta$ decay, which can be largely calibrated by comparison to ordinary beta decay, the operator responsible for the $0\nu\beta\beta$-decay nuclear matrix element is neither theoretically simple nor easily constrained by other experiments. Among the specific target nuclei are $^{48}$Ca, $^{76}$Ge, and $^{130}$Te.

The fundamental challenge is to create a computer model of the structure of a nucleus, and then compute the nuclear coupling to neutrinos. Starting from fundamental measurements of NN interactions and using rigorous mathematical methods, effective interactions suitable for use on petascale and extreme scale computers, as well as the weak current operators that describe the interactions of neutrinos with nucleons, will be developed. This will be a significant computational project. A general illustration of the computational requirements for these calculations is provided in Figure 45.

Two main techniques will need to be extended to use extreme scale computing facilities: quantum Monte Carlo (QMC), primarily for the $v$-nucleus cross-sections and configuration-interaction shell model (CI-SM) for the $0\nu\beta\beta$-decay nuclear matrix element and subsequent lifetime. These have complementary strengths and weaknesses. QMC techniques can use “bare” NN and NNN interactions taken directly from experiment, but QMC cannot yet tackle the heavy nuclei, such as $^{76}$Ge or $^{130}$Te, relevant to $0\nu\beta\beta$ decay. CI-SM is the technique of choice for detailed spectra and can use arbitrary forms of interactions, not just local potentials—but to fit the problem even on an extreme scale machine, the NN interaction must be renormalized. A third technique, quasi-particle random-phase approximation, makes computationally much more modest demands and is thus widely used, but is a more severe approximation.
Each of these techniques faces challenges to be scaled to extreme scale computers. QMC techniques must have actions that are now confined to a single computing core distributed over multiple computing cores. CI-SM will require finding the lowest part of the spectrum of a very large matrix, with dimensions on the order of 1-10 trillion; although the matrix is very sparse, storing the nonzero elements will require petabytes of memory. Furthermore, CI-SM requires vector operations that must communicate across the entire machine. Finally, for CI-SM, scientists must renormalize the experimentally determined NN interaction; this in itself will be a computationally intensive problem because one needs to evaluate the induced NNN interactions in large-basis spaces.

**Scientific Outcomes and Impacts**

If the neutrino is its own antiparticle, the resulting $0\nu \beta\beta$-decay lifetime of various nuclei will depend sensitively on the absolute mass of the neutrino. The goal is to compute the $0\nu \beta\beta$-decay lifetime for nuclei relevant to planned experiments with theoretical uncertainty to 30-50%, cross-checked using competing methods. Accurate estimates of the expected lifetime could affect design of experiments requiring expensive isotopically enriched materials. If a $0\nu \beta\beta$-decay lifetime is actually measured, these calculations will enable the extraction of the neutrino mass.
Long-baseline oscillation experiments measure the difference between neutrino masses as well as other parameters of the neutrino mass matrix. To correctly interpret the experiments, the \( \nu \)-nucleus cross-sections will be required to be computed with uncertainties that are less than approximately 20%.

CI-SM can also compute neutrino cross-sections that can provide a cross-check of the QMC and quasiparticle random-phase approximation calculations. As part of this computational project, calculations will be compared using several different methods, usually with the same starting point, from which a systematic uncertainty associated with the calculation can be estimated. One important issue for CI-SM is renormalization, not only of the interaction between nucleons but also between neutrinos and nucleons. Rigorous renormalization methods exist and must be applied consistently to the interaction and the neutrino coupling. Comparisons with results from QMC, where more direct models of the current can be employed, will provide crucial validations.

Currently, significant experimental effort and funds are being invested to answer the above questions, but the experimental results cannot be persuasively evaluated without significant theoretical effort. With extreme scale computing, theoretical studies will provide a basis for reliable interpretation of experiments that explore the properties of neutrinos.

**MICROSCOPIC DESCRIPTION OF NUCLEAR FISSION**

*Basic Scientific and Computational Challenges*

Current understanding of nuclear fission, a fundamental nuclear decay, is still incomplete because of the complexity of the process. Nuclear fission has many societal applications ranging from power generation to national security. In addition, it also plays a role in the synthesis of nuclei in the r-process. Yet, to date, scientists have no microscopic understanding of this complex phenomenon and are unable to make reliable and accurate predictions of fission half-lives, cross-sections, or the distribution of fission products. The ongoing (2009) Scientific Discovery Through Advanced Computing Program (SciDAC)-2 Universal Nuclear Energy Density Functional project (Bertsch et al. 2007) and petascale computing resources are opening the way for a comprehensive microscopic description of static properties of atomic nuclei and the fission process.

A promising starting point to obtain a predictive model of nuclear fission is the density functional theory (DFT); see the Nuclear Fission Extreme Scale Computing sidebar. This theory provides the justification for an energy-functional approach to explaining and predicting nuclear structure across the complete table of the nuclides. The accurate nuclear energy functionals currently in use are purely phenomenological and have parameters that are fit to only a subset of nuclear properties. Petascale computing resources and improvements in DFT codes made available through the Universal Nuclear Energy Density Functional project (Bertsch et al. 2007) are opening avenues to the comprehensive microscopic description of complex nuclear phenomena in general, particularly in nuclear fission. Several approaches, each entailing a number of serious computational challenges, can be applied to the description of nuclear fission and will be pursued in this program. The adiabatic approach requires as a first step the determination of the potential energy surface (PES) in a multidimensional space of collective coordinates, which comes from constrained Hartree-Fock-Bogoliubov (HFB) calculations (Warda et al. 2002; Staszczak et al. 2005).

Including all relevant degrees of freedom to obtain a realistic and precise PES is a particularly challenging task. Compounding this issue is the need to evaluate the inertia tensor (Giannoni and Quentin 1980;
FOR THIS PROGRAM TO SUCCEED, IT WILL BE CRITICAL TO DEVELOP SUITABLE ALGORITHMS TO IMPROVE THE EFFICIENCY OF CONSTRAINED CALCULATIONS. THE IMAGINARY-TIME HFB (LEVIT ET AL. 1980; ARVE ET AL. 1987; PUDDU AND NEGELE 1987; SKALSKI 2008) APPROACH RELIES ON THE COMPUTATION OF THE FULL SPECTRUM OF DENSE COMPLEX MATRICES WITH DIMENSIONS THAT CAN REACH MILLIONS. NOT ALL OF THESE MATRICES ARE HERMITIAN. SOLVING EIGENVALUE PROBLEMS OF THAT SCALE WILL REQUIRE AN ENORMOUS AMOUNT OF MEMORY, WHICH WILL CREATE A MAJOR BOTTLENECK IN THE CALCULATIONS. HETEROGENEITY IN FUTURE COMPUTER ARCHITECTURES (E.G., USE OF GRAPHICAL PROCESSING UNITS) WILL POSE ANOTHER COMPLICATION. NEW APPROACHES WILL THEREFORE BE NEEDED TO OVERCOME THE MEMORY BOTTLENECK IN THESE EXTREME SCALE CALCULATIONS. A GENERAL ILLUSTRATION OF THE COMPUTATIONAL REQUIREMENTS FOR THESE CALCULATIONS IS PROVIDED IN FIGURE 46.

Fission half-lives are extremely sensitive to the details of the underlying PES and the collective mass tensor. This requires extending the current program of energy density functional development to an unprecedented level of precision because phenomenological energy functionals provide essentially a qualitative description. Novel functionals will typically involve 10-30 parameters to be determined through the global minimization of a large number of observables. Constraining effectively each term of the energy functional requires performing symmetry-unrestricted HFB calculations and possibly adopting techniques beyond the mean-field methods. The dimensionality of the problem, combined with the necessity to reach the global minimum, will probably require massive global optimization algorithms. The phenomenon of fission will be investigated with various microscopic approaches. A first step from current capabilities is to follow the adiabatic time-dependent Hartree-Fock-Bogoliubov theory.

At least four degrees of freedom—elongation, mass asymmetry, necking, and triaxiality—must be considered. To attain sufficient mesh refinement, it will be necessary to compute the order of 100,000-plus constrained HFB calculations for every nucleus.

Two nonadiabatic approaches will also be explored. The first is the instanton method, which relies on determining periodic trajectories for the imaginary time HFB equations. Finding the bounce solutions (periodic instantons) is a difficult numerical challenge. The second approach, applicable in the context of induced fission where the explicit time propagation can be conducted, is a stochastic extension of the time-dependent superfluid local density approximation (TD-SLDA) of DFT. The appeal of this approach, equivalent to the many-body Schrödinger equation, is that two-body and higher correlations become accessible, and dissipation is naturally incorporated into the theoretical description. TD-SLDA has been successfully implemented on current leadership-class super computers, specifically on the Cray XT4 Jaguar at Oak Ridge National Laboratory. A stochastic realization of TD-SLDA will require sufficiently large ensembles of size from thousands to millions of realizations.

Nonadiabatic approaches to spontaneous and induced fission will allow the prediction of the mass and excitation energy distribution of the fission fragments, half-lives, and cross-sections. Beyond the scission point, the emerging fragments start accelerating, and the binding energy of the mother nucleus is converted partially into the kinetic energy of the fragments. At the same time, because strong dissipative processes become increasingly more important, a significant part of the energy is converted into the internal excitation energy of the fragments. The stochastic approach to the time-dependent fission dynamics will allow scientists to calculate these dissipative processes microscopically and predict the nuclear viscosity.
One of the implementation difficulties of stochastic TD-SLDA is the large local memory demand per MPI process and the limited random-access memory/core. Current state-of-the-art calculations prescribe a single MPI process per node so that all the memory in a node is aggregated into a larger, addressable local memory. This approach leaves the other processor cores idle or requires lightweight thread level control within the MPI process to use these cores. Scientists anticipate the need to increase the size of the Hilbert spaces, which will exacerbate this memory-aggregation problem or force the computations out of core—effectively stalling productivity even in the single determinant problems. Programming techniques that go beyond single-node memory aggregation will be refined or developed to satisfy this need. Such developments will also need to include the implicit/explicit use of the extra processor cores.

**Scientific Outcomes and Impacts**

The computational approach to fission envisioned here, combined with experiments, will provide a predictive framework that may lead to improved nuclear reactor design (AFC 2006). In the area of national security, developing a theoretical description of fission aligns with the goals of the National Nuclear Security Administration Stockpile Stewardship Program, which entails an accurate and complete modeling of the behavior and performance of devices in the nation’s aging nuclear weapons stockpile.
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Improving the accuracy of that description is central to the continuing process of certifying both the safety and the reliability of the stockpile without resumption of nuclear testing and to reduce the threat from nuclear proliferation.

Of all the various nuclear decay processes, nuclear fission—important in the r-process nucleosynthesis, in the modeling of reactions relevant to the advanced fuel cycle for next generation reactors, and in the context of national security—is among the most difficult to tackle. It is a quantum many-body tunneling problem whose typical time-scale changes by orders of magnitude when adding just a few nucleons. The microscopic theory of nuclear fission, rooted in internucleon interactions, still provides a particularly difficult challenge.

The ultimate outcome of the nuclear fission project is a treatment of many-body dynamics that will have wide impacts in nuclear physics and beyond. The computational framework developed in the context of fission will be applied to the variety of phenomena associated with the large amplitude collective motion in nuclei and nuclear matter, molecules, nanostructures, and solids.

PHYSICS OF EXTREME NEUTRON-RICH NUCLEI AND MATTER

Basic Scientific and Computational Challenges

Understanding neutron-rich nuclei is vital to discovering the origin of heavy elements (NAP 2003) and defining the properties of neutron-star crusts (Ravenhall et al. 1983). About half of the elements from iron to uranium are produced via successive steps consisting of neutron capture followed by beta decay (the r-process). The structure of neutron-rich nuclei determines the radiative capture cross-sections and beta-decay rates that are critical inputs to r-process nucleosynthesis calculations. The regions around the supposed doubly magic nuclei $^{60}$Ca, $^{78}$Ni, and $^{132}$Sn are of particular interest as they could be waiting points in the r-process. The existence and location of shell closures affect the r-process path as illustrated in Figure 47, where the r-process path is schematically drawn assuming shell closures at the traditional magic numbers. The dynamic and static properties of neutron star crusts determine neutron-star cooling and gravity wave emissions from neutron star mergers.

Unfortunately, present understanding of neutron-rich nuclei is very limited, and extrapolations based on current theoretical models are not reliable. First, the extreme isospin of neutron-rich nuclei magnifies unconstrained properties of the effective nuclear interaction. Second, the proximity of the neutron drip line dramatically increases the number of relevant many-body configurations, including the continuum, and makes accurate computations impossible at the present time. In the coming decade, progress towards the most neutron-rich nuclei will be

![Figure 47](https://example.com/figure47.png)  
*Figure 47.* The chart of atomic nuclei displays the speculated r-process path of rapid neutron capture across neutron-rich nuclei. The structure of extremely neutron-rich nuclei is essential input to understand the origin of heavy elements as well as the cooling properties of and the gravity wave emission from neutron star crusts.  
Image courtesy of James P. Vary (Iowa State University).
made with both theory and experiment. The future FRIB at Michigan State University will provide experimental data for selected nuclei along the r-process path. These data will calibrate and validate theoretical methods which, with the advent of exascale computing facilities, will enable accurate theoretical predictions for extremely neutron-rich nuclei (see Figure 47).

The *ab initio* nuclear-structure program aims at building nuclei starting with nucleon degrees of freedom and their mutual interactions. Extending this program to neutron-rich nuclei in the $^{60}$Ca, $^{78}$Ni, and $^{132}$Sn regions and towards the neutron drip lines poses great theoretical and computational challenges. A general picture of the computational requirements for these calculations is illustrated in Figure 48.

**Figure 48.** Anticipated highlights for priority research direction “Physics of Extreme Neutron-Rich Nuclei and Matter.” Image courtesy of James P. Vary (Iowa State University).

Closed-shell nuclei and their neighbors are of particular interest for both experimental and theoretical research because they form the pillars of understanding and modeling for atomic nuclei.

The effective nuclear Hamiltonian, including the isospin dependence of the effective nuclear two- and many-body forces, is under intense investigation and will become far more precise in the next 3 years. These interactions will be employed with state-of-the-art nuclear-structure tools such as configuration interaction (Lisetskiy et al. 2004), the coupled-cluster method (Hagen et al. 2008), the nuclear density-functional theory (Bertsch et al. 2007), and Monte Carlo techniques (Chang et al. 2004) to calculate the properties of closed-shell nuclei and their neighbors. Of particular interest are the regions around the neutron-rich nuclei $^{78}$Ni and $^{132}$Sn. These calculations will predict the evolution of shell structure and will
explore the drip line and the limits of nucleonic matter. For the understanding of neutron star crusts, the transport properties of systems composed of extremely neutron-rich nuclei and a surrounding neutron gas must be computed.

Calculations of nuclei in the $^{78}\text{Ni}$ region and of static properties of matter in the crust of a neutron star require a facility with tens of petaflop-years of capacity, while computations of nuclei in the $^{132}\text{Sn}$ region and transport properties of crust matter require a facility with hundreds of petaflop-years capacity. Scientists assume the program will be balanced such that investments in computational hardware and software are matched with investments in theory and personnel.

**Scientific Outcomes and Impacts**

Calculations of nuclei in the $^{78}\text{Ni}$ region and of static properties of matter in the crust of a neutron star require a facility with tens of petaflop-years of capacity, while computations of nuclei in the $^{132}\text{Sn}$ region and transport properties of crust matter require a facility with hundreds of petaflop-years capacity. Scientists assume the program will be balanced such that investments in computational hardware and software are matched with investments in theory and personnel.

These extreme scale computations will allow scientists to determine the limits of nuclear stability—that is, how many neutrons or protons can be bound in a given nucleus. This theoretical effort will have a major impact upon the experimental program to search for these limits at research facilities such as the FRIB. The combination will allow scientists to model some of the most exotic environments in astrophysics, and understand and model the chemical evolution of the universe.

In the crust of neutron stars, neutron-rich nuclei coexist with a surrounding gas of neutrons; the structure and dynamic properties of this unusual matter will be calculated using advanced Monte Carlo methods. In turn, it will be possible to interpret the wealth of astronomical data obtained from visual, x-ray, and gamma-ray telescopes. This will allow scientists to infer details of the nature of these sites and the processes (such as potentially gravitational wave emission) that occur there. The major computational challenge in these efforts is to develop and implement scalable algorithms for the strongly interacting inhomogeneous quantum many-body problem.

An important complement to the work described here will be the experimental program conducted at the FRIB (NRC 2006). The theoretical and computational tools envisioned above will provide an essential framework to interpret FRIB experimental data and will eventually guide the future experimental program. In turn, FRIB data will be essential to verify ab initio calculations and calibrate the nuclear many-body Hamiltonian.

Computations of neutron star matter, when combined with observations, will provide information about nucleonic matter at supernuclear densities. The interpretation of observations of isolated, cooling neutron stars require an accurate microscopic understanding of superfluidity and neutrino emission processes in neutron-rich matter. Similarly, observations of gravity waves with the advanced Laser Interferometer Gravitational-Wave Observatory and future detectors will, when combined with a realistic description of the neutron star matter, allow scientists to infer the mass and radius of a neutron star. Combined observations of multiple neutron stars will produce definitive constraints on the equation of the state of the densest matter in the universe.
NUCLEAR ASTROPHYSICS

SUN AND OTHER STARS

Basic Scientific and Computational Challenges

While estimates of nucleosynthetic yields are widely used to infer the origin of the elements that compose the sun and the solar system, as well as to predict the behavior of abundances in the first stars, they depend strongly on the treatment of hydrodynamic mixing in turbulent regions inside stars. Turbulence is a notoriously challenging phenomenon but is ubiquitous in stellar interiors—therefore, a deeper understanding is essential for developing a predictive theory of stellar evolution. Turbulent mixing is a significant problem during the late stages of evolution (post-carbon burning), at which time the nuclear evolution in the stellar core decouples from the observable surface properties of the star and calibrating the physics of mixing is not possible. Using calibrated mixing rates based on earlier phases of evolution is also not guaranteed to apply during the distinct vigorous core- and shell-burning convection accompanying the late burning stages.

Computationally, modeling stellar turbulence strains the presently available resources because of the enormous range of relevant length and timescales and the variety of physical processes involved. In supernova progenitors and helium-shell flash nucleosynthesis, reactive hydrodynamic flows need to be modeled. This requires a multiple-component fluid description to track the compositional evolution and the associated nuclear energy release, both of which in turn feed back into the dynamics through buoyancy forces. In the case of solar convection, modeling the photosphere involves multiangle, multigroup radiative transfer, which adds considerable extra cost. In addition, magnetic fields are likely to play a nonpassive dynamic role so that a magnetohydrodynamic solution is desirable.

Capturing a high enough Reynolds number (i.e., $Re > 1000$) is the biggest obstacle that must be overcome to reliably model stellar flows. In a simulation, the effective Reynolds number scales with linear zoning across a domain as $Re \propto N^{4/3}$ for turbulent flow. Therefore, it would be ideal to have approximately 180 zones across each of the relevant scale lengths (large energy-containing eddies) that arise in the flow. In the solar convection zone, the lower convective boundary layer, known as the tachocline, is approximately 10 times narrower than the convection zone depth. Therefore, to resolve this transition layer, approximately $\sim 2,000 \, ^{3}$ zones spanning the entire region would be ideal. Fewer zones may be sufficient if an informed choice of nonuniform zoning is used, thereby decreasing the needed zone count by a factor of a few in each dimension. This would lead to an overall reduction of zones by an order of magnitude. Adaptive mesh refinement is not as important as a nonuniform grid for stellar interior modeling because turbulence at high Reynolds numbers is space filling, and scientists are generally interested in studying quasi-equilibrium states. Scalable adaptive mesh refinement methods, however, can provide the underlying computational framework needed to employ a fixed mesh refinement grid on a massively parallel architecture. Additional savings, perhaps as large as $1/M \approx 100$ in computing time, may be achieved for low-Mach number flows $M \approx 10^{-2}$, if scalable low-Mach number methods are successfully developed for petascale and exascale platforms.
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For each of the three problems highlighted, breakthroughs will be made possible in moving from the petascale to the extreme scale, primarily because of the increased computational volumes and degree of turbulence (i.e., Reynolds number) achievable. In solar convection modeling, petascale resources will afford enough resolution that a turbulent tachocline can be self-consistently incorporated into a global model. Such a simulation would provide a breakthrough in the scientists’ ability to understand the heat and angular momentum transport, which is mediated by this boundary layer and determines the differential rotation profile and dynamo action observed in the sun. Extreme scale computational resources would allow for the self-consistent modeling of solar surface granulation within a global circulation model of the sun, providing precision tests of both the simulation techniques and an understanding of the global-scale magnetohydrodynamic activity observed in the active sun.

Developing three-dimensional supernova progenitor models involves a large range in both spatial and temporal scales. While the end state of a massive star depends upon the entire prior evolution of the star since formation, a three-dimensional simulation that begins at core silicon burning and is evolved up to core collapse would provide a significantly improved level of confidence about the state of the iron core at collapse, including the rotational state and the convectively induced perturbations. Such a three-dimensional stellar model would be used directly as an input to core-collapse supernova simulations. Spatially, capturing global asymmetries will require simulating a volume that extends to the outer edge of the carbon burning convection zone (Meakin and Arnett 2006). Thus, in successively larger shells surrounding the core, silicon, oxygen, and carbon burning will need to be included. Angular momentum transport by wave motions in the stable layers between convection zones (e.g., Talon and Charbonnel 2005) are likely to be important during this epoch and will require a similar computational volume for study. At the petascale, a two-dimensional model encompassing the carbon burning shell could be undertaken and would provide a first-generation multidimensional supernova progenitor model. In a three-dimensional model, the properties of the silicon burning core could be simulated for an hour preceding collapse, thus incorporating realistic features of the vigorous convection. With extreme scale computing resources, a three-dimensional model for the entire silicon burning epoch that incorporates all of the overlying burning shells out to carbon burning would be possible.

The timescale relevant to s-process nucleosynthesis in asymptotic giant branch stars is set at a minimum by the period over which helium shell burning convection persists, which is approximately 10 years, while the time period between helium outbursts is approximately $10^3$ years. For comparison, the convective turnover time is approximately 3 hours (Herwig et al. 2006) and the Courant time (the hydrodynamic time step limit) is a factor of $f \propto N_{\text{zones}}/M \sim 10^4$ times smaller still, for a Mach number $M \approx 0.01$ and a modest $N_{\text{zones}} \approx 100$ zones spanning the convective shell. Scientists are therefore faced with the problem of evolving the model for an extraordinarily large number of time steps. This temporal problem can be ameliorated by studying snapshots of the quasi-equilibrium turbulent flow. These snapshots guide basic theory to be implemented in stellar evolution codes. This approach requires a three-dimensional simulation spanning only 10 to 100 convective turnovers (Meakin and Arnett 2007). In addition to this temporal challenge is the spatial challenge of capturing the flow in the overlying convective envelope, which extends to very large radii ($r_{\text{env}} \approx 3 \times 10^5$ cm) compared to the size of the helium burning shell ($r_{\text{shell}} \approx 10^6$ cm). While the petascale would allow a first-generation three-dimensional model with sufficient resolution to capture a turbulent convective envelope, the extreme scale would allow for three-dimensional giant star simulations that achieve resolved boundary layer mixing over secular timescales. This is the essential jump from the ability to calculate the bulk to the ability to calculate the surfaces, interfaces, and fine details that yield the observable shape.
The computational developments that would benefit stellar interior modeling include the following: 1) low-Mach number techniques that are scalable to mega-core platforms (e.g., Lin et al. 2006; Almgren et al. 2006), and 2) improvements in reaction network solvers that are informed by reduced quasi-equilibrium-group physics (Hix et al. 2007; Arnett 1996) that can more efficiently treat the complex silicon burning epoch preceding core collapse in massive stars. Treating the solar photosphere self-consistently in a deep convection simulation entails a radiation-hydrodynamics problem, which would benefit from techniques capable of load balancing the multigroup, multiangle radiation transport methods (Nordlund 1982) on a mega-core computing architecture. Finally, a data management challenge is inevitable because of the long integration times necessary to obtain the robust statistics required for studying quasi-steady, turbulent flow. A typical petaflop-scale turbulence simulation with approximately 2,000 $^3$ zones that is sampled 100 times per large eddy turnover for two turnovers would generate approximately 10 petabytes of data if stored at single precision. The total data generated, $D$, for a turbulence model taking advantage of the available flop rate, $F_h$, will scale roughly as $D \propto F_h^{3/4}$, so that at the exascale, data volumes should be on the order of a single exabyte.

**Scientific Outcomes and Impacts**

Stellar evolution, including stellar death through supernovae, answers the question of the origin of the elements in the cosmos. With a firmer knowledge of mixing in stars, the field of stellar evolution theory and observation will be elevated to that of a precision laboratory for studying the systematics of nuclear matter under extreme conditions, including heavy element nucleosynthesis. The observed solar neutrino flux is already providing important constraints on weak interactions and neutrino oscillation parameters. Extreme scale computing platforms offer exciting new prospects to address several outstanding issues in nuclear astrophysics connected to stellar evolution. Three key areas that will greatly benefit include the following: 1) conducting solar hydrodynamics, 2) performing supernova progenitor modeling, and 3) mixing and nucleosynthesis in giant stars. Figure 49 shows the anticipated key research highlights obtained with high-performance computing as the extreme computing era is approached.

The sun plays a special role as a test of stellar evolution theory because its physical parameters are so well measured. Scientists know its mass, age, radius, and luminosity. Helioseismology has mapped the sound speed to an accuracy of better than 0.5% throughout most of the sun. Solar neutrino spectroscopy has determined the solar core temperature to about 1%. A combination of photospheric and meteoritic measurements constrains solar composition. Scientists can observe the sun’s magnetic activity and measure its surface emissions and differential rotations. Modeling this star develops an understanding of the environment on earth and gives scientists an important physics laboratory as the solar neutrino story (Davis 2003) so clearly illustrates.

The one-dimensional standard solar model leaves out many phenomena believed to be important to the sun including convective zone activity, the depletion of light elements in the photosphere, mixing near the radiative/convective zone boundary, and the early convective core—a consequence of out-of-equilibrium carbon burning. The deficiencies of this model are becoming more apparent. Recent three-dimensional modeling of the photosphere—which greatly improved the general consistency of absorption line analyses—has led to reductions in key abundances.
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In the standard solar model, these abundances must be used throughout the sun, leading to significant changes in sound speeds and a conflict with helioseismology. The differences are most dramatic in the upper radiative zone, where there could be convective overshoot mixing to alter the structure. Alternatively, the standard solar model assumption of homogeneity at zero age main sequence might be incorrect. Ideally, this assumption could be replaced with an explicit three-dimensional calculation of proto-solar formation through collapse of the primordial solar system gas cloud. One speculation connects the photospheric abundance problem with late-stage formation of the planets, which swept out massive quantities of metal from the nebular disk. Therefore, the time is appropriate to bring the level of realism attainable with extreme scale computing to this important astrophysics problem. Aspects of the standard solar model that could be altered in three-dimensional models, including the initial distribution of core metals and the rate of heavy element diffusion, could alter the fluxes of certain neutrino species by up to 20%, limiting the accuracy of the extractable fundamental neutrino parameters. Supernova progenitors evolved in three-dimensional models, which will be possible at the extreme scale, will serve as initial data for both core-collapse and thermonuclear supernova simulations and will provide a significantly improved level of realism over the one-dimensional models that are currently being used. These simulations will provide insight into the complex interplay between convection and weak interactions (the Urca process), which has consequences for the thermal state of a stellar core prior to explosion. The simulations will also address issues related to symmetry breaking by convection. This symmetry breaking in turn seeds instabilities during the supernova event and informs scientists of the

Figure 49. Anticipated highlights for priority research direction “The Sun and Other Stars.” Image courtesy of Anthony Mezzacappa and Bronson Messer (Oak Ridge National Laboratory) and George Fuller (University of California).
rotational state of the stellar core prior to core collapse in massive stars. These tests scenarios proposed to explain gamma-ray burst explosions, which require rapidly rotating cores (MacFadyen and Woosley 1999). In the case of asymptotic giant branch stars, placing knowledge of the mixing occurring in the burning shells and envelopes of these stars on a more solid base enables the production of a predictive model of heavy element formation. These predictive models, used in concert with the copious observational data of the surface abundances in these stars, will provide a powerful laboratory for better understanding element synthesis in the cosmos.

The impact on basic nuclear data is far reaching, as the field of stellar evolution has led to several comprehensive compilations of nuclear data that are used widely in the astronomical community. These data compilations represent active fields of research and have led to standards in the field—such as the rate libraries of Rauscher and Thielemann (2000), which provide a means for assembling experimental and theoretical nuclear physics data from a widely dispersed global effort. These standard libraries of data are easily accessible and enable astrophysicists to explore the broader implications of developments in nuclear theory. For instance, experimentally measured nuclear properties—such as neutron-separation energies and neutron-capture Q values (e.g., see Baruah et al. 2008), and experimentally measured reaction rates, such as $^{12}\text{C}(\alpha,\gamma)^{16}\text{O}$ (e.g., Assunção et al. 2006), have far-reaching consequences for stellar evolution models and nucleosynthesis (Weaver and Woosley 1993; Tur et al. 2007). Astronomical observations of the abundance patterns across the cosmos—including those in the sun and solar system materials, such as meteorites; low metallicity stars; and giant envelopes—make contact with this input nuclear physics data and are interpreted explicitly through the scenarios outlined by stellar evolution theory. In addition, observations of specific signatures of nuclear physics, such as the presence of radioactive nuclides in giant envelopes (Cameron 1955; Gallino et al. 1998) and the spectrum of solar neutrinos (Bahcall et al. 2001), are examples of the direct contact that can be made between stellar theory and nuclear physics.

**STELLAR EXPLOSIONS AND THEIR REMNANTS: THERMONUCLEAR SUPERNOVAE**

*Basic Scientific and Computational Challenges*

Explosions of Type Ia supernovae (SNe Ia) involve hundreds of nuclei and thousands of nuclear reactions. These explosions also involve complex hydrodynamic phenomena taking place in degenerate matter and strong gravitational fields (rendering terrestrial experiments of limited utility). Buoyancy-driven turbulent nuclear combustion during the deflagration phase dominates the early part of the explosion and drives an expansion and pulsation of the star. A deflagration-to-detonation transition (DDT) and propagation of the resulting detonation wave through the star has been posited to explain the observed nucleosynthesis and its distribution in space and velocity (Nomoto et al. 1984; Khokhlov 1991; Gamezo et al. 2005). In the alternative gravitationally confined detonation model, fluid flow triggers a detonation that sweeps through the star, producing the observed abundances, spatial distribution, and velocities of the elements.

All of this takes place in approximately 3 s, followed by rapid free expansion of the star at velocities of 10,000 - 25,000 km s$^{-1}$. These phenomena involve spatial scales from approximately $10^{-3}$ cm - $10^{9}$ cm

---

1 See panel report titled, “Nuclear Structure and Nuclear Reactions,” in this report for further detail on this key reaction.
and temporal scales from approximately $10^{-10}$ s - 10 s, making simulations of SNe Ia a manifestly exascale problem. Advances are needed in both the speed at which the problem can be addressed and the scale (physical size) of the system that can be handled.

Several key physical processes in SNe Ia are not fully understood, and consequently the understanding of the explosion mechanism is uncertain. These physical processes include the smoldering phase, which precedes the explosion phase and is thought to determine the number of points where ignitions occur and their location(s). The buoyancy-driven, turbulent nuclear combustion phase—or deflagration phase, which releases nuclear energy and expands the star—also represents a frontier, as the understanding of reactive turbulence in strong gravity is incomplete. Finally, the origin of the detonation wave that incinerates the star and causes it to explode is uncertain. Whether the physical conditions necessary for a DDT are achieved in the deflagration phase of SNe Ia is unclear. The alternative, in which fluid flow during the deflagration phase triggers the detonation, is not fully understood.

Extreme scale computing resources will produce breakthroughs in the understanding of these physical processes, transforming scientists’ ability to simulate SNe Ia. It will enable the qualitative improvement of scientists’ understanding of the smoldering phase, thereby reducing the uncertainty in the initial conditions for simulations of the explosion phase. It will make possible studies of buoyancy-driven turbulent nuclear combustions—which include capturing this physical process by simulations that resolve length scales only three to four decades below the largest physical scales and that use a self-similar subgrid model (Khokhlov 1995; Zhang et al. 2007) if needed—that could verify current expectations. If these studies do not verify these expectations, extreme scale computing will determine that the process is more complicated and provide the data needed to construct an appropriate subgrid model. Finally, extreme scale computing will also make possible studies that verify whether buoyancy-driven turbulent nuclear burning in a white dwarf star produces the physical conditions needed for a DDT to occur.

Advances in SNe Ia modeling during the next decade will most likely come from a combination of high-resolution simulations of the key physical processes described above and whole-star simulations of SNe Ia. Sustained petascale computing will enable verification studies of buoyancy-driven turbulent nuclear burning that will dramatically improve the understanding of this key physical process and will make possible whole-star SNe Ia simulations to treat buoyancy-driven turbulent nuclear combustion over a larger range of scales, providing new insights into the energy cascade and instabilities produced by this physical process. With extreme scale computing, it may be possible to attempt first-principle simulations of SNe Ia from ignition through the deflagration phase (i.e., the buoyancy-driven turbulent nuclear burning phase), a difficult problem.

A key component of studies at both the petascale and the extreme scale will be global validation of the models using large numbers of SNe Ia simulations. The need to perform large ensembles of simulations means the average time to perform simulations of adequate resolution will have to be reasonably short to allow for several such simulations to be performed in a given real time. Thus, a careful mix of a few high-fidelity and many low-fidelity simulations will be required. Even so, it means that high-capacity as well as high-capability extreme scale computing platforms will be needed.

Achieving extreme scale computing capabilities for SNe Ia simulations presents several challenges:

- SNe Ia simulation codes need to exhibit strong scaling and run efficiently on platforms with millions of cores and/or that exploit accelerators. Weak scaling will be insufficient because the computational demand scales as the fourth power of the resolution.
SNe Ia simulations, in common with core-collapse supernova and stellar evolution simulations, require many physical variables per computational cell (e.g., fluid variables, flame variables, nuclear species variables, and radiation transport variables). Thus, the smaller memory per core of future platforms will require the development of new algorithms for efficient domain decomposition and load balancing.

New parallel input/output algorithms need to be developed. These include those that can handle files of many terabytes and beyond, along with mass stores that can accommodate exabytes of data. The turbulent nature of the deflagration phase demands high-temporal resolution in the retained data sets. This leads to the production of remarkable data volumes (many petabytes and possibly exabytes).

New algorithms for scientific data analysis, including visualization, need to be developed to process petabytes and exabytes of data, along with data archiving techniques that can process exabytes of data and allow for comparative analyses to be performed between huge data sets.

**Scientific Outcomes and Impacts**

The major scientific outcomes of SNe Ia simulations at the extreme scale will be as follows:

1. ascertaining the explosion mechanism;
2. calibrating SNe Ia as standard candles to an accuracy sufficient to study quantitatively the behavior of dark energy with redshift (i.e., with the age of the universe); and
3. understanding the contribution of SNe Ia to nucleosynthesis.

Figure 50 shows the anticipated key research highlights obtained with high-performance computing as the extreme computing era is approached.

Understanding the explosion mechanism will also impact ideas about the interaction of reactive flow and turbulence. The deflagration phase is ultimately a straightforward problem in combustion, trading many of the complications of terrestrial burning (e.g., geometry of devices, unmixed fuels, soot production, etc.) for far more fundamental ones (e.g., extremely strong gravity, huge Reynolds numbers, and remarkably stiff reaction kinetics). As such, SNe Ia simulations represent unique numerical laboratories in which to explore basic ideas in reactive turbulent flow. The production of realistic SNe Ia simulations will require advances in this basic area.

An understanding of the explosion mechanism will make possible simulations that can predict correlations among the observed properties of SNe Ia. This will allow them to be better calibrated as standard candles, enabling them to be used to study quantitatively the behavior of dark energy with redshift, and thus to have a strong impact on scientists’ understanding of dark energy.

SNe Ia simulations also predict the nucleosynthetic yields for various elements and isotopes, yields that can be tested by observations. These yields are intimately connected with the physical processes that occur during the explosion phase. Consequently, comparisons of nucleosynthetic predictions with observations provide indirect information on these processes, and therefore on the explosion mechanism.

With carbon and oxygen burning being followed by silicon burning and, in the deep interior, an extended period in nuclear statistical equilibrium, SNe Ia simulations are voracious consumers of the nuclear data that govern these burning processes, including binding energies; partition functions; and strong, electromagnetic, and weak interaction reaction rates (e.g., Calder et al. 2007; Seitenzahl et al. 2009). Important reactions, like $^{12}\text{C}({\alpha},\gamma)^{16}\text{O}$ and triple-alpha burning to form $^{12}\text{C}$, are the target of ongoing efforts to better measure their reaction rates.
Of particular importance are the weak interaction rates for isotopes of iron peak elements, which determine the neutron richness of the simulated ejecta. These continued improvements in the nuclear data improve the nucleosynthetic predictions from SNe Ia simulations, thereby strengthening the constraints on them that are imposed by observations of their ejecta and of solar abundances.

**Figure 50.** Anticipated highlights for priority research direction “Stellar Explosions and their Remnants: Thermonuclear Supernovae.” Upper-left image courtesy of Lawrence Berkeley National Laboratory. Remainder of image courtesy of Anthony Mezzacappa and Bronson Messer (Oak Ridge National Laboratory) and George Fuller (University of California).

**STELLAR EXPLOSIONS AND THEIR REMNANTS: CORE-COLLAPSE SUPERNOVAE**

**Basic Scientific and Computational Challenges**

Iron-core collapse and bounce are governed by the interplay of general relativistic gravity with the weak and strong nuclear interactions at extremes of neutron richness and density (e.g., $> 10^{14}$ g/cm$^3$). The subsequent evolution of the event involves neutrino radiation hydrodynamics and nuclear kinetics among other physical processes. The experimental fact of nonzero neutrino masses means scientists must ultimately solve a macroscopic-scale problem in quantum kinetics as well, directly computing the
dynamic, nucleosynthetic, and other observational consequences of flavor oscillations in situ as part of fully integrated simulations.

There are profound consequences to this complexity. These simulations make use of a variety of computational algorithms and implementations and stress essentially all facets of a modern, general-purpose computer—the input/output, memory size and latency, processor performance, communication bandwidth and latency, and more—in a manner shared with only a handful of other computational problems. These simulations will stress all facets of a general-purpose supercomputer.

The ability to simulate core-collapse supernovae realistically will depend on the development of discrete representations of the underlying nonlinear partial differential and integro-partial differential equations governing their evolution. This will require efficient and scalable-solution algorithms of the resultant nonlinear algebraic equations, as well as computer codes based on these solution algorithms that can take advantage of the memory and central processing unit capabilities of petascale to extreme scale architectures. Advances in each of these areas will be required, along with considerable work devoted to enhancements of the computational ecosystem surrounding these machines. Core-collapse supernova codes produce prodigious volumes of simulation data over long periods of time. Efficiently writing these data and managing and analyzing them after they are written are as important to producing meaningful science through supernova simulation as is any algorithmic or implementation improvement that might be made for the computational step itself.

Using current petascale platforms and their immediate successors, scientists may be able to determine the general nature of the explosion mechanism itself by performing three-dimensional radiation-magnetohydrodynamics simulations with spectral neutrino transport. As machines capable of peak speeds of 100 petaflops emerge, significant quantitative statements concerning the details of explosive nucleosynthesis in the event and the neutrino emission can be expected. At the extreme scale, scientists will finally be able to determine precisely how supernovae explode by undertaking transformative numerical experiments that incorporate quantum kinetics on macroscopic scales with nuclear physics components realistic enough to accurately predict the isotopic output of these events. These kinds of simulations are utterly unimaginable on current platforms but promise to be accessible at the extreme scale. This is truly applying quantum mechanics, a theory of the smallest things known, to some of the most “macroscopic” bodies in the universe.

Scientific Outcomes and Impacts

The multiphysics nature of core-collapse simulations will require new computational techniques ranging from scalable linear algebra to methods to solve coupled ordinary differential equations. The high number of degrees of freedom at each spatial grid point (e.g., neutrino flavors, energies, and angles, as well as nuclear species) currently represents a large amount of unrealized parallelism in modern supernova codes. Methods to handle these calculations concurrently on multicore platforms and platforms incorporating accelerators of various kinds will likely determine the efficacy of future codes. Figure 51 shows the anticipated key research highlights obtained with high-performance computing as the extreme computing era is approached.
Several of the major questions posed in the 2007 Nuclear Science Long Range Plan (DOE 2007) are germane to core-collapse supernova simulation.

What are the phases of strongly interacting matter, and what roles do they play in the cosmos?

What is the nature of neutron stars and dense nuclear matter?

The nature of dense nuclear matter formed at the center of a supernova explosion provides a unique opportunity to explore the low-temperature, high-density region of the quantum chromodynamics phase diagram. Knowledge obtained from observation and simulation in this region will complement the better-studied, high-temperature (e.g., quark-gluon plasma) regions of the phase diagram, which are presently accessible to terrestrial experiment.

What is the origin of the elements in the cosmos?

One of the most important and distinctive observables from core-collapse supernovae is their pattern of nucleosynthesis. The creation and transmutation of a wide variety of intermediate- and high-mass species in the event is a nonlinear phenomenon. Supernova nucleosynthesis has a dynamic effect on the
explosion mechanism, ultimately rendering post-processing of simulation results to be of only qualified utility. The subsequent dissemination of the produced species enriches the interstellar medium, setting the stage for successive generations of star formation and death.

Nuclear physics experiments at the Facility for Rare Isotope Beams, combined with improvements in nuclear theory, will constrain temperature, density, timescales, and neutrino fluxes at the r-process nucleosynthesis site from observations of elemental abundances (RIA Working Group 2006). Simulations of core-collapse supernovae will be the essential ingredients in connecting these experimental measurements to the astrophysical site of the r-process, because a self-consistent determination of all of these conditions can only be achieved through computation at scales beyond those currently possible.

*What is the nature of the neutrinos, what are their masses, and how have they shaped the evolution of the universe?*

Core-collapse supernovae are, from an energetics point of view, neutrino events. They represent the only instance in the modern universe where neutrino interactions have a discernible, macroscopic effect on the dynamics of baryonic matter. Spectral neutrino transport is required to accurately model the event, and the resulting neutrino templates will be invaluable in interpreting and calibrating detections in terrestrial experiments. Comparing future observations to simulation results will be vital to interpreting those observations and using them to constrain the properties of neutrinos.

Accurate and precise knowledge of the characteristics of neutron-rich matter at high density is a prerequisite for understanding core-collapse supernovae. Precise data for electron-capture processes on progressively larger nuclei is a fundamental need for the simulations, a need which can only be filled by advances in nuclear structure theory. Conversely, core-collapse supernova simulations provide the crucial link in testing these theoretical results, as it is only at the extremes of density and neutron richness realized in these simulations where these predictions are manifest. As nuclei in the collapsing core make the transition from an ensemble of nuclei to nuclear matter, exotic forms of matter are expected (Ravenhall et al. 1983). The details of this transition region are of considerable importance in determining accurate neutrino spectra, again providing a unique link between fundamental theory and physical observables.

In addition, core-collapse supernovae are prodigious sources of gravitational waves (GW) (Ott 2009). Because the signal-to-noise ratio for GW detectors presents a serious complication for detection, the production of useful templates for detectors, such as the Laser Interferometer Gravitational-Wave Observatory and VIRGO, is essential for meaningful data analysis. Furthermore, as nonaxisymmetric oscillations are required for GW production, multidimensional, fully integrated simulations are the only path to producing these signal templates. Therefore, the only path forward to interpreting possible future GW wave detections from core-collapse supernovae relies wholly on simulations providing the requisite context.
PRIORITY RESEARCH DIRECTION:
NUCLEAR ASTROPHYSICS
HOT AND DENSE QUANTUM CHROMODYNAMICS

PRECISION CALCULATION OF BULK THERMODYNAMICS

Basic Science and Computational Challenges

Establishing the properties of matter in the vicinity of the chiral phase transition, and characterizing their dependences upon the quark masses and the number of quark flavors will provide fundamental insight into the many remarkable features of quantum chromodynamics (QCD). It will enable a study of the interplay between the confinement of quarks and gluons and asymptotic freedom, and a study of the role played by chiral symmetry breaking and topological excitations in generating the masses of the hadrons. Furthermore, establishing the properties of strongly interacting matter in the limit of zero net baryon number density is a prerequisite for any further analysis of the QCD-phase diagram at nonvanishing net baryon number density.

To have complete theoretical control of the thermodynamics of strongly interacting matter in the limit of vanishing net baryon number density, it is necessary to extend the existing calculations of the equation of state and basic static properties of hot and dense matter in several respects: 1) extend scientists current knowledge of the equation of state to higher temperatures; 2) establish better theoretical control over the low temperature regime of the equation of state; and 3) better understand the dependence of thermodynamics on the light-quark masses to be able to explore the phase transition in the chiral limit of massless quarks.

Equation of State

Basic features of the temperature dependence of the energy density and pressure have already been established through lattice quantum chromodynamics (LQCD) calculations with rather crude approximations to continuum QCD. Calculations on “coarse” (large lattice-spacing) lattices with light-quark masses that are significantly larger than those of nature have shown that a change in the relevant degrees of freedom occurs over a narrow temperature interval (Karsch et al. 2001). However, even with the most current calculations (Bazavov et al. 2009), full control over the structure of the QCD equation of state has yet to be obtained. At high temperatures, contact has not been established with well-defined analytic calculations. At low temperature, the influence of chiral symmetry breaking and its impact upon the hadronic component of the equation of state has not been established. Moreover, the relevant degrees of freedom that control the structure of the equation of state in the transition region have not been determined. Is the restoration of chiral symmetry of any relevance to the QCD transition, or is the copious production of resonances the driving mechanism that leads to deconfinement and a strongly interacting medium of quarks and gluons at high temperature? To answer these questions, LQCD calculations of thermodynamic quantities at lower temperatures must be performed. In addition, lattice discretizations of QCD that respect chiral symmetry, or at least significantly reduce the influence of its explicit breaking due to the finite lattice spacing, are required in the transition region.

Chiral Fermions

To go beyond the current state-of-the art calculations of the QCD equation of state, it is necessary to use improved discretization schemes for the QCD action that respect all of the symmetries of the continuum theory. These discretization schemes have been developed over several years and continue to be
improved through further development. However, these discretization schemes have not been used extensively for numerical studies of QCD to date. This is because they require significantly larger computational resources to perform calculations with sufficiently small statistical uncertainties to allow for a meaningful comparison with the numerical results obtained with non-chiral discretizations.

While improved staggered fermion actions like the highly improved staggered quark (HISQ) (Follana et al. 2007) and stout (Morningstar and Peardon 2004) actions will be used extensively on petaflop computers, truly chiral formulations—such as domain wall and overlap fermion actions (Jansen 2008) — will require extreme scale computing resources in order for a comprehensive study of chiral aspects of the QCD equation of state. These discretized versions of the QCD action provide significantly better control over the chiral properties of QCD, and thus will be important for analyzing the low temperature and transition region of the static, bulk thermodynamic observables, for calculating hadronic screening lengths (Detmold and Savage 2009), and for determining order parameters that characterize the state of matter at high temperatures. Calculations with chiral fermions will enable the analysis of the universal properties of the transition, such as the scaling behavior of the chiral condensate, its susceptibility as well as quark number susceptibilities, and their fluctuations. Further, this work will provide a clarification of the relation between the QCD equation of state and the phenomena of deconfinement and chiral symmetry restoration.

**High-Temperature Limit**

Properties of strongly interacting matter at temperatures as large as three to four times the transition temperature will be probed experimentally at the Large Hadron Collider at the European Organization for Nuclear Research (CERN), Switzerland. At these temperatures, it may begin to be possible to make contact with perturbative calculations in finite temperature and density QCD (Kajantie et al. 2003; Vuorinen 2003). This will allow for a cross-check between numerical and analytic techniques used in this regime. A reliable numerical calculation of the equation of state and various screening lengths at such high temperatures requires large computational resources as large lattices are needed to control the renormalization of thermodynamic quantities through a proper subtraction of zero temperature observables. This allows for an elimination of otherwise divergent contributions that would prohibit a controlled extrapolation to the continuum limit. Recently developed techniques that minimize the required input from large zero-temperature calculations (Endrodi et al. 2007; Umeda et al. 2009) have the potential to make these calculations less demanding.

**Computational Challenge**

Calculations with domain wall fermions or overlap fermions require approximately two orders of magnitude more computational resources than calculations performed with staggered fermions. Prospects for the next generation of studies of bulk thermodynamics based on the staggered fermion discretization scheme have been examined in a white paper written in 2007 by the USQCD collaboration (USQCD 2007). This led to the conclusion that a thorough analysis of the equation of state at temperatures below twice the transition temperature will require approximately 100 sustained teraflop-years. Extending such a study to temperatures twice as high will increase the numerical effort by almost an order of magnitude. A thorough study of the QCD equation of state in the transition from low to high temperature needs to be performed with domain wall or overlap fermions. Such calculations require extreme scale computing resources, as shown in Figure 52.
PRIORITY RESEARCH DIRECTION:
HOT AND DENSE QUANTUM CHROMODYNAMICS

Scientific Outcomes and Impacts

Establishing the properties of strongly interacting matter at vanishing net baryon number density in the chiral limit will define the anchor point for all studies of the QCD phase diagram as a function of temperature and net baryon number density. It will establish a reliable starting point for extensions of these calculations into the regime of nonvanishing net baryon number density. In combination with calculations using values of light and heavy quark masses as realized in nature, this will quantify the role of chiral symmetry breaking and confinement in the thermodynamics of strongly interacting matter. The equation of state will be the basic equilibrium input to a microscopic description of the rapidly expanding and cooling dense matter formed in a heavy ion collision.

The calculation of the equation of state with physical values of the light-quark masses will not only have a significant impact on the modeling of heavy ion collisions, but it will also constrain the range of validity of conventional perturbative calculations at high temperatures and of model building, based on effective theories, at low temperatures.
PRIORITY RESEARCH DIRECTION:
HOT AND DENSE QUANTUM CHROMODYNAMICS

QUANTUM CHROMODYNAMICS PHASE STRUCTURE AT NONZERO NET BARYON NUMBER DENSITY

Basic Scientific and Computational Challenges

Current studies of the QCD phase diagram and the thermodynamics at nonzero net baryon number density are limited to the region of small chemical potential; i.e., small net baryon number density. Sensitivity to possible phase transitions at larger values of the chemical potential could arise from conceptually new approaches to the LQCD calculations that overcome the sign problem. This might be achieved through the introduction of auxiliary degrees of freedom that eliminate the oscillating integrals in the QCD partition functions. The complex Langevin approach (Karsch and Wyld 1985; Aarts and Stamatescu 2008) may eventually lead to such an algorithm that avoids the sign problem. However, it has not yet been successfully implemented in realistic calculations. In the absence of such innovative concepts, currently explored techniques will need to be refined to perform calculations with substantially higher numerical accuracy. These numerical approaches include the Taylor expansion of thermodynamic quantities, such as the pressure and energy density, the analytic continuation of results from numerical calculations performed at imaginary baryon chemical potential, as well as approaches that allow for a projection onto physical states with a fixed baryon number. To use these methods in numerical calculations with physical parameters and improved discretization schemes is challenging and goes beyond currently performed exploratory studies.

Taylor Expansion Techniques

To extract sufficient information on the existence of phase transitions in the QCD phase diagram from a series expansion of the QCD partition function (Gavai and Gupta 2003; Allton et al. 2003), which directly gives the expansion of the pressure as function of the baryon chemical potential, many expansion coefficients must be determined. This allows for a systematic analysis of the convergence properties of the series and provides insight into the analytic structure of the partition function. The required numerical effort grows rapidly with the order of expansion. Approximately two orders of magnitude increase in computing resources is required to calculate each additional nonvanishing order in the series expansion.

Analytic Continuation

A straightforward way to avoid the sign problem in calculations at nonvanishing net baryon number density is to replace the baryon chemical potential with a purely imaginary chemical potential (de Forcrand and Philipsen 2002; D’Elia and Lombardo 2003). This enables the use of the highly optimized algorithms developed for the calculation of the QCD equation of state at vanishing chemical potential. In particular, it is possible to perform calculations on large lattices with improved actions. However, to extract information on the thermodynamics at nonvanishing net baryon number density, extremely precise information is needed on the dependence of thermodynamic observables on the imaginary chemical potential. Only then is it possible to analytically continue (i.e., extrapolate) the numerical results to the physically relevant finite density regime.

Canonical Ensemble

An attractive, but extremely computationally demanding approach in the numerical studies of strongly interacting matter at nonzero net baryon number density, is to perform the calculations directly at a fixed
value of the net baryon number density (Kratochvila and de Forcrand 2005; Alexandru et al. 2005). This is in contrast to the approaches discussed above, where calculations are done with an auxiliary control parameter (the baryon chemical potential). To perform calculations in the so-called canonical ensemble generally requires the exact calculation of the determinants of large-sparse matrices. This is straightforward but computationally demanding. Such calculations may profit from improved eigenvalue solvers optimized for QCD applications.

**Color Superconducting Phases**

At low temperatures, but with large net baryon number density, QCD is predicted to become a color superconductor (Rajagopal and Wilczek 2000; Alford et al. 2008). There may exist several distinct phases, with competing patterns of light-quark flavor-color-spin-momentum pairings. The existence of such phases may have consequences for understanding the evolution of the early universe and the formation of compact stellar objects.

Very little is known from numerical calculations about the phase structure of strongly interacting matter in this regime (away from the extreme asymptotic limits). First-principles calculations in this regime are presently performed only in QCD-like models (Hands 2007). A direct study within QCD will require the development of new techniques that can manage or circumvent the sign problem. Extreme scale computing resources are required to explore such phases.

**Computational Challenge**

At present, calculations of Taylor expansions up to the third order in the squared baryon chemical potential require about 100 teraflop-years. Extending these expansions to the fifth order will require resources of 1 exaflop-year. To pursue calculations at these high orders, it is necessary to improve the numerical techniques used to calculate Taylor expansion coefficients. Improved techniques for the inversion of large, sparse matrices (deflation) and the optimization of random source vectors (dilution) are currently being tested and are expected to significantly expedite these calculations. The computational challenges that must be addressed in calculations with imaginary chemical potentials are similar. Quantitative studies of finite density QCD, and a decisive calculation that verifies or excludes the existence of a critical point in the QCD phase diagram, require extreme scale computing resources as shown in Figure 53.

**Scientific Outcomes and Impacts**

Calculations at nonvanishing net baryon number density will greatly advance current knowledge of the phase diagram of strongly interacting matter. High-precision calculations of high-order Taylor expansions, as well as accurate calculations with imaginary chemical potential, will provide information on the analytic structure of the QCD partition function. This may allow definitive statements about the density and temperature dependence of the thermodynamics of dense matter to be made, and eventually may determine the location (or may rule out its existence) of a critical point in the QCD phase diagram.

These calculations will have an enormous impact on current understanding of properties of strongly interacting matter. Further, they will provide strong constraints on the development of theoretical models for the high-density regime of strongly interacting matter, and will influence the accelerator-based experimental research program in this area.
PRIORITY RESEARCH DIRECTION:
HOT AND DENSE QUANTUM CHROMODYNAMICS

Figure 53. Anticipated highlights for priority research direction “Quantum Chromodynamics Phase Structure at Nonzero Baryon Density.” Image courtesy of Steffen A. Bass (Duke University) and Frithjof Karsch (Brookhaven National Laboratory).

TRANSPORT COEFFICIENTS OF QUANTUM CHROMODYNAMICS AND SPECTRAL FUNCTIONS OF HADRONS IN MEDIUM

Basic Science Challenges and Computational Challenges

Numerical calculations of the dynamic properties; i.e., the spectrum of excitations in hot and dense, strongly interacting matter, as well as transport properties of the medium, are presently performed at an exploratory level. To go beyond qualitative statements and to reach a point where quantitative predictions of dynamic properties become feasible, calculations on thermal lattices with unusually large spatial volumes, with greater than $10^5$ times the number of lattice sites used in present day calculations, must be performed.

Transport Coefficients

The calculation of transport coefficients, such as the shear and bulk viscosity, that characterize the response of the medium-to-small deviations from its equilibrium state, are particularly difficult. Their calculations formally require taking the limit of zero frequency in an infinite spatial volume, which of
course, is not possible in numerical calculations. To obtain information on the excitation spectrum of a thermal medium requires accurate calculations of correlation functions at a large set of time separations. The extraction of the (continuous) spectral function from a finite set of data points is ill-posed (Karsch and Wyld 1987). To constrain the class of spectral functions that is consistent with these data, the noise level of the data set at the largest time separations has to be below the percent level. Furthermore, the correlation functions have to be calculated at a large number of time separations between sources, making use of correlations between different members of the data set. Thus far, such calculations have only been pursued in quenched QCD (Nakamura and Sakai 2005; Meyer 2007). Even in the quenched case, the lattices that were used were too small to obtain reliable results. A petaflop-year of computing resources will be required to complete the studies of transport properties in quenched QCD, and a computation with light dynamical quark degrees of freedom requires extreme scale computing.

**In-Medium Hadron Masses**

The degree of difficulty in calculating the hadronic excitations of the medium that provide information on the in-medium modification of light and heavy quark bound states, is similar to that of transport coefficients. Hadrons in a thermal bath interact with the medium, and these interactions can lead to the destruction of bound states, and thus the disappearance of the corresponding resonance peaks in the spectral function. Such an effect has been advocated as an experimental signature for the formation of a hot and dense medium in heavy ion collisions (Matsui and Satz 1986). Indeed, LQCD calculations of spectral functions at high temperature clearly demonstrate the disappearance of resonance peaks from the hadronic spectral functions (Nakahara et al. 1999). However, to follow the disappearance of these states in hot and dense matter in detail, and locate the melting temperature for various hadronic excitations, requires considerably more computing resources than are currently available. Prior to the disappearance of a state, interactions with the thermal medium will lead to temperature and density dependent shifts of the resonance peaks, as well as a broadening of these peaks. To resolve the structure of spectral functions to such a degree that shifts in resonance peaks and broadening of the spectral curve become statistically significant, accurate numerical results for hadron correlation functions are required. As in the case of calculations of transport coefficients, large lattices are needed to generate information on the correlation functions at many different time separations.

**Computational Challenge**

The major computational challenge in studies of the excitation spectrum of hot and dense matter is the quest for statistically accurate data on correlation functions on large lattices. These lattices are typically a factor of 50 larger than those used in calculations of static, bulk thermodynamics. The size of data samples needed to reach sufficiently small uncertainties in the correlation functions is approximately an order of magnitude larger. Fortunately, such calculations would only be performed at a few selected values of the temperature rather than at the large set of temperature values needed to control properties of the equation of state. Still, this presents a computational challenge, and requires a few petaflop-years to perform calculations within the quenched approximation to QCD. A fully dynamical LQCD calculation, which includes the light-quark contributions, will require extreme scale computing resources, as illustrated in Figure 54.
**Scientific Outcomes and Impacts**

Calculations of transport coefficients will provide fundamental insight into the structure of hot and dense matter. It will allow us to quantify aspects of the extent to which the phenomenologically successful modeling of heavy ion collisions has a solid foundation in QCD; i.e., whether a near-equilibrium quark-gluon plasma (QGP) described by QCD indeed equilibrates rapidly and can be characterized as an almost-perfect fluid. Detailed information on the spectral function would confirm whether or not the QGP is strongly coupled at the Relativistic Heavy Ion Collider (RHIC), and by varying the temperature in the LQCD calculations, scientists may learn how much the temperature has to be increased before the plasma becomes weakly coupled. This question will be of importance in comparing the heavy ion data obtained at the RHIC and the Large Hadron Collider experiments because the temperature in the latter will be about a factor 1.5 to 2 higher than in the former.

These calculations will strongly influence the analysis of experimental data obtained in heavy ion collisions.

*Figure 54.* Anticipated highlights for priority research direction “Transport Coefficients of Quantum Chromodynamics and Spectral Functions of Hadrons in Medium.” The point labeled RHIC in the right graphic is a theoretical “estimate.” Image courtesy of Steffen A. Bass (Duke University) and Frithjof Karsch (Brookhaven National Laboratory).
EQUILIBRATION CHALLENGE: FROM THE COLOR GLASS CONDENSATE TO THE QUARK-GLUON PLASMA

Basic Science Challenges and Computational Challenges

Determining the time required for a QGP to form after the onset of the collision (i.e., the “thermalization” time) and determining the physics processes that drive the QGP formation are among the most important outstanding problems in the area of relativistic heavy ion collisions. The success of near-ideal hydrodynamics in describing bulk observables—such as the elliptic flow of matter created in noncentral collisions—implies that the matter has a short thermalization time compared to the overall timescale of the reaction.

To describe the approach to equilibrium, the following actions are required: 1) a firm understanding of the initial configuration of partons in the colliding nuclei and the process by which they are liberated from the nucleus at the onset of the collision needs to be acquired; and 2) detailed models and simulations of the processes that occur during the early nonequilibrium phase of the collision leading to the formation of a nearly thermalized QGP need to be developed.

Initial State of the Collision: Color-Glass-Condensate

A large nucleus moving near the speed of light contains a very dense system of gluons. It is believed that nonlinear effects in QCD lead to a saturation of the rapid growth of the gluon density in the colliding nuclei with beam energy and mass number $A$ when the phase-space occupation number is (nonperturbatively) large, on the order of $1/a_s$. The effective theory describing this nonlinear regime of QCD is the color-glass condensate (CGC) (McLerran and Venugopalan 1994a, 1994b; Kovchegov 1996). McLerran and Venugopalan (1994a) proposed an effective action incorporating high-gluon density effects, which amounts to solving the classical Yang-Mills equations where the large-momentum degrees of freedom in the nucleus act as sources of color charge for the small-momentum degrees of freedom.

The classical description of gluon saturation is modified at higher energies due to quantum loop corrections. To this end, a new set of equations, commonly referred to as the JIMWLK (Jalilian-Marian – Iancu – McLerran – Weigert – Leonidov – Kovner) equations (Jalilian-Marian 1997a, 1997b; Iancu et al. 2001), have been derived from a Wilsonian Renormalization Group formalism. They describe the evolution of $n$-point functions in QCD with energy. The resulting equations are an infinite hierarchy of coupled differential equations that are difficult to solve analytically. Nevertheless, they can be written in a form which, in principle, allows them to be solved by lattice gauge-theory techniques (Rummukainen and Weigert 2004).

The CGC has explained several theoretical and phenomenological aspects of high-energy interactions quite successfully. Nevertheless, many important properties of the CGC remain to be addressed quantitatively and tested by comparison with experimental data from RHIC and other colliders.

Thermalization Mechanisms: Plasma Turbulence

In recent years, it has been shown that early studies of the driving mechanism for the equilibration of quark-gluon matter in ultra-relativistic heavy ion collisions overlooked a crucial aspect of the dynamics of nonequilibrium plasmas—namely, the possibility of plasma instabilities. Most importantly, it has been shown that these instabilities may produce plasma isotropization and approximate thermalization on timescales relevant to relativistic heavy ion collisions. The possibility of such non-Abelian plasma
**Basic Scientific and Computational Challenges**

The full description of the initial state of a heavy ion collision and subsequent thermalization of the matter requires code that can self-consistently describe both the earliest periods when the physics of saturation is important, and also the intermediate times when the physics of the chromo-Weibel instability becomes important. To do this requires the real-time solution of the Yang-Mills equation on three-dimensional lattices coupled self-consistently to the Wong equations. Such codes already exist for simplified configurations and expansion scenarios (Bass et al. 1999; Dumitru et al. 2007; Schenke et al. 2008). The solution of the full problem requires three-dimensional lattices with a fine lattice-spacing in the longitudinal direction; i.e., solving the classical Yang-Mills equations in real time on a three-dimensional lattice with approximately $512^3$ sites. The field equations describing the low-momentum gluons need to be coupled self-consistently to the Wong equations that describe the propagation of the hard valence sources in the soft background, including energy-momentum conservation. Beyond the classical limit, a simultaneous solution of the rapidity dependence of the JIMWLK measure together with the real-time evolution of the initial fields is required. Beyond that, it is necessary to have a lattice that is capable of describing the dynamics of the chromo-Weibel instability and the subsequent non-Abelian cascade to high-momentum modes. The “brute force” method to accomplish this is to ensure the lattice spacing is sufficiently fine. This means using lattices significantly larger than $512^3$. As some of the processes (e.g., initial conditions, binary particle collisions, and hard radiation) are stochastic, it will be necessary to average observables over multiple sets of initial conditions (runs). Currently, each run of the simplified calculation requires approximately one teraflop-year. Factoring in the higher dimensionality required for the full problem increases this estimate into the tens of petaflop-years region. Averaging over initial conditions and varying experimental parameters will only be possible with extreme scale computing resources as illustrated in Figure 55.

**Scientific Outcomes and Impacts**

Extreme scale computing will deliver real-time calculations of the collision of two heavy ions at high energy, retaining the complete three-dimensional structure of the fields of produced gluons (in impact parameter and rapidity space), energy-momentum conservation, and quantum evolution of the measure. The subsequent real-time evolution of the color fields following the initial impact will clarify the timescales and processes that lead to thermalization and formation of a QGP and the possible role played by non-Abelian gauge-field instabilities (plasma-turbulence). The distribution of the thermalized gluons in the impact parameter and rapidity will provide much-needed initial conditions for hydrodynamic modeling of the late stages of the collision, and could provide information on the equation of state and the viscosity of hot QCD matter. This work will also provide predictions for the effect of early-time nonequilibrium dynamics on important QGP observables such as jet quenching, anomalous transport, and fluctuations.
**Figure 55.** Anticipated highlights for the priority research direction “Equilibration Challenge: From the Color Glass Condensate to the Quark-Gluon Plasma.” Lower-right image courtesy of Jerome Lauret. Remainder of image courtesy of Steffen A. Bass (Duke University) and Frithjof Karsch (Brookhaven National Laboratory).
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MAXIMIZE PRODUCTION EFFICIENCY, VARIETY, AND PURITY OF RARE ISOTOPE BEAMS FOR NUCLEAR PHYSICS EXPERIMENTS

Basic Scientific and Computational Challenges

The design of the Facility for Rare Isotope Beams (FRIB) poses several challenges. These include the development of new techniques for optimal design and tuning of isotope separators to select and to purify extremely rare isotopes, advances in electron cyclotron resonance (ECR) on source modeling, advances in radio frequency quadrupole (RFQ) modeling, optimal design of low-beta radio frequency cavities, and advances in beam-dynamics modeling and optimization offline and in near real time. Figure 56 highlights several of the computational challenges associated with the design of FRIB, starting at the petascale and ranging to the extreme scale.

Optimal Design and Tuning of Isotope Separators

One of the most important aspects of experimenting with rare isotopes is related to the separation purity of the isotopes to be selected. If the reaction mechanism involves fragmentation and/or fission of heavy ion primary beams, then a multistage isotope separator is employed. The separator must be designed such that the primary beam rejection is perfect, and the several hundreds of other species that act as unwanted impurities for the experimental stations are minimized. The tiny production cross-sections of rare isotopes of interest to nuclear physics make this an especially difficult problem to model and simulate accurately and efficiently. The computational challenges are dependent on the rarity of the isotopes to be studied. These challenges include research currently possible on a typical single-processor personal computer (such as $^{14}$Be obtained from fragmentation of oxygen requiring approximately 10-gigaflop-days), cases that are manageable with petaflop machines (such as $^{132}$Sn shown in Figure 56 requiring approximately 1 petaflop-day), and cases that require extreme scale computing resources (such as $^{106}$Sn from fragmentation of xenon requiring approximately 100 petaflop-years).

All cases noted above become extreme scale computing problems when design or experimental setup optimization is included. Global parallel-parameter optimization (magnet strengths, slit settings, target and wedge materials and thicknesses, and absorber shapes) is a challenge in its own, so the computational resource requirement is significantly increased with respect to that stated in the previous paragraph if these experimental parameters are added to the problem (factors of thousands more than above). These applications therefore need extreme scale computing resources. Some exceptionally difficult cases may require of the order of 100-exaflop-years.

The computational challenge may be even greater depending on the physics of the problem and the complexity of the parallel optimization model. Coupling to radiation transport codes, inclusion of space charge effects, and inclusion of full electromagnetic design in the optimization loop extend the problem to the extreme scale and beyond.
Figure 56. Anticipated highlights for priority research direction “Maximize Production Efficiency, Variety, and Purity of Rare Isotope Beams for Nuclear Physics Experiments.” Upper-left image and right images courtesy of Michigan State University. Bottom-right image courtesy of Lawrence Berkeley National Laboratory. Remainder of image courtesy of Robert Ryne (Lawrence Berkeley National Laboratory).

*Advances in Electron Cyclotron Resonance Ion Source Modeling*

For rare isotope facilities—such as the recently sited FRIB—ECR ion sources are required to produce a wide variety of highly ionized isotopes. These sources provide high currents of multiply charged ions for injection in the main driver accelerator. Large currents are needed for the physics program, and high charge states are needed to make most efficient use of available accelerating voltage.

Modeling ECR ion sources, including the ion beam extraction, is critical for better understanding and subsequent optimization of these sources. To date, reduced models have not agreed with experimental data. It is therefore necessary to use electrostatic and electromagnetic particle-in-cell (PIC) simulations that include multiple physical phenomena such as impact ionization, charge exchange, recombination, and particle-wall interactions. However, the extreme variation of spatial and temporal scales has limited such efforts to artificially small domains and short times (Mullowney et al. 2008). Emerging leadership-class computational facilities will enable full-scale, first-principle simulations.
The VENUS ECR source (Venus ECR) is ~1 m across, while the electron Debye length, \( \lambda_D \), is ~10 microns, and the complicated magnetic fields (solenoid plus sextupole) are fully three-dimensional. The cell size can be chosen larger than \( \lambda_D \) if high-order particle shapes are used to prevent numerical heating. For \( \Delta x \sim 50\lambda_D \), a mesh with \(~10^{10}\) cells is required, and a large fraction of the domain will have ~50 particles per cell (electrons plus multiple ion species), leading to \(~3 \times 10^{11}\) macroparticles. The timescale for ion dynamics (i.e., confinement, extraction, etc.) is several milliseconds, while the time step must be small enough to resolve the ionization/recombination timescale of 1 microsecond, which implies ~\(10^5\) time steps.

For high-order particle shapes with multiple collisional processes, approximately 10 core-micro seconds are required for each particle step. Given a required number of \(3 \times 10^{16}\) particle steps in the calculation, and assuming efficient scaling up to approximately 1 million cores, this implies approximately \(10^8\) core-hour simulations, which translates into running at approximately 100 petaflop-hours. Given the need for a large number of such simulations (~1,000 per year) to design future and optimize existing ECR ion sources, the need for approximately 10 petaflop-years of computing resources can be predicted for each calendar year.

**Advances in Electromagnetic Modeling and Optimization**

Along with the above-mentioned advances in beam-dynamics modeling, advances in electromagnetic modeling and optimization that will be possible on extreme scale computers will have a major impact on the design of the FRIB. Examples include the design of ECR ion sources, of the FRIB RFQ, and of low-beta structures. These topics are described in more detail in the section titled, “Design Optimization of Complex Electromagnetic Structures for Nuclear Physics Accelerator Facilities.”

**Advances in Beam-Dynamics Modeling and Optimization**

Currently, several highly parallelized beam-dynamics codes (e.g., TRACK and IMPACT) are available for the simulation of the FRIB accelerators. The majority of the accelerator design work can be performed using petascale computers, as demonstrated by teams from Argonne National Laboratory, Michigan State University, and Lawrence Berkeley National Laboratory. The availability of extreme scale resources to support the commissioning and operation of the FRIB accelerators is essential to expedite the delivery, shorten the commissioning phase, and effectively operate the machine by applying a “model-driven accelerator” concept. Meanwhile, current parallel beam-dynamics codes need to be updated with large-scale optimization tools and must include beam diagnostics and control systems into the optimization loop. These are described in the section titled, “Advanced Methods and Applications of Accelerator Simulation for Nuclear Physics Facilities.”

**Scientific Outcomes and Impacts**

The availability of extreme scale computing resources, along with accelerator codes that make use of this computer power, will significantly impact the design and operation of FRIB, as well as other U.S. Department of Energy Office of Science (DOE SC) accelerator facilities. In regard to FRIB, the availability of these resources will provide a means to design and operate isotope-separation systems with significantly increased accuracy and efficiency—and in some cases, will make seemingly impossible design simulations feasible. More generally, extreme scale computational resources will lead to optimized designs better able to meet facility requirements while reducing cost and risk. Beyond the
design phase, extreme scale resources, applied in the model-driven accelerator paradigm, will permit faster commissioning, improved diagnosis of operational issues, and improved facility operations. The successful design, commissioning, and operation of the FRIB, facilitated by large-scale and extreme scale computing, will lead to numerous advances in nuclear science. These include providing a comprehensive description of nuclei, elucidation of the origin of the elements in the cosmos, providing an understanding of matter in the crust of a neutron star, and establishment of a scientific foundation for innovative applications of nuclear science (DOE 2007).

**DEVELOP OPTIMAL DESIGN FOR AN ELECTRON-ION COLLIDER**

**Basic Science Challenges and Computational Challenges**

The design of a future electron-ion collider (EIC) poses several challenges. To address these challenges, scientists focus on the development of advanced computational capabilities for multiphysics accelerator modeling, and the development of advanced electron-cooling systems and of energy-recovery linac technologies. Figure 57 highlights several of the computational challenges associated with the design of an EIC, starting at the terascale and ranging into the extreme scale.

**Design of Electron Cooling Systems**

Cooling of the hadron beam in a future EIC is critical to meet performance requirements needed for scientific discovery at such a facility. At present, electron cooling is the most promising concept. An electron cooling system has not yet been operated in the regime of a proposed EIC. Hence, accurate physical modeling is essential. Previous work based on molecular dynamics in a small, idealized domain needs to be extended to a molecular dynamics/PIC approach that covers the full extent of the overlapping electron and ion beams over many Debye lengths. This results in a multiscale simulation that requires extreme scale computational resources. For beam and system parameters relevant to the Electron Relativistic Heavy Ion Collider (eRHIC) concept, a single simulation using VORPAL operating with approximately 10% of peak performance requires approximately 10 teraflop-hours. To design an electron-cooling system, scientists must run approximately $10^5$ seeds simultaneously to obtain enough dynamical friction force values to adequately characterize the performance for a single set of electron parameters. This implies a resource requirement of 100 petaflop-hours. These runs would need to be repeated for a variety of electron-beam parameters and also magnetic fields (solenoid and/or undulator) to optimize the design. For an optimal case, many instances would need to be run with different sets of magnetic field errors to evaluate the corresponding reduction in the cooling strength. Over the course of a year-long design effort, one could easily expect to complete approximately 1000 such cases, leading to resource usage of approximately 10 petaflop-years over the course of one calendar year.

**Energy-Recovery Linac Technologies**

The energy-recovery linac (ERL) is an important emerging concept for building energy efficient and therefore less expensive accelerators. Accelerator physics researchers are considering including ERLs in electron-cooling sections and EICs for nuclear physics projects. One important issue for understanding ERLs is beam loss due to beam halo. On the recovery pass, the beam phase space is significantly modified (e.g., due to energy extracted as part of the lasing or cooling processes); thus, nonlinear and nonideal behavior may result in increased beam loss. Modeling beams with sufficient computational particles to resolve beam halo and beam loss is a significant challenge that requires extreme scale computing.
A second important issue related to ERLs includes multipass beam breakup and coupling with higher-order modes. Again, because the beam on the recovery pass has a modified and nonideal phase space, the beam may couple more strongly with higher-order modes—especially at the higher currents considered for future machines. These modes may feed back and produce beam breakup. Modeling beam breakup and coupling with higher-order modes will involve grid resolutions and simulation times that require extreme scale computing resources.

Finally, another important issue in ERL development is electron sources, where higher currents will produce issues of dark current, field emission, and cathode degradation due to ion bombardment. These higher currents will also produce subsequent heating issues associated with these effects. Modeling these effects in electron sources will require multiphysics code coupling and grid resolution that require extreme scale computing resources.
**Scientific Outcomes and Impacts**

The EIC will explore a new cold quantum chromodynamics frontier of strong color fields in nuclei, precisely image the gluons in the proton, and look for gluon saturation in heavier nuclei (DOE 2007). Large-scale, parallel computing is essential to design an EIC that maximizes luminosity and the potential for physics discovery. Beyond the development of an optimized EIC design, the design effort itself will lead to important new concepts and technologies for particle accelerators including new beam-cooling techniques, ERL technologies, advanced high-brightness sources, and new beam-beam compensation schemes.

**DESIGN OPTIMIZATION OF COMPLEX ELECTROMAGNETIC STRUCTURES FOR NUCLEAR PHYSICS ACCELERATOR FACILITIES**

**Basic Science Challenges and Computational Challenges**

Large-scale, high-accuracy electromagnetic design and optimization is essential to all major DOE SC accelerator projects. Several of the challenges and research directions have already been described in the “Scientific Challenges for Understanding the Quantum Universe and the Role of Computing at Extreme Scale” workshop. Examples include the development of novel, scalable eigen- and linear solvers for eigensystems at the extreme scale, as well as the implementation of efficient parallel algorithms for extreme scale modeling in a multiphysics environment. While many of the challenges and research directions are common to the various program offices of the DOE SC, each program office also has some unique needs and priorities. Evaluation of high-order mode (HOM) heating in the cryomodule of an ERL; design of the FRIB RFQ; and the multiphysics design and optimization of low beta radiofrequency accelerating cavities for FRIB—three priorities of the Nuclear Physics program—are described below. Figure 58 highlights the computational challenges associated with these areas, ranging from the terascale to the extreme scale.

**High-Order Mode Heating in Cryomodule of Energy-Recovery Linac**

One potential accelerator issue with ERL is HOM heating in the superconducting radio frequency cavities, especially with the combination of high current and short bunch length. It is important to estimate the broadband HOM power generated by the transit of the bunch to adequately dampen HOM without affecting cryogenic efficiency. To a great extent, the computational requirements are determined by the bunch length, whose frequency spectrum must be resolved by a fine mesh. Thus, bunch length and mesh density are inversely related. In typical nuclear physics applications, such as the ERL used in the proposed luminosity upgrade of RHIC known as RHIC-II, the bunch length is relatively long (roughly 1 cm). The electromagnetic simulation of broadband HOM in a cryomodule involves solving a linear system with 150 million degrees of freedom for 100,000 time steps. The estimated computational requirement is approximately 1 petaflop-hour, which can be handled easily by a petascale computer.

---

In typical Free-Electron Laser applications, such as the ERL in the Thomas Jefferson National Accelerator Facility infrared Free-Electron Laser upgrade, the bunch length is much shorter (roughly 1 mm or less) than at RHIC-II. The electromagnetic simulation of broadband HOM in a cryomodule involves solving a linear system with 150 billion degrees of freedom for $10^5$ time steps. The estimated computational requirement is approximately 1 petaflop-year.

For a cavity system on the order of 10 cm by 100 cm, a simulation with a resolution on the order of microns would require $10^{14}$ cells. Simulating many tens of oscillations will require $10^7$ time steps, implying that $10^{21}$ cell steps are required. For electromagnetic PICs with a finite difference time domain algorithm on current standard architecture, such as the Cray XT4, this implies $10^{14} - 10^{15}$ core-seconds. Therefore, to complete a simulation in a single day would require $10^9 - 10^{10}$ cores, or a computing resource of approximately 3 petaflop-years.

---

1 Cray XT4 is a trademark of Cray Inc.
**Advances in Radio-Frequency Quadruple Modeling**

The initial acceleration in FRIB is provided by an RFQ capable of accelerating any ion from hydrogen to uranium. The transport, bunching and focusing of charged particles in the RFQ resonator, is provided by appropriate design geometry of four modulated vanes. Parallel electromagnetic design tools with a fine-grained mesh must be used to develop a detailed resonator design for the RFQ. Accurate field maps of accelerating modes of cavities in the FRIB linear accelerator are required to reliably track particles in beam-dynamics studies. The long RFQ used in the low-energy linac could have disparate spatial scales ranging from fine transverse variations of the order of millimeters to longitudinal modulations of the order of a meter. While the frequency of the accelerator mode converges quickly with the reduction in finite element size, the field accuracy must be obtained with a much denser mesh or with the use of higher-order finite elements. The electromagnetic eigenmode simulation of the accelerating mode in the RFQ requires the solution of a linear system with 100 billion degrees of freedom. The estimated computational requirement is approximately 1 petaflop-day. This work is needed for future accelerators and accelerator upgrades, which will place greater demands on an injector than does FRIB, which will use the current state-of-the-art injectors.

**Advances in Low-Beta Radio Frequency Cavity Design**

The accelerator systems for the proposed FRIB will be based on several types of normal-conducting and superconducting transverse electric and magnetic mode (TEM-class) radio frequency cavities. The TEM-class superconducting cavities are much more efficient in the low-velocity (\(\beta < 0.7\)) region compared to the elliptical superconducting cavities widely used for relativistic particles. Therefore, four to five types of TEM-class cavities are required in the FRIB driver linac. The integrated simulation of the resonators electromagnetic, thermal, and mechanical properties is necessary due to the complexity of the cavity’s geometry. The optimal electrodynamic, thermal, and mechanical design of the fully dressed superconducting cavity together with fast tuner, slow tuner, radio-frequency coupler, and helium vessel could save millions of dollars. Obviously, the optimal design of the cavity should be free from multipacting. Currently, multiphysics design of a cavity can be performed using separate commercial software and does not allow researchers to provide full design optimization. Particularly, no code is available to study microphonics, which is due to coupled electro-mechanical oscillations induced by mechanical background noise. These simulations require a very large number of mesh points calling for extreme scale computing and a highly scalable multiphysics code.

**Scientific Outcomes and Impacts**

The development of an extreme scale, multiphysics cavity design and optimization tool will benefit not only the Nuclear Physics program but also the entire DOE accelerator complex. The process of developing these tools will also lead to advances in computational-enabling technologies such as linear solvers, eigensolvers, meshing, adaptive refinement, data analysis, and visualization.

Extreme scale electromagnetic modeling will shorten the design and build cycle for accelerator structures and components. It will also lead to cost savings by allowing researchers to explore and optimize designs that reduce cost while satisfying beam quality and machine operational reliability requirements. Lastly, the new modeling tools will provide accurate field maps of accelerating cavity modes for beam-dynamics simulation in overall machine studies.
ADVANCED METHODS AND APPLICATIONS OF ACCELERATOR SIMULATIONS FOR NUCLEAR PHYSICS FACILITIES

Basic Science Challenges and Computational Challenges

Extreme scale computing will dramatically change the way researchers design accelerators. It will enable the exploration of new accelerator concepts and the study of important phenomena, for which modeling was previously thought to be too computationally challenging. Extreme scale computing will also dramatically affect how scientists optimize accelerator designs. Lastly, extreme scale computing will change the way scientists’ commission and operate accelerators.

Exploration of Advanced Concepts

Extreme scale computing will significantly impact the ability to explore innovative accelerators. The Accelerator Physics working group in the “Scientific Challenges for Understanding the Quantum Universe and the Role of Computing at Extreme Scale” workshop identified the design of an ultracompact plasma-based collider as one of its key research directions. The exploration and optimization of laser- and plasma-based concepts using extreme scale resources will have applications across the DOE SC. The design of fixed-field alternating gradient accelerators and the design of coherent electron cooling systems is discussed in the following sections.

The broad class of fixed-field alternating gradient accelerators is experiencing an international revival in the quest for high-beam power, duty cycle, reliability, and, in the case of the spiral-sector fixed-field alternating gradient, the potential for compactness at reasonable cost (Prior 2007; Johnstone and Koscielniak 2008, and references therein). The proposed fixed-field alternating gradients have the high average current and duty cycle characteristic of the cyclotron combined with the smaller aperture, beam losses, and energy variability of the synchrotron.

Because of frequently challenging field models, the computation of guiding, focusing, and accelerating fields and the assessment of stability of orbits usually must happen in an integrated mode of computation. Specifically, closed orbits and transfer maps around the orbits must be computed to a high order and in fine steps of up to 100 locations in the device. For each of these locations, it is common to perform a resonance analysis through normal form tools (Berz 1999) and orbit tracking of usually around $10^5$ revolutions to assess stability. All these must be subjected to extensive design optimizations to arrive at viable machines. An example of one such simulation that illustrates the need for high-order models is shown in Figure 59. Currently, a sufficiently detailed field-design simulation and subsequent orbit analysis typically takes on the order of hundreds or thousands of core-hours—and it is expected that a future exhaustive automated search of parameter space may require on the order of $10^6$ such iterations, leading to an overall cost in the range of exaflop-months.

---

**Figure 59.** Anticipated highlights for priority research direction “Advanced Methods and Applications of Accelerator Simulations for Nuclear Physics Facilities.” Image courtesy of Robert Ryne (Lawrence Berkeley National Laboratory).

The coherent electron-cooling concept proposes to combine the best features of electron cooling and stochastic cooling via free-electron laser technology. These features are combined to cool high-energy hadron beams on orders-of-magnitude shorter timescales (Litvinenko et al. 2008) than now possible. In a standard electron cooler, the key physical process is dynamic friction on the ions. The modulator section of a coherent cooler would be very similar to a standard cooler—but in this case, dynamic friction becomes irrelevant and the key physics is the shape of the density wake imprinted on the electron distribution by each ion. This implies use of a high-resolution PIC approach instead of the hybrid molecular dynamics/PIC approach used for conventional electron-cooling simulation. Though the high-resolution case involves approximately 1 billion cells, the time per step is comparable to the conventional case because resolutions of binary collisions are not required. As a result, the resource requirement is approximately the same as the conventional cooling scenario, namely approximately 10-petaflop-years over the course of 1 calendar year. The Poisson solver is a potential bottleneck, and it will be important that the solver for a single-point simulation scales to at least 10,000 computing cores.
**Advanced Algorithms for Simulation and Optimization**

The availability of extreme scale computing resources with massive memories will provide an opportunity to employ numerical algorithms that cannot realistically be implemented on current hardware. An example is the use of a direct Vlasov approach for the high-resolution prediction of ultra-low beam loss. Direct numerical simulation of the Vlasov equation has several advantages over the standard PIC approach. It allows for a direct and accurate description of particle distribution in the phase space; avoids random fluctuations and numerical noise caused by the finite number of macroparticles in a conventional PIC code; and enables scientists to accurately model low-density regions of the phase space such as the beam halo. Pure instability modes, which are difficult to study, are also conveniently simulated using PIC codes because the particle noise necessarily excites a spectrum of modes. Alternatively, the Vlasov approach is challenging computationally because calculations are performed in a (2n)-dimension phase space, where n = 1, 2, and 3; thus, the computational grid requires extreme computing resources. Current efforts have focused mainly on the two-dimensional (four-dimensional phase space) problem. To simulate multicomponent beams and plasma in a six-dimensional phase space, extreme scale computing will be necessary. For example, using 100 grid points in each direction requires $10^{12}$ grid points. The application of the Vlasov solver is an elegant approach to simulate three-dimensional problems in ion sources, be they electron cyclotron resonance or electron beam ion sources. These sources are inherent parts of the proposed FRIB.

Extreme scale computing resources will also provide the opportunity for employing new optimization algorithms. As an example, consider rigorous global optimization. Global parameter optimization will play a major role in the design of future nuclear physics particle accelerators. Recent advances in this rapidly progressing field allow the determination of rigorous solutions for global optimization problems with constraints. Based on dynamic domain decomposition and divide-and-conquer approaches, the methods are based on iteratively splitting the search space. On each of the currently active regions, a local or semilocal search is performed based on a variety of techniques including local descent-based method, linear or quadratic bounding, or genetic algorithms. More importantly, the currently active region is evaluated to determine whether, due to the behavior of the objective functions or the violation of constraints, it can be safely concluded not to contain the optimum, in which case it is discarded. While global parameter optimizations are very significant for the development of future particle accelerators, their computational requirements are immense. The underlying divide-and-conquer methods are currently performed on the largest available clusters and lend themselves to massive parallelization on $10^6$ or more computing cores. One robust paradigm for parallelization is communication and load balancing on the “regular meeting” concept, at which all processors or suitable subgroups of processors share updates of the bounds of the objective function and redistribute large, unprocessed regions to achieve load balancing. Considering that a single evaluation of the objective function comprises a full simulation of the device in question—often comprising hundreds or thousands of core-hours—and that an exhaustive search can involve thousands to, in extreme cases, millions of evaluations of the objective function, tasks may result that require exaflop-months.

**Advanced Tools for Accelerator Commissioning, Operation, and Control**

Today, no accelerator facility in the world can fully rely on a computer model for its operation. There are intensive efforts to construct the needed modeling environment using experience gained at current state-of-the-art accelerators such as the Spallation Neutron Source, RHIC, and the Jefferson Laboratory. A promising approach is a configurable framework, independent of any specific accelerator that could allow
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insertion of computing modules for different scale simulation, optimization, and control algorithms. Careful development of portable and mutable software types, or classes, to describe the accelerator elements is part of this and is another area for fruitful collaboration with applied mathematicians and computer scientists (Malitsky et al. 2009).\footnote{Wang N. “Next Generation Communication Middleware for High Level Accelerator Control Systems.” Paper presented at the 2009 International Computational Accelerator Physics Conference in San Francisco, California. Not publicly available.} As more intense and complex machines are built, the challenge of achieving their design goals and operating them effectively grows larger. Using traditional operating and beam-tuning methods (mostly manual) will certainly result in commissioning delays and reduced machine availability for science. A complex accelerator system, as is being proposed for FRIB, uses primary beams ranging from proton beams to uranium beams, at different energies to produce secondary beams of rare isotopes spanning the whole chart of nuclides. Such an accelerator will require currently unavailable advanced tools to support operations. Using a parallel, realistic three-dimensional beam dynamics model to support commissioning and real-time machine operation will expedite the delivery of the machine, greatly enhance its availability, and significantly reduce its operating budget. Supporting online machine operations involves large-scale optimization problems; fast interfaces between the computer model, the beam diagnostic devices, and the beam line elements; and advanced data-analysis and -visualization tools. Combined with the requirement of fast turn-around calculations (seconds to minutes) to support fast decision making, the task can easily reach the extreme scale. This concept of a model-driven accelerator will benefit existing—and more importantly future—nuclear physics facilities.

Scientific Outcomes and Impacts

The development of advanced methods for extreme scale modeling of nuclear physics accelerators, and the application of these methods to novel types of accelerators, will have a major impact on future nuclear physics accelerator facilities. It will enable the exploration and possible usage of novel types of accelerators and accelerator systems (such as fixed-field alternating gradients, new methods of beam cooling, etc.). These methods will also lead to advanced design optimization techniques that will also benefit other types of DOE SC projects and lead to new tools for real-time control of large scientific experiments and facilities.
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CONCLUSIONS

Five major areas of nuclear physics have been discussed within this report: Cold Quantum Chromodynamics and Nuclear Forces, Nuclear Structure and Reactions, Nuclear Astrophysics, Hot and Dense Quantum Chromodynamics, and Accelerator Physics. This report makes clear that within each area, extreme scale computational resources are required to accomplish the objectives of the nuclear physics research program. Priority research directions that are crucial to the development of nuclear physics and that require extreme scale computing facilities have been identified in each of these areas. Collaborative efforts with experts in computer science, applied mathematics, statistics, high-energy physics, and other specialties outside nuclear physics have been determined to be crucial to fulfilling the mission of nuclear physics.

Nuclear physics is a field that has traditionally evolved from and flourished through a highly coordinated interplay between extensive experimental and theoretical programs. The overarching mission of the field is to establish a framework with which to perform high-precision calculations with quantifiable uncertainties of the properties and interactions of nuclear matter under a broad range of conditions, including those beyond the reach of laboratory experiment. Impressive experimental facilities, many of them employing accelerators to deliver beams of particles and nuclei, have provided many of the discoveries in the field. These facilities have helped researchers guide the theoretical developments that currently underpin the field. The next generation of accelerators is expected to provide a better understanding of nuclear physics, and to precisely measure nuclear properties and interactions that further constrain existing theoretical constructions. Since the 1970s, quantum chromodynamics (QCD) has been established as the theory of the strong interactions—which, along with the other forces of nature, is responsible for all nuclear phenomena. However, nuclear physics is a field defined by the regime of QCD in which its defining feature—asymptotic freedom—is concealed by confinement and by the vacuum; the numerical technique of lattice quantum chromodynamics (LQCD) is the only known way to perform ab initio QCD calculations of strong-interaction quantities in this regime. Remarkable progress has been made in the last decade in understanding the structure of hadrons and in the use of effective field theory to establish bridges between QCD, nuclear structure, and nuclear reactions. The 12 GeV upgrade at the Thomas Jefferson National Accelerator Facility is designed in part to enable the discovery and exploration of exotic hadrons for which the gluons of QCD play a visible role in their structure. The QCD-consistent forces that have emerged from the effective field theory framework are currently being used to calculate the properties and interactions of light nuclei. These forces are foreseen to be a central component of future calculations of all processes involving nucleons. Through significant collaborative efforts within the nuclear structure community (the Universal Nuclear Energy Density Functional collaboration), great strides are being made in developing nuclear many-body techniques that will enable reliable calculability throughout the periodic table of elements and of nuclear systems in extreme environments. Given that the nuclear systems range from the very simple to the very complex, a broad array of theoretical techniques are being developed. This continued development is crucial to fully use the results obtained with the experimental program and to make the connection with QCD. With these developments, the field of nuclear physics is presently entering an era in which precise QCD-based calculations of the properties and interactions of nuclei with quantifiable uncertainties will become possible. Extreme scale computing capabilities are required to perform the LQCD, the nuclear structure, and the nuclear reactions calculations that will achieve this revolutionary unification of nuclear physics.
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Extreme scale computing is required both to verify (by comparison with experimental data) and to predict where there will be little or no experimental guidance.

Results that emerged from the experimental program at the Relativistic Heavy Ion Collider at Brookhaven National Laboratory and other heavy ion facilities led to dramatic progress in understanding the evolution of the hot and dense QCD matter from the initial collisions of heavy nuclei to the fragments that enter the detectors. A new state of matter with a low ratio of entropy-to-viscosity appears to have been produced during the earliest moments of the collision. The experimental program has stimulated huge advances in the theoretical description of such processes. The complexity of such a collision requires employing a range of theoretical techniques during the somewhat distinct phases of the evolution, including LQCD; nonequilibrium, non-Abelian plasma dynamics; and viscous hydrodynamics—all of which correspond to different regimes of QCD. A detailed map of the QCD phase-diagram—and reliable calculations with quantifiable uncertainties of the evolution of such systems through each of these phases and their subsequent experimental verification—will require extreme scale computing. Extreme scale capabilities are required to perform calculations of nuclear matter under the even more-extreme conditions of temperature and density for which experiments are not possible, but which existed at the very earliest times of our universe and may exist in other extreme environments.

Simulations of dynamic astrophysical systems, such as core-collapse supernovae, necessarily involve the inclusion of phenomena acting over an extreme range of length-scales from the nuclear to the stellar and including physics areas from nuclear reactions to large-scale turbulence in electromagnetic plasmas. Consequently, high-performance computing has always played a central role in astrophysical simulations. Complete simulations of such systems are required to be three-dimensional, including an accurate description of turbulence at all scales and dynamics dictated by local particle kinetics. Extreme scale computing resources are required to accurately describe the phenomena occurring over the large range of length-scales that are important in these simulations. QCD-based calculations—including those of nuclear material at finite temperatures and densities, as well as of nuclear structure and reactions that become possible only with extreme scale computing capabilities—will improve the reliability of the input to these astrophysical simulations, enabling quantification of uncertainties in such simulations. While providing a profound level of understanding of astrophysical phenomena including neutron-star mergers and X-ray bursters, astrophysical simulation at the extreme scale will constrain the properties and interactions of neutrinos and improve overall understanding of the very earliest times in the universe.

Extreme scale computing will enable predictive capability for the theory of fission. This will give scientists the ability to calculate the fission cross-sections of major (e.g., $^{235}$U, $^{238}$U, and $^{239}$Pu) and minor actinides and their by-products—the latter two of which are poorly known from experiment because of their short half-lives. This knowledge is important for the design of our nation’s next generation of fission (breeder) reactors, as it will allow for their energy production, waste production, and efficiency to be quantified with reliable uncertainties. A clearer understanding of the waste produced by these reactors will reduce the uncertainty in the amount of unspent nuclear fuel that remains in the reactors as time passes which, in turn, will guide nonproliferation policies that ensure nuclear material within these reactors remains secure. This information is an important element in addressing national energy concerns.

With extreme scale computing revolutionizing nuclear physics through the unification of efforts that are presently operationally disconnected, a deeper cross-fertilization between these areas will lead to further scientific breakthroughs as a result of deeper understanding gained from the results of the extreme scale
computations. High-performance computing will become as important to the nuclear physics program as the experimental and theoretical components. Just as progress in experiment and theory are tightly connected, so will be the case for extreme scale computing, nuclear theory, and experiments. Perhaps more importantly, extreme scale computing resources will generate enhancements to the nuclear physics program that cannot be imagined today. Resulting from extreme scale computing, breakthroughs will occur that will allow for significantly more progress to be made than can be presently estimated—including development of new areas of nuclear physics research. Though unable to predict the discoveries that will occur from a tighter integration of extreme scale computing with the nuclear physics community, researchers can state that quite novel technologies will be developed that will augment nuclear physics capabilities. Historically, theoretical and experimental nuclear physics have played complementary roles in advancing the field of nuclear physics. With the inclusion of extreme scale computing, the rate of advancement will increase. This is the realization of computational research as a third leg of scientific exploration within nuclear physics.

Nuclear physics at the extreme scale will also require an array of smaller computational facilities, with an aggregate capacity comparable to what will be used at the extreme scale. As is the case today, development and optimization of codes and algorithms will be on smaller machines that are located at either national computational facilities or that are local to researchers at universities or laboratories. Post-processing the results generated at the extreme scale facilities will, for many research areas, require a broad range of capabilities and capacities at 1% to 10% of the extreme scale. This is also true of the pre-processing that will occur in preparation for running on the extreme scale facilities.

More researchers will be needed to undertake the physics-, algorithm-, and code-developments that must be accomplished before the deployment of extreme scale computing, currently estimated to be around 2017. As the evolution to the extreme scale is expected to see computing resources grow faster than Moore’s Law predicts, enhanced recruitment and education mechanisms must be identified and implemented. Consensus estimates originating from the subpanels suggest that, in addition to present-day personnel, approximately 10 graduate students and 10 postdoctoral fellows will be required for each of the identified extreme scale projects.

While extreme-scale computing will provide the computational resources required to perform calculations that will unify nuclear physics research, the collaborations between the subfields of nuclear physics must be substantially enhanced to practically implement this unification. Extreme-scale computing will be a catalyst for such collaborations. If completed appropriately, these collaborative efforts will extend beyond the traditional borders of nuclear physics to include particle physicists, plasma physicists, fluid dynamicists, and other researchers. The nuclear physics community has venues from which to launch such collaborative efforts. These venues support short workshops and, in the case of the Institute for Nuclear Theory, longer programs that have the potential for launching new areas of research or that bring together scientists from different areas of research in a collaborative forum to generate progress in one or more of these areas. Such collaboration and innovation are required for the nuclear physics community to prepare for, and make optimal use of, extreme scale computational resources.

Nuclear physicists are benefiting greatly from interactions and collaborations with computer scientists, and such collaborations must be further embraced and strengthened as researchers move toward the era of extreme computing. Given the somewhat different hardware requirements between, for example, nuclear structure and reactions, and LQCD, it is imperative that nuclear physicists work closely with the computer scientists involved in designing the extreme-scale computing environments and all aspects of future
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hardware and software development. Further, it is imperative that nuclear physicists be provided access to machine design and machine simulators to ensure codes are ready for production when new machines become available. Given the sheer magnitude of extreme scale computational machines, present-day codes will not be viable, and collaborative efforts with computer scientists will be essential in developing new coding paradigms for the extreme computing era. Major progress has occurred in large-scale numerical calculations in nuclear physics through the implementation of procedures and techniques that have been developed by, or in collaboration with, applied mathematicians. Collaborations continue to be important to algorithm and code development in nuclear physics, and it is anticipated that collaborations with statisticians are likely to become a vital component of the extraction of physics from the large data output of extreme scale computations.

Future investments in dedicated centers that house researchers in multidisciplinary fields that use high-performance computers will be essential for performing research on the next generation of computers. Applied mathematicians, computational scientists, and nuclear physicists must work together to design, port, and implement codes on next-generation computers. Hardware and algorithmic issues that are created from the sheer size and scope related to extreme scale computing can only be tackled through multidisciplinary teams. In many ways, our nation’s national laboratories can play an integral role in promoting nuclear physics research via high-performance computing because they have the infrastructure and requisite multidisciplinary fields in place. As the extreme era evolves, however, centers dedicated to extreme scale computing must be developed and institutionalized. Ideally, these centers should draw upon resources already in place at national laboratories.

Many of the issues discussed in this section have, in no small way, motivated the Scientific Discovery through Advanced Computing (SciDAC) initiative. This panel uniformly views SciDAC as a great success and a central component of present and future research in nuclear physics. Preparation for extreme scale computing will require nurturing and strengthening the collaborations built via the SciDAC programs, and the knowledge gained from implementing SciDAC will be useful in planning for the extreme scale era. It is clear, however, that the SciDAC program alone will not be sufficient to bring about the extreme scale era. A program is needed that has similar goals but has broader size and scope. This program must also be stable on a timescale set by the full maturation of extreme scale computing (~10 years or more). An enhanced support mechanism will be required to establish and maintain the infrastructure of such a program and to further the multidisciplinary collaboration that will ultimately accomplish the mission of nuclear physics. As stated above, this program will extend beyond traditional borders and should be multidisciplinary and international in nature.

Extreme scale computing will lead to extreme scale data management issues. The post-computation data outputs and data manipulations will not resemble those that occur today. It is clear that less “data per flop” can be generated and stored. As a result, a great deal of sophistication must be developed in the nuclear physics community, in collaboration with computer scientists, to determine appropriate outputs. Even with such enhancements, the sheer volume of output will require new techniques for scientific discovery. Visualization is playing an important role in processing the output of large-scale calculations in many areas, but is not used as much in nuclear physics. With the help of computer scientists, this will change as the extreme scale era unfolds.

Many of the most important frontiers in nuclear physics research require extreme scale computational facilities to accomplish proposed objectives. Remarkably, extreme scale computing will enable an era of nuclear physics where theoretical efforts in nuclear physics are unified. The intrinsic structure and
interactions of the lightest hadrons, including the nucleons, will be unambiguously determined. It will become practical to perform calculations underpinned by QCD, in areas of research such as astrophysics, nuclear structure and reactions, and in heavy ion collisions. These calculations will address central issues in nuclear physics, such as the evolution of a heavy ion collision from the time of collision until detection; the fine-tuning in the triple-alpha reaction that produces $^{12}\text{C}$ and how the reaction depends upon the fundamental constants of nature; the precise calculation of very low-energy fusion cross-sections of light-nuclei; and the complete three-dimensional simulation of core-collapse supernovae.

Extreme scale computing will bring nuclear physics into an era where predictive capability will be typical. This era will bring with it answers to longstanding nuclear physics questions that not only impact key issues in fundamental science, but those that will help address our nation’s security and energy needs. Investment in extreme scale computing resources will enable the United States to maintain its forefront position in nuclear science research.

**RECOMMENDATIONS**

A number of recommendations emerged from each of the subpanels. These recommendations were combined where possible into the following general set of recommendations.

**Develop and Deploy Extreme Scale Computational Resources**

- *Develop and deploy extreme scale computing facilities dedicated to the mission of nuclear physics.* As detailed in this report, the nuclear physics research program requires extreme scale computing to accomplish its mission. Extreme scale computing facilities should be designed to accommodate the needs of nuclear physicists and should be deployed to focus on the mission of nuclear physics. Associated with such computational resources, firm support to research and the development of technologies—including applied mathematics, computer science, parallel algorithms, parallel optimization, parallel numerical libraries, supporting software, data storage, data analysis, visualization and visual analytics—is also recommended.

- *Provide nuclear physicists early access to the design and development of extreme scale computing hardware.* A transparent process should be established to facilitate decisions regarding the nature of extreme scale computing. Active dialogue between computer system designers and the nuclear physics community is highly encouraged to optimize the nuclear physics output of the extreme scale facilities. An open format in the decision-making process for extreme scale machines, and those leading to the extreme scale, will allow sufficient time for codes to be adapted and tuned to the new machines, and for new ideas to be explored.

**Access (Early, Range, Enhanced)**

- *Provide nuclear physicists access to a range of computational resources, including local resources, during and after the development of extreme scale computing.* Supporting computational facilities with a range of capabilities and capacities is required to maximize the scientific output of extreme scale computing facilities. It is not computationally efficient, and in some cases, not computationally feasible to apply all algorithms on a single extreme scale computer. Therefore, a single extreme scale computer will be limited in scientific output without additional significant computational resources that will be used for pre- and post-processing of numerical “data” as well as algorithm development.
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and optimization. The range of capabilities of these smaller computers could potentially span several orders of magnitude while still representing a large fraction of the total computational capacity.

- Provide nuclear physicists enhanced access to computing resources and to the most powerful computers from this point forward. Preparation for extreme scale computing requires a dedicated effort in the development and optimization of algorithms and codes. This will require continuous access to computational resources that are significantly larger than those presently available to the nuclear physics community at major computing facilities. Even with the allocations the scientific community has received under the Innovative and Novel Computational Impact on Theory and Experiment (INCITE) program, nuclear physicists are currently not obtaining enough computer time to accomplish its present-day objectives. It is strongly recommended that computing resources available to the nuclear physics community be substantially enhanced (much greater than an order of magnitude) from this point forward. Further, the present mode of operation that requires collaborations to prepare and submit multiple proposals for computer resources during any given year is suboptimal. Nuclear physics requires continuous access to substantial computing resources.

Collaboration, Training, and the Next Generation

- Foster collaboration between nuclear physicists, computational scientists, applied mathematicians, and physicists outside of nuclear physics. The efficient use of extreme scale machines will require a diverse set of talents including understanding physics applications, algorithmic invention, programming skills, and understanding the new computer systems’ hardware and architecture. Communities involving nuclear physics, computer science, and applied math must collaborate to develop the necessary hardware, algorithms, and software infrastructure. A renewed focus on investment and collaboration between different scientific disciplines will be crucial in assembling the human resources required for the extreme computing era.

- Strengthen the infrastructure for support and training at a range of career levels. Optimal use of extreme scale computing facilities will require training of its potential users to begin in the near term. This training will be required at various stages throughout a user’s career. Graduate-level courses and degrees that further educate nuclear physicists in key issues in computer science and applied mathematics are envisioned, while the training of researchers in nuclear physics and high-performance computing at the post-graduate level will occur at summer schools. For more senior researchers, such as faculty members at universities or staff members at national laboratories, such infrastructure is already in place, as programs and workshops at the Institute for Nuclear Theory (and possibly elsewhere) can be initiated for training or retraining purposes. An increase in funding for research associates and for related SciDAC programs is expected to be required to meet the challenges in software development and data handling that will accompany the extreme scale era.

- Provide long-term positions to researchers to encourage interdisciplinary research that will enhance the nuclear physics programs at the extreme scale. It is important to establish career paths for new researchers in interdisciplinary areas related to extreme scale computing so that their efforts in solving the challenges of extreme computing do not limit their future careers. These researchers could be located at national laboratories or at computational-science centers. Joint laboratory/university positions could address many concerns of a new researcher. Joint positions would also produce an open recruitment channel between universities and laboratories. Such positions would give laboratory staff access to students, and universities access to unique laboratory resources.
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### APPENDIX 1: WORKSHOP AGENDA

**Monday, January 26, 2009**

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
<th>Location</th>
<th>Speaker/Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:00 a.m. – 9:00 a.m.</td>
<td>Registration/Working Breakfast: Panel Chair Meetings</td>
<td>Grand Foyer</td>
<td></td>
</tr>
<tr>
<td>9:00 a.m. – 9:10 a.m.</td>
<td>Introduction: Welcome</td>
<td>Salons A &amp; B</td>
<td>Glenn R. Young</td>
</tr>
<tr>
<td>9:10 a.m. – 9:25 a.m.</td>
<td>DOE-ONP Perspective</td>
<td>Salons A &amp; B</td>
<td>Eugene A. Henry</td>
</tr>
<tr>
<td>9:25 a.m. – 9:40 a.m.</td>
<td>DOE-OASCR Perspective</td>
<td>Salons A &amp; B</td>
<td>Michael Strayer</td>
</tr>
<tr>
<td>9:40 a.m. – 10:10 a.m.</td>
<td>Major Issues in Nuclear Physics Aided by Massive Computation</td>
<td>Salons A &amp; B</td>
<td>David Kaplan</td>
</tr>
<tr>
<td>10:10 a.m. – 10:35 a.m.</td>
<td>OASCR “Hardware into the Future”</td>
<td>Salons A &amp; B</td>
<td>Rick Stevens</td>
</tr>
<tr>
<td>10:35 a.m. – 11:00 a.m.</td>
<td>Nuclear Physics and Cold QCD</td>
<td>Salons A &amp; B</td>
<td>David Richards</td>
</tr>
<tr>
<td>11:00 a.m. – 11:15 a.m.</td>
<td>General Discussion</td>
<td>Grand Foyer</td>
<td></td>
</tr>
<tr>
<td>11:15 a.m. – 11:40 a.m.</td>
<td>Nuclear Structure and Nuclear Reactions</td>
<td>Salons A &amp; B</td>
<td>James P. Vary</td>
</tr>
<tr>
<td>11:40 a.m. – 12:05 p.m.</td>
<td>Hot and Dense QCD</td>
<td>Grand Foyer</td>
<td>Frithjof Karsch</td>
</tr>
<tr>
<td>12:05 p.m. – 12:30 p.m.</td>
<td>Nuclear Astrophysics</td>
<td>Salon C</td>
<td>Anthony Mezzacappa</td>
</tr>
<tr>
<td>12:30 p.m. – 12:55 p.m.</td>
<td>Accelerator Physics</td>
<td>Salon E</td>
<td>Frithjof Karsch</td>
</tr>
<tr>
<td>12:55 p.m. – 1:10 p.m.</td>
<td>Charge for Subpanel Sessions</td>
<td>Frederick Suite</td>
<td>David J. Dean</td>
</tr>
<tr>
<td>1:10 p.m. – 2:00 p.m.</td>
<td>Working Lunch: Discussion on subpanel expectations</td>
<td>Grand Foyer</td>
<td></td>
</tr>
<tr>
<td>2:00 p.m. – 4:15 p.m.</td>
<td><strong>Subpanels</strong></td>
<td>Salons A &amp; B</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nuclear Structure and Nuclear Reactions</td>
<td>Salons A &amp; B</td>
<td>James P. Vary and Steven C. Pieper</td>
</tr>
<tr>
<td></td>
<td>Nuclear Astrophysics</td>
<td>Salon C</td>
<td>Anthony Mezzacappa and George Fuller</td>
</tr>
<tr>
<td></td>
<td>Nuclear Forces &amp; Cold QCD</td>
<td>Salon D</td>
<td>Thomas Luu and David Richards</td>
</tr>
<tr>
<td></td>
<td>Hot and Dense QCD</td>
<td>Salon E</td>
<td>Steffen A. Bass and Frithjof Karsch</td>
</tr>
<tr>
<td></td>
<td>Accelerator Physics</td>
<td>Frederick Suite</td>
<td>Robert Ryne</td>
</tr>
<tr>
<td>4:15 p.m. – 4:30 p.m.</td>
<td>General Discussion</td>
<td>Grand Foyer</td>
<td></td>
</tr>
<tr>
<td>4:30 p.m. – 5:30 p.m.</td>
<td><strong>Continue Subpanel work</strong></td>
<td>Salons A &amp; B</td>
<td></td>
</tr>
<tr>
<td>5:30 p.m. – 6:30 p.m.</td>
<td>Wrap up for day (Subpanels stay together)</td>
<td>Darnestown Suite</td>
<td></td>
</tr>
<tr>
<td>6:30 p.m. – 7:30 p.m.</td>
<td>Working Dinner: Continue discussions as needed; compare and develop major issues and needs.</td>
<td>Darnestown Suite</td>
<td></td>
</tr>
</tbody>
</table>
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**Tuesday, January 27, 2009**

<table>
<thead>
<tr>
<th>Time</th>
<th>Session</th>
<th>Location</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:00 a.m. – 9:00 a.m.</td>
<td>Working Breakfast: Summary of Day 1 and Expectations for Day 2</td>
<td>Grand Foyer</td>
<td></td>
</tr>
<tr>
<td>9:00 a.m. – 12:30 p.m.</td>
<td><strong>Subpanels</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Nuclear Structure and Nuclear Reactions</td>
<td>James P. Vary and Steven C. Pieper</td>
<td>Salons A &amp; B</td>
</tr>
<tr>
<td></td>
<td>Nuclear Astrophysics</td>
<td>Anthony Mezzacappa and George Fuller</td>
<td>Salon C</td>
</tr>
<tr>
<td></td>
<td>Nuclear Forces &amp; Cold QCD</td>
<td>Thomas Luu and David Richards</td>
<td>Salon D</td>
</tr>
<tr>
<td></td>
<td>Hot and Dense QCD</td>
<td>Steffen A. Bass and Frithjof Karsch</td>
<td>Salon E</td>
</tr>
<tr>
<td></td>
<td>Accelerator Physics</td>
<td>Robert Ryne</td>
<td>Frederick Suite</td>
</tr>
<tr>
<td>10:15 a.m. – 10:30 a.m.</td>
<td>General Discussion</td>
<td>Grand Foyer</td>
<td></td>
</tr>
<tr>
<td>10:30 a.m. – 12:30 p.m.</td>
<td><strong>Continue Subpanel work</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:30 p.m. – 2:00 p.m.</td>
<td>Working Lunch: Subpanel initial discussion of recommendations</td>
<td>Grand Foyer</td>
<td></td>
</tr>
<tr>
<td>2:00 p.m. – 4:00 p.m.</td>
<td><strong>Subpanel work</strong></td>
<td>Assigned Break-Out Room</td>
<td></td>
</tr>
<tr>
<td>4:00 p.m. – 4:15 p.m.</td>
<td>General Discussion</td>
<td>Grand Foyer</td>
<td></td>
</tr>
<tr>
<td>4:15 p.m. – 5:30 p.m.</td>
<td><strong>Subpanel work</strong></td>
<td>Assigned Break-Out Room</td>
<td></td>
</tr>
<tr>
<td>5:30 p.m. – 6:00 p.m.</td>
<td>Subpanel Discussion of Closeout Presentation</td>
<td>Assigned Break-Out Room</td>
<td></td>
</tr>
<tr>
<td>6:30 p.m. – 7:30 p.m.</td>
<td>Working Dinner: Continuation of discussions on recommendations</td>
<td>Darnestown Suite</td>
<td></td>
</tr>
<tr>
<td>7:30 p.m. – 9:00 p.m.</td>
<td>Discussion of recommendations – develop major recommendations for closeout</td>
<td>Conveyors and Organizers</td>
<td></td>
</tr>
</tbody>
</table>
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**Wednesday, January 28, 2009**

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
<th>Presenter</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:00 a.m. – 9:00 a.m.</td>
<td>Working Breakfast: Expectations for Day 3</td>
<td>Glenn R. Young</td>
<td>Grand Foyer</td>
</tr>
<tr>
<td>9:00 a.m. – 9:25 a.m.</td>
<td>Subpanel Report – Nuclear Astrophysics</td>
<td>George Fuller</td>
<td>Salons A &amp; B</td>
</tr>
<tr>
<td>9:25 a.m. – 9:50 a.m.</td>
<td>Subpanel Report – Accelerator Physics</td>
<td>Robert Ryne</td>
<td>Salons A &amp; B</td>
</tr>
<tr>
<td>9:50 a.m. – 10:15 a.m.</td>
<td>Subpanel Report – Nuclear Forces and Cold QCD</td>
<td>Thomas Luu</td>
<td>Salons A &amp; B</td>
</tr>
<tr>
<td>10:15 a.m. – 10:40 a.m.</td>
<td>Subpanel Report – Nuclear Structure and Nuclear Reactions</td>
<td>Steven C. Pieper</td>
<td>Salons A &amp; B</td>
</tr>
<tr>
<td>10:40 a.m. – 11:00 a.m.</td>
<td>General Discussion</td>
<td></td>
<td>Grand Foyer</td>
</tr>
<tr>
<td>11:00 a.m. – 11:25 a.m.</td>
<td>Subpanel Report – Hot and Dense QCD</td>
<td>Steffen A. Bass</td>
<td>Salons A &amp; B</td>
</tr>
<tr>
<td>11:25 a.m. – 11:40 a.m.</td>
<td>Summary Observations</td>
<td>Martin J. Savage</td>
<td></td>
</tr>
<tr>
<td>11:40 a.m. – 12:00 p.m.</td>
<td>Report Schedule, Thanks</td>
<td>Glenn R. Young</td>
<td></td>
</tr>
<tr>
<td>12:00 p.m. – 1:30 p.m.</td>
<td>Working Lunch: Discussion – Workshop report expectations</td>
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### APPENDIX 3: ACRONYMS AND ABBREVIATIONS

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AG</td>
<td>alternating gradient</td>
</tr>
<tr>
<td>AGB</td>
<td>asymptotic giant branch</td>
</tr>
<tr>
<td>AMR</td>
<td>adaptive mesh refinement</td>
</tr>
<tr>
<td>ANL</td>
<td>Argonne National Laboratory</td>
</tr>
<tr>
<td>ASC</td>
<td>advanced simulation and computing</td>
</tr>
<tr>
<td>ATDHFB</td>
<td>adiabatic time-dependent Hartree-Fock-Bogoliubov (calculations)</td>
</tr>
<tr>
<td>BBN</td>
<td>Big Bang nucleosynthesis</td>
</tr>
<tr>
<td>BER</td>
<td>Office of Biological and Environmental Research</td>
</tr>
<tr>
<td>BES</td>
<td>U.S. Department of Energy Office of Basic Energy Sciences</td>
</tr>
<tr>
<td>BNL</td>
<td>Brookhaven National Laboratory</td>
</tr>
<tr>
<td>CC</td>
<td>coupled cluster</td>
</tr>
<tr>
<td>CEBAF</td>
<td>Continuous Electron Beam Accelerator Facility</td>
</tr>
<tr>
<td>CERN</td>
<td>European Organization for Nuclear Research</td>
</tr>
<tr>
<td>CFD</td>
<td>computational fluid dynamics</td>
</tr>
<tr>
<td>CGC</td>
<td>color-glass condensate</td>
</tr>
<tr>
<td>CI-SM</td>
<td>configuration-interaction shell model</td>
</tr>
<tr>
<td>CNO</td>
<td>carbon-nitrogen-oxygen</td>
</tr>
<tr>
<td>CP</td>
<td>charge-conjugation and parity</td>
</tr>
<tr>
<td>CPT</td>
<td>charge-conjugation, parity, and time-reversal</td>
</tr>
<tr>
<td>CPU</td>
<td>central processing unit</td>
</tr>
<tr>
<td>CSIRO</td>
<td>Commonwealth Scientific and Industrial Research Organisation</td>
</tr>
<tr>
<td>DDT</td>
<td>deflagration-to-detonation transition</td>
</tr>
<tr>
<td>DFT</td>
<td>density functional theory</td>
</tr>
<tr>
<td>DOE</td>
<td>U.S. Department of Energy</td>
</tr>
<tr>
<td>ECR</td>
<td>electron cyclotron resonance</td>
</tr>
<tr>
<td>EDM</td>
<td>electric dipole moment</td>
</tr>
<tr>
<td>EFT</td>
<td>effective field theory</td>
</tr>
<tr>
<td>EIC</td>
<td>electron-ion collider</td>
</tr>
<tr>
<td>ELIC</td>
<td>Electron Light Ion Collider</td>
</tr>
<tr>
<td>EOS</td>
<td>equation of state</td>
</tr>
<tr>
<td>Acronym</td>
<td>Abbreviation</td>
</tr>
<tr>
<td>-----------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>eRHIC</td>
<td>Electron Relativistic Heavy Ion Collider</td>
</tr>
<tr>
<td>ERL</td>
<td>energy-recovery linac</td>
</tr>
<tr>
<td>EXIST</td>
<td>Energetic X-Ray Imaging Survey Telescope</td>
</tr>
<tr>
<td>FAIR</td>
<td>Facility for Antiproton and Ion Research</td>
</tr>
<tr>
<td>FEL</td>
<td>Free-Electron Laser (technology)</td>
</tr>
<tr>
<td>FMR</td>
<td>fixed mesh refinement</td>
</tr>
<tr>
<td>FRIB</td>
<td>Facility for Rare Isotope Beams</td>
</tr>
<tr>
<td>GCD</td>
<td>gravitationally confined detonation</td>
</tr>
<tr>
<td>GFMC</td>
<td>Green’s Function Monte Carlo</td>
</tr>
<tr>
<td>GMRES-DR</td>
<td>Generalized Minimum Residual with Deflating Restarting (method; algorithm)</td>
</tr>
<tr>
<td>GPD</td>
<td>Generalized Parton Distribution</td>
</tr>
<tr>
<td>GRB</td>
<td>gamma-ray burst</td>
</tr>
<tr>
<td>GW</td>
<td>gravitational waves</td>
</tr>
<tr>
<td>HEP</td>
<td>high-energy physics</td>
</tr>
<tr>
<td>HFB</td>
<td>Hartree-Fock-Bogoliubov (calculations)</td>
</tr>
<tr>
<td>HISQ</td>
<td>highly improved staggered quark</td>
</tr>
<tr>
<td>HOM</td>
<td>high-order mode</td>
</tr>
<tr>
<td>I/O</td>
<td>input/output</td>
</tr>
<tr>
<td>IMF</td>
<td>initial mass function</td>
</tr>
<tr>
<td>INCITE</td>
<td>Innovative and Novel Computational Impact on Theory and Experiment</td>
</tr>
<tr>
<td>Jefferson Laboratory</td>
<td>Thomas Jefferson National Accelerator Facility</td>
</tr>
<tr>
<td>LANL</td>
<td>Los Alamos National Laboratory</td>
</tr>
<tr>
<td>LBNL</td>
<td>Lawrence Berkeley National Laboratory</td>
</tr>
<tr>
<td>LEC</td>
<td>low-energy constant</td>
</tr>
<tr>
<td>LEFT</td>
<td>lattice-based EFT</td>
</tr>
<tr>
<td>LHC</td>
<td>Large Hadron Collider</td>
</tr>
<tr>
<td>LIGO</td>
<td>Laser Interferometer Gravitational-Wave Observatory</td>
</tr>
<tr>
<td>LLNL</td>
<td>Lawrence Livermore National Laboratory</td>
</tr>
<tr>
<td>LQCD</td>
<td>lattice quantum chromodynamics</td>
</tr>
<tr>
<td>LTE</td>
<td>local thermodynamic equilibrium</td>
</tr>
<tr>
<td>MPI</td>
<td>message-passing interface</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
</tr>
<tr>
<td>NCSM</td>
<td>no-core shell model</td>
</tr>
<tr>
<td>NLTE</td>
<td>nonlocal thermodynamic equilibrium</td>
</tr>
<tr>
<td>NN</td>
<td>nucleon-nucleon (interaction)</td>
</tr>
<tr>
<td>NNN</td>
<td>three-nucleon (interaction)</td>
</tr>
<tr>
<td>NNSA</td>
<td>National Nuclear Security Administration</td>
</tr>
<tr>
<td>NP</td>
<td>U.S. Department of Energy Office of Nuclear Physics</td>
</tr>
<tr>
<td>NPLQCD</td>
<td>Nuclear Physics Lattice Quantum Chromodynamics (Collaboration)</td>
</tr>
<tr>
<td>NS</td>
<td>neutron star</td>
</tr>
<tr>
<td>NSAC</td>
<td>Nuclear Science Advisory Committee</td>
</tr>
<tr>
<td>NSF</td>
<td>National Science Foundation</td>
</tr>
<tr>
<td>NSM</td>
<td>neutron star merger</td>
</tr>
<tr>
<td>ODE</td>
<td>ordinary differential equation</td>
</tr>
<tr>
<td>ORNL</td>
<td>Oak Ridge National Laboratory</td>
</tr>
<tr>
<td>PES</td>
<td>potential energy surface</td>
</tr>
<tr>
<td>PIC</td>
<td>particle-in-cell</td>
</tr>
<tr>
<td>PRD</td>
<td>priority research direction</td>
</tr>
<tr>
<td>QCD</td>
<td>quantum chromodynamics</td>
</tr>
<tr>
<td>QGP</td>
<td>quark-gluon plasma</td>
</tr>
<tr>
<td>QMC</td>
<td>quantum Monte Carlo</td>
</tr>
<tr>
<td>QRPA</td>
<td>quasi-particle random-phase approximation</td>
</tr>
<tr>
<td>RAGE</td>
<td>Radiation-Adaptive Grid Eulerian (code)</td>
</tr>
<tr>
<td>RAM</td>
<td>random-access memory</td>
</tr>
<tr>
<td>RFQ</td>
<td>radio-frequency modeling</td>
</tr>
<tr>
<td>RGM</td>
<td>resonating group method</td>
</tr>
<tr>
<td>RHIC</td>
<td>Relativistic Heavy Ion Collider</td>
</tr>
<tr>
<td>RMT</td>
<td>Random Matrix Theory</td>
</tr>
<tr>
<td>SASI</td>
<td>standing accretion shock instability</td>
</tr>
<tr>
<td>SC</td>
<td>U.S. Department of Energy Office of Science</td>
</tr>
<tr>
<td>SciDAC</td>
<td>Scientific Discovery through Advanced Computing</td>
</tr>
<tr>
<td>SN</td>
<td>supernovae</td>
</tr>
<tr>
<td>SNe Ia</td>
<td>Type Ia supernovae</td>
</tr>
</tbody>
</table>
## APPENDIX 3: ACRONYMS AND ABBREVIATIONS

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>STAR</td>
<td>Solenoid Tracker at Relativistic Heavy Ion Collider</td>
</tr>
<tr>
<td>TD-SLDA</td>
<td>time-dependent superfluid local density approximation</td>
</tr>
<tr>
<td>TEM</td>
<td>transverse electromagnetic mode</td>
</tr>
<tr>
<td>UNEDF</td>
<td>Universal Nuclear Energy Density Functional</td>
</tr>
<tr>
<td>UTK</td>
<td>University of Tennessee at Knoxville</td>
</tr>
<tr>
<td>UW</td>
<td>University of Washington</td>
</tr>
<tr>
<td>WIMPS</td>
<td>weakly interacting massive particles</td>
</tr>
<tr>
<td>WP</td>
<td>working point</td>
</tr>
<tr>
<td>XRB</td>
<td>X-ray bursts</td>
</tr>
</tbody>
</table>