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[U.S. CMS and CMS

%@i\j\%(.:Msgollaboratlon I i

53 Countries 1906 PhD Physicists *
~* 232 Institutes 1036 Physics Doctoral Students *
281 Technicians * 1110 Undergraduates *

1065 Engineers * (* as of Feb 2019) l
2942 Physicist (PHD+PHD studants) * g

. 4 US (DOE + NSF) is
... and growing " 4 a " largely the biggest
*  two new institutes since last spring | Nation with close to

« four more will be voted in December 07 Participation
(incl. 2% nucl.) L

4 4
51 U.S. Institutions on CMS
U.S. CMS plays a crucial role in CMS
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EZ CMS Phase-1 Upgrades

= CMS followed an approach of early installation of the

Phase-1 upgrades and detector improvements from
LS1 (2013/14) to LS2 (2019/20)

=" New pixel detector
installed in the EYETS r 3 / ‘ i
2016/17 | %

= DC-DC problem required
repairsin the YETS
2017/18

= Barrel layer 1 replacement P
(planned after Run 2) Will  comptete four haf ciinders, eac

with three half disks. System is

b e | N Sta I I e d d u r| ] g LSZ demonstrated by read out in ?est
stand at CERN and turned over to
(2020) (nOt U.S. SCOpE) CMSTechnicalCoordv‘k\

install.
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%Z CMS Phase-1 Upgrades C

" L1 Trigger upgrade
installed in 2015 and data
taking 2016

" Upgraded readout for

hadron calorimeter N

J 12 MTF7 processors

= Forward upgrade started in
LS1, completedin the
EYETS 2016/17

= Endcap front-end
electronics and photo
sensors upgraded un YETS
2017/18

= Barrel upgrade completed |
in LS2 " —

= The U.S. (NSF+DOE) Phase-1 contribution ~S40M

= These upgrades were completed this summer
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=2 [EMS HL-LHC Upgrade Goals

" The HL-LHC upgrades will address three of the five P5 Science
Drivers

1.

A

Use the Higgs boson as a new tool for discovery
Pursuethe physics associated with neutrino mass

Identify the new physics of dark matter

Understand cosmic acceleration: darkenergy and inflation

Explorethe unknown: new particles, interactions, and physical
principles.

= Upgrades designed to take full advantage of the HL-LHC
= Designed for 3 ab! - radiation tolerance
= Operatingat 200 PU — handle the high occupancy environment
= Key science requirements:

= Maintain low trigger threshold
= Forward jet tagging

= Efficient Higgs reconstruction
= PU mitigation

= Secondary vertex tagging
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racking Upgrades for HL-LHC
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Imeter Upgrades for HL-LHC

A

* New High Granularity forward

?\ N :ﬂ
calorimeter s\ 1
= High resolution 4-D reconstruction M *-2'/\ \
. o ‘7\/\ ¥/ 73\
= 28 electromagnetic layers, silicon “ ’?Q/_ V.
modules (Cu/CuW/Pb absorber, 25 j*M\j NS
Xo, 1.3 \) i %&/ 1
= 22 hadroniclayers: Si + Si/SiPM &5 j N
(stainless steel absorber, 8.5 A) fﬁé‘i/\ 7\ f
PN N
= Upgraded barrel readout VAL

= Crystal level readout for trigger < | ~2m e
= Precision timing
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E MIP Timing Detector (MTD)

= Provide precision timing for MIP particles — mitigate PU
= LYSO crystals + SIPMs in barrel
= S| LGAD in endcap

MTD design overview

—( ) 4'\ \ S/’/

ENDCAPS
On the CE nose

‘\/

e Thin layer between tracker and calorimeters
e MIP sensitivity with time resolution of ~30 ps
e Hermetic coverage for |n|<3




ary of CMS HL-LHC Upgrades

Trigger/HLT/DAQ DOE| and [NSF Barrel ECAL/HCAL NSF

* Track information in L1-Trigger * Replace FE/BE electronics

e L1-Trigger: 12.5 us latency — output 750 kHz » Lower ECAL operating temp. (8 °C)
e HLT output 7.5 kHz

NSF

Muon Systems S

* Replace DT & CSC FE/BE
Electronics

e Complete Muon coverage
in region 1.5<n<2.4
Muon tagging 2.4<n<3

DOE

New Endcap Calorimeters| 1§
* Rad. tolerant — high granularity
* 3D capable

New Tracker DOE DOE

e Rad. tolerant — high granularity — significant less material MIP Precision Timing Detector
* 40 MHz selective readout (pr>2 GeV) in Outer Tracker for « Barrel: Crystal +SiPM

L1 -Trigger
* Extended coverage ton=4

* Endcap: Low Gain Avalanche
NSF 1ceap
Diodes
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¢ Phase-2 Upgrade of the Phase-2 1 A MIP Timing Detector
CMS Endcap Calorimeter Hof for the CMS Phase-2 Upgrade
Technical Design Report Technical Design Report

TEOHNICAL DFRIGN REPORT

Endcap Calo. Barrel Calo. MIP Timing

= Next:
= L1 Trigger (2020)
= DAQ/HLT (2021)
= Beam Radiation, Instrumentation and Luminosity (2020)
= Computing (2022)

} Interim TDRs in 2017
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.. HL-LHC Approval Timeline
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E(ém NSF - Status for HL-LHC Upgrades

= Followingthe P5 reportin 2014 NSF formed a
subcommittee (of the MPS Advisory Committee) to
recommend NSF’s response to the P5 report

= Recommended NSF pursue an MREFC for the HL-LHC upgrades
= One HL-LHC MREFC for CMS+ATLAS (S75M+S75M)

= CMS has proceeded through the MREFC approval process:
= Conceptual Design Review — March 2016
= Preliminary Design Review — December 2017
= Final Design Review — September 2019

= Plan is to start construction project April 1, 2020
= National Science Board approval targeted for Feb. 2020

" |n addition to the MREFC funds the NSF has supported the
R&D phase (~*S11M) and will supportinstallation (~4M)

= Supporthas come through the operations program
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EZ DOE — Status of HL-LHC Upgrades

" The CMS HL-LHC Upgrade approval process
= CD-0 (Approve Mission Needs) March 2015

= CD-1 (Approve Alternative Selection and Cost Range)
Oct. 2019

= CD-3A (Early procurements) March (2020)
= CD-2 (Approve Performance Baseline) Nov. 2020

= The DOE Total Project Cost (TPC) is $S162M (incl.
installation and commissioning)
= Early R&D supported by U.S. CMS Operations Program
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%Z Scientific Labor

= 48 Institutionsinvolved with the HL-LHC upgrades

= Scientific labor is effort that is not on the project:
= Graduate Students, Postdocs, Faculty/Scientists

= Graduate student and postdocinvolvement is essential
for the training of future scientists

| 402-HL-LHC Scientific Labor by Labor Discipline |

Scientific Labor Effort:

141 FTE years Grad. Students 0 80 S"D:’*’(mm
128 FTE years Postdocs n 70;— E :j:;';;‘(‘j:j:::
189 FTE years Scientists 60F
50
Total effort 458 FTE years 40-
At peak ~80 FTEs 30
20"
We also have 94 FTE years of 105
costed undergraduate effort qf. = I R T R — — R R
6 18 20 22 24 26 28 30
Fiscal Year

= With the tight funding for research the availability of
the scientific labor is a concern for the upgrade project
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HE-LHC: Unprecedented Computing Challenges

= ATLAS/CMS are evaluating “Full Life-Cycle Cost”, including Computing

= Solving HL-LHC computing requires to modernize physics software

= CPU challenge needs innovative algorithms and data structures, including ML / Al

= New algorithms to run well at high pile-up on modern architectures for CPUs, GPUs,
FPGAs

= Will allow for cost effective computing solutions based on industry trends and emerging
science infrastructures, including HPC and computing clouds

= Storage is a cost driver, and data storage cannot be done “opportunistically”
= Needs R&D into Data Organization, Management and Access

= Areas of Software and Computing Research Needs

[ \( Phvsi \( b Data and
DOMA ysics Visualization Software O

Generators * i
\0 3 \0 N ©® \J ) | Preservation
s N ) N
. (0 Software W f Workflow and
Machine . Detector
; Trigger & Event . : @© Resource
HEEITIE Reconstruction 05lmulatlon Management
7 ‘iﬁb \ VAR J g

Data-Flow _ Networking,
® Processing Data Analysis & Storage
Framework dnterp retatior‘lE frastructure and

Facilities

©®  Software Development, @] [

Deployment, Validation, Verification Training @ ]




imeline

= Ongoing R&D to develop the blueprint for HL-LHC Computing

= In close coordination and collaborationinthe US and internationally

= DOE — NSF partnershipis essential: US LHC Ops Programs, IRIS-HEP,
CCE, etc

« Innovation ﬁ
« Engineering & Prototyping ‘»
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CMS
EZ summary

= Phase-1 upgrades completed

= CMS HL-LHC upgrades are exciting and ambitious

= New tracker with trigger primitive (p; discrimination) and
extended forward coverage

= New High-Granularity forward calorimeter
= New MIP timing detector
= Upgraded readoutand trigger electronics

= HL-LHC upgrades proceeding

= CMS/CERN approval of TDRs for major detector components

= NSF Final Design Review held in Sept. 2019
= Anticipate project startin April 2020

= DOE CD-1 Review held Oct. 2012
= CD-2 expected Nov. 2020

= U.S. CMS collaboration enthusiastically engaged
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-:)pe Budget Profile at FDR

Obligation (M$) E Contingency (MS)

25

20

15

10

5

0

FY2020 FY2021 FY2022 FY2023 FY2024 FY2025 FY2026 Total

Contingency (M$) 3.9 5.8 2.8 1.9 2.7 0.0 0.0 17.1
Obligation (M$) 8.8 14.9 18.1 11.7 3.6 0.6 0.1 57.9
Total (M$) 12.7 20.7 20.9 13.6 6.3 0.6 0.1 75.0
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nding Profile

402 Spending and Funding Profile
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region & gender

Yearly CMS Author Counts by Gender
from 2015 to July 2019 by Current CMS Region

. Male, 2015
. Male, 2016
. Male, 2017
. Male, 2018
. Male, 2019
B Female, 2015
N Female, 2016
B Female, 2017
I Female, 2018
I Female, 2019
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Yearly CMS Female Author Fraction by
Professional Category from 2015 to July 2019 for USA
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Female author fraction
U.S. CMS Physicists:
Postdocs: 23+4%
(faculty +researchers):
Junior: 35+10%
Senior: 12+2%
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raining of graduate students

Given the large size and long time scales of CMS, we recognize our important role in the stewardship of

our field, especially in terms of training and mentoring students & postdocs

= Concerns about 15% decrease in graduate students in the last year

Doctoral Student Authors

210
200
15%
190
180
170 I

160
2015 2016 2017 2018 2019

Mentoring of early-career scientists for leadership roles in the experiment & industry

Most U.S. CMS students who completed their Ph.D. since 2008 have followed scientific careers
and are distinguishing themselves in academic, research, and industry environments.

Outside academia, they have brought expertise on data science and advanced computing
techniques e.g. machine learning to a diverse array of projects in high-tech industry, medicine,
and other sectors.

= Autopilot development for Tesla Motors, Al research for DeepMind

= Educational data mining for Pearson North America

= Software development for the National Center for Missing and Exploited Children

= Cloud computing for Amazon Web Services, and applications in the health-care sector.
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Decreasing time available for
doing “Science”

= Keep total number of FTE available in FY17 (portfolio review)
= Projected operations FTE needs assumed constant per year (portfolio review)
= Projected needs for scientific labor profile forcarrying out HL-HC detector R&D and construction

= Compute “fraction of FTE available” forcarrying out “Science tasks” after accounting for FTE
needs by operations and upgrade

= Compared to FY17 expect ~40% decrease by FY22!!
= Optimistic estimate as EF budgets have decreased consistently since then.

Science tasks defined as:

* performing analysis, Science FTE fraction compared to
* developing innovative analysis techniques, 15 FY17
* publications, (innovations+analysis+publications)
* studies for HL-LHC, 1
* indulging in community activities o o

* (e.gsnowmass, outreach, etc) 05

Itis getting untenable
overextension, working weekends not very conduciveto increasing
diversity in the field, also does not promote family friendliness.

Year FY17 FY18 FY19 FY20 Fy21 FY22



