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Introduction
For decades, scientists have known that devices to 
store and manipulate information in quantum 
physical systems such as atoms or photons would 
provide radical new capabilities in computing, 
communication, and sensing. These novel 
capabilities include speed-ups in scientific 
calculations of quantum materials and chemical 
systems, enhanced resolution in imaging and 
detection systems, and greater security for 
encrypted communication systems. Building these 
devices requires a detailed understanding of how 
quantum materials behave, accurate knowledge of 
how to integrate them, and high-fidelity control of 
the physical qubits that store information. These 
goals are fundamental research challenges for 
materials synthesis, fabrication, and 
characterization; and the science of quantum 
information intersects heavily with ongoing basic 
research into materials science, chemistry, and 
quantum physics. These systems represent state-
of-the-art approaches to building and controlling 
the basic physical elements of quantum 
information. Research into quantum sensing and 
quantum communication strongly leverages these 
advances for next-generation technologies, e.g., 
measurements beyond the Heisenberg limit, while 
applications of quantum computing (QC) as a 
platform for understanding future quantum 
material systems highlight its potential for 
advanced scientific discovery. 

As existing computing technologies approach 
fundamental limits to continued scalability, QC 
has emerged as a profoundly different and 
powerful way of computing. By exploiting the 
novel laws of quantum physics, QC promises to 
open new scientific and industrial frontiers by 
transforming some hard, conventional computing 
problems into tractable and scalable forms. 
However, the development of practical QC 
technology is a grand challenge requiring 
significant advances in material science, device 
physics, hardware and system engineering, and 
computer science. 

Quantum bits (qubits) are the basic physical 
building blocks of any future quantum computer 
or coprocessor. A handful of different 
technologies have been pursued in recent years to 
demonstrate qubits. While each of these 
technologies shows promise, qubits of sufficiently 
high quality and quantity to perform large-scale 
QC remain an elusive goal. QC requires many 
qubits that can be initialized into predefined 
quantum states, manipulated to process 
information, and measured to extract 
computational results. In addition, qubits must 
reliably store the prepared quantum state between 
successive operations. The effectiveness of a qubit 
for these tasks therefore depends on the 
fundamental physical interactions between the 
qubit and its local environment, particularly the 
electric, magnetic, and phonon environments. 
Despite progress to minimize these unwanted 
interactions, current state-of-the-art efforts cannot 
measure, model, or predict the qubit environment 
with sufficient accuracy to enable the large-scale 
fabrication of high-quality qubits needed for 
mission-scale QC. 

Another difficulty is that the best qubits developed 
to date must be individually addressed and 
controlled under extremely low temperature and 
high vacuum. These extreme environments 
introduce significant challenges to transmitting 
signals in and out of qubit registers with high 
bandwidth, high spatial density, high integrity, and 
high mechanical robustness while crossing large 
thermal gradients. These engineering challenges 
have only begun to be addressed. 

Finally, there are significant open questions 
regarding how to use qubits effectively as 
computational resources. As basic units of 
information, qubits obey logical rules that are very 
different from those governing conventional bits 
and often unintuitive. Consequently, nascent 
quantum programming models are quite different 
from traditional computer programming models 
and not nearly as well understood. Moreover, 
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some core quantum algorithms show significant 
promise for computational speedups for physical 
science applications, such as electronic structure 
calculations for materials and chemistry, but these 
algorithms have been worked out for only a small 
set of problems with practical interest. Pending 
real-world applications do not yet define the 
interplay between quantum and traditional 
computation; and the broader understanding of 
quantum and traditional programming models, as 
well as quantum and conventional computing 
hardware, is lacking. 

This factual status document for Quantum 
Information Science has been developed for the 
Department of Energy Office of Science, Basic 
Energy Sciences (BES). The following are several 
seminal or key references for interested readers; 
the reference section gives a more exhaustive, but 
still not complete, list of important papers in this 
area. 

1. J. I. Cirac, P. Zoller, “Quantum computations 
with cold trapped ions,” Phys. Rev. Lett. 74, 
4091 (1995). 

2. C. Monroe and J. Kim, “Scaling the ion trap 
quantum processor,” Science 339, 1164 (2013). 

3. M. Saffman, T. G. Walker, and K. Mølmer, 
“Quantum information with Rydberg atoms,” 
Rev. Mod. Phys. 82, 2313 (2010). 

4. B. E. Kane, “A silicon-based nuclear spin 
quantum computer,” Nature 393, 133 (1998). 

5. C. D. Hill, E. Peretz. S. J. Hile, M. G. House, 
M. Fuechsle, S. Rogge, M. Y. Simmons and 
L.C.L. Hollenberg, “A surface code quantum 
computer in silicon,” Sci. Adv. 1, 9 (2015). 

6. J. L. O’Brien, A. Furusawa, and J. Bucolic, 
“Photonic quantum technologies,” Nat. 
Photonics 3, 687 (2009). 

7. R. Ascender and H. J. Briegel. “A One-Way 
Quantum Computer,” Phys. Rev. Lett. 86, 
5188 (2001). 

8. D. M. Eigler and E. K. Schweizer, 
“Positioning single atoms with a scanning 

tunneling microscope,” Nature 344, 524 
(1990). 

9. K. Morgenstern, N. Lorente, and K. H. Rieder, 
“Controlled manipulation of single atoms and 
small molecules using the scanning tunnelling 
microscope,” Phys. Status Solidi B–Basic 
Solid State Phys. 250, 1671 (2013). 

10. I. Kassal, S. P. Jordan, P. J. Love, M. 
Mohseni, and A. Aspuru-Guzik, “Polynomial-
time quantum algorithm for the simulation of 
chemical dynamics,” Proc. Nat. Acad. Sci. 
105, 18681 (2008). 

11. A. Aspuru-Guzik, A. D. Dutoi, P. J. Love, and 
M. Head-Gordon, “Simulated quantum 
computation of molecular energies,” Science 
309, 1704 (2005). 

12. R. Somma, G. Ortiz, J. E. Gubernatis, E. Knill, 
and R. Laflamme, “Simulating physical 
phenomena by quantum networks,” Phys. Rev. 
A 65, 042323 (2002). 

13. G. Ortiz, J. E. Gubernatis, E. Knill, and R. 
Laflamme, “Quantum algorithms for 
fermionic simulations,” Phys. Rev. A 64, 
022319 (2001). 

14. J. Biamonte, P. Wittek, N. Pancotti, P. 
Rebentrost, N. Wiebe, and S. Lloyd, 
“Quantum machine learning,” Nature 549, 195 
(2017). 

15. R. Babbush, D. W. Berry, I. D. Kivlichan, A. 
Y. Wei, P. J. Love, and A. Aspuru-Guzik, 
“Exponentially more precise quantum 
simulation of fermions in second 
quantization,” New J. Phys. 18, 033032 
(2016). 
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M. A. Eriksson, “Silicon quantum 
electronics,” Rev. Mod. Phys. 85, 961 (2013). 

17. M. Veldhorst, C. H. Yang, J. C. C. Hwang, 
Huang, J. P. Dehollain, J. T. Muhonen, S. 
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Principles of Quantum Computing 
The fundamental principles of QC stem from the 
theory of quantum mechanics. Quantum 
mechanics was developed in the early 20th century 
to explain the behavior of a wide variety of 
physical systems including nuclei, atoms, 
electrons, and photons, as well as novel condensed 
matter and macromolecular systems. Among the 
many essential quantum concepts that impact QC 
are superposition, entanglement, and the 
uncertainty principle, i.e., intrinsic randomness 
that appears in quantum mechanical 
measurements. The application of those ideas to 
the theory of information led to the development 
of quantum information theory, from which QC 
originates, as well as other potential application 
areas such as quantum communication and 
quantum sensing. 

In quantum information theory, the principle of 
superposition is used to construct new 
representations of information. Conventional 
computing is formulated using a binary 
representation of data and instructions, in which a 
register element r stores a bit b that may take on 
either of two values, b0 or b1. By comparison, QC 
also requires a physical element r to store 
information; but the quantum register element may 
now take the value of a quantum bit, or qubit, q. 
The qubit q expresses a superposition of binary 
states, e.g., value(r) = q = αb0 + βb1, in which the 
basis states b0 and b1 represent the quantum two-
level system. For example, an electron prepared in 
a well-defined superposition of the orthogonal 
spin-up and spin-down states represents a qubit, 
while the electron itself represents the register. 
Formally, the qubit is a superposition over a 
complex 2-dimensional (2D) vector space with 
normalized coefficients, i.e., |α|2 + |β|2 = 1. This 
leads to a diagrammatic representation for the 
possible values of a qubit given as the surface of 
the unit sphere, the Bloch sphere. As shown in 
Figure 1, the opposing north and south poles of 
the sphere represent the classical limits of b0 = 0 
and b1 = 1, respectively, while every point on the 
surface corresponds to a possible qubit value q. 

 
Figure 1. The Bloch sphere illustrates the infinite set 
of possible values for a qubit q as the surface of the 
unit ball, while opposing poles of the sphere identify 
the classical limits of binary values b0 = 0 and b1 = 1. 
In practice, qubits can be realized by preparing 
superpositions of quantum two-level systems such 
as the spin-up and spin-down states of an electron. 
| Image courtesy of Travis Humble, Oak Ridge National 
Laboratory 

An immediate extension of the superposition 
principle is to the case of more than a single 
quantum register element. The simplest example is 
a set of n independent qubits, for which each 
register element ri stores a value qi that is 
independent of any other. However, quantum 
mechanics permits another possibility in which 
multiple register elements may collectively store 
superpositions over multiple binary values. This 
phenomenon, known as “entanglement,” is a form 
of information that cannot be reproduced by 
conventional bits. The qubit register elements must 
remain independently addressable, but the 
information that they store can no longer be 
expressed piecewise, i.e., value(r1r2) ≠ value(r1) 
value(r2). For example, two qubits may be 
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entangled so that they are both in the b0 state or 
both in the b1 state but exclude any possibility of 
anti-correlated values. The implications of 
entanglement were central to the Einstein, 
Podolsky, and Rosen (EPR) paradox, which 
conjectured the incompleteness of quantum 
mechanics. EPR argued that the apparent non-local 
correlations between the properties of otherwise 
independent physical systems violated notions of 
locality and reality. However, Bell has since 
established experimental conditions to verify the 
existence of entanglement which have been used 
extensively by the QC community. 

Superposition and entanglement lead to an 
important conceptual difference regarding how to 
interpret the value of a register in QC. Observing a 
qubit by measurement in the original basis results 
in a projection of the quantum state to either the b0 
or b1 values. This transition from a qubit to a bit is 
the “collapse of the wave function” induced by 
measurement. The implication is that the qubit q is 
not a physical observable. Instead, a superposition 
state q = αb0 + βb1 must be interpreted with 
respect to the probability of observing either b0 to 
b1, which are defined as p0 = |α|2 and p1 = |β |2, 
respectively. Either of these two outcomes may be 
observed following measurement, and the exact 
measurement results cannot be predicted for any 
arbitrary qubit. Rather, the probabilities p0 and p1 
provide the likelihood that a given outcome will be 
observed. In practice, practitioners of QC have 
learned to use this intrinsic randomness to 
advantage. For example, the collapse induced by 
measurement is useful for preparing register 
elements in well-defined initial states and reading 
out conventional binary values following a 
sequence of operations. 

Computing with qubits requires controlling the 
quantum mechanical interactions between register 
elements. Several computational models support 
the implementation of universal QC, and all use 
different methods to transform quantum registers. 
The first is the gate model of QC, which applies 
discrete transformations called “gates” to the 
register elements. Formally, gates define fixed 

transformations of the quantum state by 
controlling the short-time dynamics of the register, 
and a gate may act on either a single or multiple 
register elements. When laid out as an ordered 
sequence, the gates define a circuit that can 
express higher functionality, such as addition, 
multiplication, and so on. In practice, gates are 
implemented by driving Hamiltonian dynamics 
with sequences of externally applied fields. 
Alternatively, the adiabatic QC continuously 
controls the register dynamics using gradual 
modifications to Hamiltonian interactions. By 
slowly driving the dynamics, the register value can 
be transformed from one equilibrium configuration 
to another in which the initial and final 
configurations define the desired computation. A 
third model for quantum computation is 
topological QC, which implements computational 
transformations by controlling the topological 
order of register elements. The basis for this 
approach is the non-abelian exchange statistics 
that arise when pairs of anyonic quasiparticles are 
braided. Anyonic quasiparticles arise in 2D 
systems and demonstrate spin-statistics that 
generalize the concepts of bosonic and fermionic 
systems. Exchanges between non-abelian anyons 
induce non-trivial state transformations termed 
“braiding.” Braiding represents permutations on 
register elements that are formed from pairs of the 
anyonic quasiparticles. A key feature of this model 
is that the computation is stored in the degenerate 
ground state of the anyonic system, which offers 
intrinsic protection against erroneous 
transformations. 

Realizing any of these models for QC depends on 
the ability to manipulate individual atoms, 
molecules, electrons, excitations, and photons. 
Reports from workshops held in 2014 and 2016 
describe many of the materials and chemistry 
frontiers that will empower QC [1, 1a]. The 
idealization of a qubit as a two-level system is not 
easily realized in nature because of coupling with 
the surrounding quantum systems through various 
forms of electromagnetic forces. A great deal of 
effort has been focused on finding quantum 
physical systems that can be isolated from their 
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environments yet controlled with sufficient 
precision to perform reliable computations. 
Alongside state-of-the-art efforts in 
nanofabrication and device physics, a common 
approach to reduce errors is based on 
thermodynamic control. This approach uses 
cryogenic refrigeration and ultra-high vacuum to 
isolate register elements from as much as thermal 
noise as possible. Shielding from stray radiation, 
such as magnetic fields, is also important. In 
addition to these coarse-grained efforts, fine-grain 
control over quantum physical interactions is 
important for inhibiting quantum dynamics that 
lead to possible errors. Quantum control plays an 
important role in designing and operating the 
applied fields used to implement quantum 
instruction. This role includes methods for noise 
cancellation and error mitigation that take into 
account well-characterized noise sources and 
device physics. 

Alongside physical efforts to engineer against 
noise, QC also makes use of quantum error 
correction methods that can recover from faults 
acquired during computation. These require 
redundant encoding of the stored information, 
which increases the number of physical resources 
required as well as the complexity of carrying out 
individual instructions. Bounds for the amount of 
error correction required to achieve fault-tolerant 
quantum computation are known to increase with 
the level of intrinsic noise in each gate. Therefore, 
substantial value is placed on minimizing the 
amount of intrinsic noise in physical registers to 
levels that can support fault-tolerant operations 
with minimal quantum error correction overhead. 

On the path to realizing fault-tolerant quantum 
processors, a pre-threshold processor is a device 
consisting of qubits with physical error rates above 
the noise level required for fault-tolerant 
operation. These pre-threshold devices would 
rapidly fail if scaled up in number of qubits 
because of the buildup of errors brought on by 
decoherence and noise at the physical level. 

However, the physical error rate is not the only 
limiting factor, as device architecture may also 

restrict scalability. The concern arises that the 
design of pre-threshold processors may not be 
suitable to implement fault-tolerant quantum 
error–corrected operations. The emerging 
requirement is that enough qubits with sufficiently 
low physical error rates must be placed in close 
enough proximity and with sufficient flexibility to 
interconnect them as required by the error 
correction code and fault-tolerant protocols. 
Current quantum processors are therefore pre-
threshold devices that do not yet implement error-
corrected instruction operating below threshold. 

The principles of QC arise prominently in 
developing applications for digital and analog 
quantum simulation. Whereas the revolutionary 
principles of quantum mechanics have provided 
breakthroughs in the understanding of physics at 
very small scales for nearly a century, these 
theories quickly grow in complexity and can 
become unwieldy. Feynman offered the early 
insight that the scientific models for atoms, 
molecules, and photons may be more efficiently 
represented by using other quantum mechanical 
systems to do these calculations. There are 
currently two approaches to realizing Feynman’s 
insight of solving the Schrödinger equation more 
efficiently. The first is digital quantum simulation, 
which solves the Schrödinger equation using a 
discretized approximation of the time-evolution 
operator. The approach of digital quantum 
simulation first makes use of efficient methods for 
constructing the system Hamiltonian and then 
efficiently decomposing the time-evolution 
operator into a sequence of well-defined 
instructions. These instructions are applied to the 
register in order to carry out a specific simulation 
sequence. Processors that support digital quantum 
simulation can, in principle, also support the 
execution of other quantum instruction sequences. 
By contrast, analog quantum simulation uses the 
interactions between register elements to simulate 
the continuous-time dynamics generated by a 
defined Hamiltonian. The efficiency of this 
method lies in direct implementation of 
Schrödinger’s equation. However, executing these 
instructions requires specific implementations of 
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the Hamiltonian which may not suffice for 
general-purpose QC. For either digital or analog 
quantum simulation, the resulting computational 
state represents the many-body wave function 
characterizing the system of interest. Subsequent 
evaluations may then use the wave function to 

compute, e.g., expectation values of the simulated 
systems. 

In the following sections, we describe the current 
status of each of these elements, beginning with 
hardware realizations of qubits and ending with a 
brief survey of applications relevant to BES. 
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Materials for Quantum Computing Devices 
In this section, we describe several realizations of 
qubits that have been recently developed and 
deployed. 

Trapped Ions 
Trapped ions are qubit standards and among the 
leading technologies to build a quantum computer 
[2]. Atomic ion qubits are the basis for the most 
highly performing atomic clocks [3], and they can 
be replicated with an accuracy that cannot be 
matched in any other physical system. Moreover, 
through optical absorption and fluorescence 
techniques, trapped ion qubits can be initialized 
and measured with near-perfect efficiency. High-
fidelity entangling gate operations are available 
through control fields that modulate the electrical 
repulsion between the atomic ions [4]. Controlled 
qubit operations with dozens of trapped ion qubits 
have been demonstrated in the laboratory with a 
room-temperature apparatus. Trapped ion 
technology is now being developed at a modular 
level with high-level considerations in gate co-
design, and quantum software is beginning to 
guide the scaling to much larger systems. 

The typical ion trap geometry for quantum 
information purposes is the linear radio frequency 
(rf) Paul trap, in which nearby electrodes hold 
static and dynamic electrical potentials that lead to 
an effective harmonic confinement of the ions 
[2,4]. When ions are laser-cooled to very low 
temperatures in such a trap, the ions form a linear 
crystal of qubits with the Coulomb repulsion 
balancing the external confinement force. An 
advanced chip-based, ion trap structure is shown 
in Figure 2. Ions are typically loaded into traps by 
creating a neutral atomic flux of the desired 
particle and ionizing them once in the trapping 
volume. Ions can remain confined for months, and 
lifetimes are often limited by the level of vacuum. 
Elastic collisions with residual background gases 
occur roughly once per hour per ion at typical 
ultrahigh-vacuum pressures (∼10−11 torr) and do 
not necessarily eject the ion. Cryogenic chambers 
at 4 K can virtually eliminate these collision 
events by further reducing the background 
pressure. 

 
Figure 2. Photograph of the Sandia HOA (high optical access) microfabricated linear trap. The long slot at 
the center has 96 electrodes that allow the suspension of atomic ions at an altitude of 80 µm above the 
slot. The inset is a superimposed image of a 50-ion chain. The balance between confinement and Coulomb 
repulsion results in typical ion-ion spacings of 5 µm, allowing the individual optical addressing of the qubits 
with an array of tightly focused laser beams. | Image courtesy of Sandia National Laboratories 
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Appropriate atomic ion species should have a 
strong closed optical transition that allows for laser 
cooling of the motion, qubit state initialization, 
and efficient qubit readout. This rules out almost 
anything other than simple atomic ions with a lone 
outer electron, such as the alkaline earths (Be+, 
Mg+, Ca+, Sr+, and Ba+) and particular transition 
metals (Zn+, Hg+, Cd+, and Yb+). Qubits are 
represented by two stable electronic levels within 
each ion, corresponding to bit values 0 and 1. In 
many cases, these “atomic clock” qubit levels are 
first-order insensitive to magnetic fields and can 
exhibit coherence times in excess of 1000 seconds 
[5]. The qubits can be initialized and measured 
through standard optical pumping and state-
dependent fluorescence techniques with fidelities 
exceeding 99.9% per qubit. 

The motion of many trapped ions is coupled 
through the Coulomb interaction, and a natural 
way to implement entangling quantum logic gates 
between ions in a crystal is to use the motion as an 
intermediary by applying qubit state– dependent 
optical or microwave dipole forces to the ion (or 
ions) [4, 6,7]. Single-qubit gate fidelities greater 
than 99.99% have been demonstrated with trapped 
ion qubits, and multi-qubit entangling operations 
with fidelities greater than 99.9% have been 
achieved in the laboratory [8,9]. Experiments have 
commanded complete control of up to seven 
trapped ion qubits, with the availability of 
quantum gates between every possible pair of 
qubits [10,11]. In related experiments involving 
50–200 trapped ion qubits, quantum simulations 
have allowed the global implementation of qubit 
couplings to simulate problems in quantum 
magnetism and other strongly interacting physical 
models [12,13]. One feature of the control of a 
module of trapped atomic ion qubits is that their 
connectivity can be complete and reconfigurable 
[10,11]. This allows potential applications to be 
easily adapted to any qubit graph in the trapped 
ion system. 

Methods for scaling beyond ~100 trapped ion 
qubits use a multiplexed architecture called the 
“quantum charge-coupled device” (QCCD) [14]. It 

involves the sequential entanglement of small 
numbers of ions through their collective motion in 
a single chain and the classical shuttling of 
individual ions between different trapping zones to 
propagate the entanglement. The QCCD 
architecture requires exquisite control of the ion 
positions during shuttling and may require 
additional atomic ion species to act as 
“refrigerator” ions to quench the excess motion 
from shuttling operations. Rudimentary versions 
of the QCCD idea have been used in many 
quantum information applications, such as 
teleportation and small quantum algorithms [4]; 
and recent experiments have shown the reliable, 
repeatable, and coherent shuttling of ion qubits 
over millimeter distances in microseconds [15] 
and through complex 2D junctions. 

Neutral Atoms 
Neutral atom quantum computation is based on 
encoding qubits in hyperfine ground states of 
neutral atoms that are trapped in optical lattices, or 
arrays of magnetic traps in an ultra-high–vacuum 
environment. There are several attractive features 
of a neutral atom approach: (1) Hyperfine ground 
states are well isolated from the environment and 
have excellent coherence properties, with 7 s 
demonstrated in 2016 [16]. (2) Atoms are 
identical, natural qubits, so there is no additional 
overhead associated with calibrating and 
monitoring the phase evolution of inequivalent, 
engineered qubits. (3) Neutral atoms in their 
ground state have extremely weak interactions at 
few-micron separation and therefore serve as 
excellent qubit memories [17]. (4) Using Rydberg 
states, the atoms become strongly interacting [17], 
enabling entangling gates and multi-qubit gates, 
which are efficient for implementation of 
algorithms and error correction [18, 19]. (5) It is 
relatively straightforward to entangle atoms with 
optical photons, opening the prospect of 
distributed QC and quantum networking [20]. 
Atoms can also be used to provide interfaces to 
superconducting qubits [21] and thereby mediate 
networking of superconducting processors. 
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There are serious challenges that remain to be 
overcome for neutral atoms to be a viable 
approach for QC. Optical traps are typically 
limited to not more than an equivalent trap depth 
of a few millikelvin. Trapped atoms are therefore 
lost owing to collisions with untrapped 
background atoms. Vacuum-limited lifetimes of 
several minutes are common; but for continuous 
operation of a neutral atom quantum computer, 
atom reloading must be incorporated. Reloading 
has been demonstrated on a small scale [22], but 
not yet in a way that leaves the quantum 
information of neighboring qubits undisturbed. 
Loading of atoms into a trap array is stochastic and 
provides only 50–90% filling fractions. A 
completely filled subarray can then be prepared 
using atom rearrangement. This has been shown to 
work well with fully filled arrays of ~50 qubits 
prepared in a fraction of a second [23, 24], but it 
adds experimental complexity. 

State preparation is performed with high fidelity 
using optical pumping and high-fidelity 
measurements that rely on the imaging of internal 
state–dependent resonance fluorescence. Although 
essentially perfect discrimination of the qubit 
states has been demonstrated, for example in Xia 
et al. [25], there are two outstanding challenges 
associated with these measurements. 

First, measurements are not site specific, since 
scattered photons can be absorbed by neighboring 
atoms, thereby corrupting the qubit state. This is 
problematic for measurement-based error 
correction. Several possible solutions have been 
put forward, including shelving and a two-species 
approach [26]; but crosstalk-free measurement has 
not yet been demonstrated. Second, almost all 
measurements to date have relied on a lossy 
protocol that has poor scaling because atom 
reloading is required half of the time, on average, 
after the measurement. Loss-free, or at least very 
low-loss measurements have been demonstrated, 
but only on single atoms or small arrays [27, 28, 
29, 30]. Lossless measurements need to be 
demonstrated on large arrays to prove scalability. 

High-fidelity single qubit gates have been 
demonstrated in 1-dimensional (1D) [31], 2D [25], 
and 3-dimensional (3D) [16] arrays of up to about 
50 qubits with gate times ranging from sub-
microseconds [31] to a few hundred microseconds 
[16] and randomized benchmarking fidelity of 
close to 0.999. Two-qubit CNOT gates and two-
qubit entanglement using Rydberg interactions 
[32] have been demonstrated by a few groups. The 
best results to date demonstrate a Bell state fidelity 
of 0.73 [33] and a post-selected (against atom loss) 
fidelity of 0.81 [34]. The low two-qubit gate 
fidelity currently limits the utility of a neutral atom 
approach and remains a significant hurdle. Recent 
theory has shown that Bell state fidelity of 0.9999 
–0.99999 should be possible [35, 36], but an 
experimental demonstration is still missing. 

All neutral atom qubit experiments to date have 
used heavy alkali atoms, either rubidium or 
cesium. Alkaline earths and lanthanides provide 
some intriguing opportunities for improved 
performance but remain relatively less developed. 

If a high-fidelity, two-qubit gate can be 
demonstrated; atom reloading can be incorporated 
into an array experiment; and crosstalk-free, 
lossless measurements can be performed, then 
neutral atoms will have great potential for 
scalability [37, 38]. Either a 10,000 qubit 2D array 
or a million qubit 3D array would occupy an area 
only 0.5 mm on a side. Taking advantage of this 
scaling potential will require developments in 
lasers and beam scanning optics. Higher laser 
power, probably approaching several tens of watts, 
will be needed for large arrays. An alternative is 
magnetic trap arrays, but this approach is less well 
developed [39]. Another challenge is fast beam 
scanning to individual qubit sites. A variety of 
technologies are available [40], but none have 
adequate time-bandwidth product to take full 
advantage of very large qubit arrays. Further 
development of beam scanning technology would 
benefit neutral atom QC progress. 
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Silicon Spins 
Spins in silicon are attractive candidates for qubits 
because of their compactness, spanning length-
scales of few tens of nanometers; long spin 
relaxation and spin coherence times of several 
seconds; and similar fabrication techniques to 
those used in the silicon microelectronics industry. 
The past 5 years have witnessed advancements in 
demonstrating single- and two-qubit operations 
with silicon spin qubits on two major platforms: 
(1) electron and nuclear spins of donor impurities 
embedded into a silicon lattice and (2) electron 
spins in electrostatically defined silicon quantum 
dots. The following subsections describe the two 
platforms, including their implementation, recent 
results, advantages, drawbacks, and challenges. 

Donor (31P) spins in silicon 
The use of the nuclear and electronic spin states of 
atomic donors such as 31P for qubits was first 
suggested by Kane in 1998 [41]. Each of these 
two-level systems is capable of encoding a qubit 
of information, while single-qubit operations 
correspond with controlling the spin state applying 
a global oscillating magnetic field on spin 
resonance. The control frequency of each qubit is 
determined by the hyperfine coupling between the 
nuclear and electronic spin states and can be 
electrically tuned by applying static fields from 
nearby gate electrodes. Two-qubit operations are 
performed by tuning the spin exchange coupling 
between nearby donor electrons using additional 
gate electrodes. 

There are two popular methods of controllably 
incorporating the atomic donors into the bulk 
silicon substrate needed for the Kane proposal and 
its recent variants [42, 43]: (1) ion implantation, 
and (2) scanning tunneling microscopy (STM). In 
the first technique, donors are ion-implanted into a 
silicon substrate coated with a thermally grown 
thin (~10 nm) oxide. Implantation is augmented 
with methods that allow counting each donor that 
enters the silicon substrate [44]. Device fabrication 
then deposits aluminum gates on the oxide layer to 
electrostatically control the donor orbital and spin 

energy levels. This also aids in the creation of 
charge reservoirs, as required for single-electron 
transistors, at the Si-SiO2 interface for reading out 
the donor electron spin (Figure 3) [44]. Al2O3 
(grown by oxidation of gates) electrically isolates 
gates that are stacked above each other. A 
microwave antenna is placed near the donor, 
which generates oscillating magnetic fields for 
controlling the donor spins. Recent progress 
includes 

1. Readout and control of both the electron and 
nuclear spins of single 31P donors in ion-
implanted devices [44] 

2. Extension of the coherence times of 31P qubits 
to several seconds with isotopic purification 
and advanced filtering techniques [45] 

3. Electrical modulation of the hyperfine coupling 
and resonance frequency of 31P spins [46] 

4. Demonstration of a quantum memory with the 
31P nuclear spin acting as a memory for the 
electron spin qubit [47]. 

The ions are implanted with high energy into the 
lattice, leading to “straggle,” or placement 
inaccuracies, that can be as large as 10 nm, which 
is on the order of critical feature sizes in the Kane 
device architecture. Recall that the Kane proposal 
required exchange coupling between two donor 
electrons for two-qubit gate operation. This 
electron-electron coupling is extremely sensitive to 
the position and separation between donors, 
necessitating precise donor placement accuracy 
(within 1 nm) and/or tunability by several orders 
of magnitude [44]. In prior experimental 
demonstrations, several donors were implanted 
near the gates to overcome straggle, so that few 
donors were in the appropriate positions for their 
spins to be read out and controlled. Although this 
approach is sufficient for demonstrating single- 
and two-qubit gate operation, scaling up such 
devices to several qubits is impractical when it is 
reliant on the exchange coupling. Alternate 
methods of coupling two donor qubits via the 
magnetic or electric dipoles of the electrons [42, 
43], microwave resonators [43], and hyperfine 
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Figure 3. (a) Scanning electron microscope (SEM) image of an ion-implanted 31P device similar to the one 
used for demonstrating record spin coherence times [45-47]. (b) STM image of nanostructure comprising 
donor clusters, where electron spins bound to the clusters were read out with high fidelities [48]. (c) SEM 
image of a metal-oxide semiconductor quantum dot device in which a two-qubit logic gate was 
demonstrated [51]. The location of the qubits at the Si-SiO2 interface is also shown with a cross sectional 
slice. (d) SEM image of a Si/SiGe double quantum dot [52]. A cross sectional slice of the device highlighting 
gates and positions of the dots is also shown. | Figure (a) From A. Laucht et al. Sci. Adv. 1(3) e1500022, 2015. Distributed 
under the terms of the Creative Commons Attribution Noncommercial license.  (b): From T. F. Watson et al.” Sci. Adv. 
3(3), 31602811, 2017. Distributed under the terms of the Creative Commons Attribution Noncommercial license. (c) 
Nature Publishing Group. Nature. A two-qubit logic gate in silicon, M. Veldhorstet al., copyright 2015. (d) From D. M. Zajac 
et al. Science 359(6374), 439–442, 2018. Reprinted with permission from AAAS. 

controlled exchange interactions have been 
proposed recently. These methods relax the 
precision requirements of placing donors to as 
much as within ~10 nm, but they are yet to be 
demonstrated. 

An alternative method for donor incorporation 
uses STM to allow near-atomic placement 
precision [44]. This method uses a silicon crystal 
passivated with a monolayer of hydrogen. An 
STM tip removes a hydrogen atom from the 

http://advances.sciencemag.org/content/1/3/e1500022
http://advances.sciencemag.org/content/3/3/e1602811.full
https://www.nature.com/articles/nature15263
http://science.sciencemag.org/content/359/6374/439.full
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surface where a 31P atom needs to be incorporated. 
Phosphene gas is then diffused onto the substrate 
so that the 31P atoms bind with the silicon atoms 
underneath. The remaining hydrogen atoms are 
removed from the surface, and an overgrowth of 
silicon is then epitaxially grown. Highly doped 31P 
regions fabricated with this method may also be 
created in the plane with the qubit donors to 
constitute electrodes for qubit readout and readout. 
Recent advancements realized with STM-
incorporated donors include 

• demonstration of a single-atom transistor [44] 

• realization of nanowires less than three atoms 
wide [44] 

• high-fidelity readout of electrons bound to 
clusters of 31P atoms [48] 

• observation of exchange coupling between 
electrons in 31P clusters 

• spin control of electrons in 31P clusters. 

Although STM offers near-atomic donor 
placement accuracy, it is not entirely deterministic 
with regard to the number of donors that end up 
being incorporated at each location. As a result, 
experiments on these nanostructures are conducted 
on electrons bound to clusters (1–of donors 
(Figure 3b). Scaling up such devices also leads to 
uncertainties in the exchange coupling among the 
electrons bound to adjacent clusters, necessitating 
high tunability. Additionally, the low thermal 
budget in the STM method complicates the growth 
of a high-quality insulating oxide close to the 
plane that contains the donor, and it has so far 
hindered the ability to electrostatically control 
donors through metal gates on the top. Efforts to 
realize STM-incorporated qubits and gates in 3D 
arrays, in the absence of an oxide, are ongoing. 

Silicon dots 
An alternative silicon qubit technology uses 
quantum dots electrostatically induced at a 
material interface, such as Si-SiO2 or Si-SiGe, 
with gate electrodes. The spin of the electron in 
the dot encodes quantum information and is 

controlled via electric or magnetic spin resonance. 
Charge reservoirs are defined at the interface to 
read out the qubits. Two-qubit operations are 
performed with the exchange coupling between 
dot electrons, which can also be electrostatically 
modified. Such dots have the advantage of being 
extremely tunable using voltages applied to the 
gate electrodes that define them. There are two 
popular pathways for implementing quantum dot 
silicon spin qubits: (1) metal-oxide-semiconductor 
(MOS) quantum dots and (2) Si-SiGe quantum 
dots. In MOS quantum dots, aluminum gates are 
deposited on a silicon substrate coated with a thin 
(~10 nm) oxide. The gates are biased appropriately 
to induce quantum dots at the Si-SiO2 interface 
(Figure 3c) [44]. Qubit control is via spin 
resonance from magnetic fields generated by a 
microwave antenna near the dot. Recent 
advancements with MOS quantum dots include 

• full control of electron number (1–25) in the 
dot [44] 

• spectroscopy and tunability of orbital (valley) 
energy states in the dot by several 100 µeV 
with electric field [49] 

• readout and control of the electron spin qubit 
in the dot [50] 

• demonstration of two-qubit gate operation 
with tunable exchange couplings [51] 

Compared with donors with electrons naturally 
bound by the 31P Coulomb potential, quantum dots 
require more gates to confine and control the dot 
electron. This leads to increased material strain 
arising from the mismatch between the thermal 
expansion coefficients of silicon and aluminum. 
Cooling the device down to milli-Kelvin 
temperatures for operation alters the lattice 
potential and the position of the electrons and may 
induce accidental dots at the interface. Replacing 
aluminum with polysilicon can reduce strain, as 
silicon and polysilicon have more similar thermal 
coefficients. Additionally, the excited valley-
orbital energy states in MOS quantum dots are 
closer to the ground orbital states (by several 
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100 µeV) compared with those in 31P donors 
(~10 MeV) [44]. The excited states can potentially 
accelerate the relaxation of donor electron spin 
qubits via spin-orbit coupling [49]. This issue can 
be mitigated, as the separation between the 
splitting between valley states is tunable with 
electric fields and has been shown to exceed 
700 µeV in experimental dot devices [49]. Theory 
predicts valley splitting also to be severely 
depressed by the surface roughness at the 
interface, as well as by electric field [49]. A 
challenge with MOS dots as well as ion-implanted 
donors is the variability (more than 0.5 V) of the 
device threshold voltage due to uncontrolled 
defects and charges at the Si-SiO2 interface. All 
the above parameters (strain, roughness, and 
defects) depend on fabrication processes and vary 
between devices, thereby affecting the qubit 
reproducibility. 

For Si-SiGe quantum dots, the device topology is 
as follows: a linearly graded SiGe buffer substrate 
is epitaxially grown on top of a silicon wafer. The 
buffer is then polished before the growth of a 
200 nm thick Si0.7Ge0.3 layer, an 8 nm thick silicon 
quantum well, a 50 nm thick Si0.7Ge0.3 spacer, and 
an ~2 nm thick silicon cap [52]. Aluminum gates 
are deposited on the silicon cap and biased to 
induce the dot in the quantum well (Figure 3d). A 
cobalt micro-magnet is integrated on the chip and 
produces a magnetic field gradient. The electron is 
electrostatically shifted back and forth within the 
field gradient, thereby experiencing an oscillating 
magnetic field, which results in electrically driven 
spin resonance and control. Recent results with Si-
SiGe quantum dots include realization of a single-
electron spin qubit in the dot, controlled electrically 
with gate voltages [53], (2) demonstration of a 
CNOT gate between two electron spins in the dots 
[52], and (3) a two-qubit programmable quantum 
processor capable of performing the Deutsch-Jozsa 
and Grover algorithm [54]. A significant challenge 
in Si-SiGe quantum dots is the low valley splitting 
(a few tens of µeV), which is much smaller than in 
MOS quantum dots. The presence of the low-lying 
valley-orbit state leads to fast decoherence of the 

spin qubits and is dependent on strain, defects, and 
step edges in the quantum wells [44]. 

Although silicon qubits offer the promise of 
similar fabrication methods to those used in the 
semiconductor industry, atomic details (such as 
defects, donor placement errors, strain, and surface 
roughness) that affect the quality and 
reproducibility of qubits have been unaddressed so 
far by the industry. To scale up current 
demonstrations to a several-qubit quantum 
processor, these atomic details must be addressed 
and their variation in and between devices must be 
minimized; doing so will require extensive 
fabrication capabilities, along with device and 
material characterization techniques. 

Superconducting Nanowires 
Majorana zero modes (commonly referred to as 
Majorana fermions because of historic connections 
with the self-conjugate elementary fermionic 
particles proposed by Ettore Majorana in 1937) are 
emergent non-abelian quasiparticles that serve as 
their own antiparticles. Majorana fermions offer a 
promising route to realization of the non-abelian 
anyons required by the topological QC model [55]. 
Unlike fermions or bosons, whose multi-particle 
wavefunctions respectively acquire a phase of −1 
or +1 under particle exchange, Majorana modes 
are Ising type non-abelian anyons whose mutual 
exchanges perform non-trivial quantum operations 
on their joint states. The quantum state of a 
collection of Majorana fermions is determined by 
the braiding configuration of the many particles’ 
space-time paths. The world lines of Majoranas 
form braids that are determined solely by topology 
and cannot be easily deformed by localized 
perturbations or fluctuations. Majorana-based 
qubit technologies aim to harness these exotic 
quantum statistics to perform topological 
computations that are naturally invariant under 
local perturbations. 

The fundamental connection between physics and 
topology underpins the non-abelian character of 
Majorana modes and is central to their 
experimental realization, their role in fault-tolerant 
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quantum computations and toward analog 
quantum simulations. A series of important 
breakthroughs have led to the use of 
superconducting platforms for the development of 
Majorana qubits. After the original discovery of 
non-abelian physics in the fractional quantum Hall 
effect, an equivalence between the Moore-Read 
(Pfaffian) quantum Hall state and that of a p-wave 
superconductor (hereinafter referred to as a 
topological superconductor) was soon established 
[56,57]. Proposals to engineer effective p-wave 
superconductors with heterostructure devices 
involving common materials, such as 
superconducting substrates and either topological 
insulators [58] or strong spin-orbit coupled 
semiconductors [59], brought the prospect of 
realizing Majorana modes closer to reality. 

Experiments attempting to reveal the presence of 
Majorana modes in topological superconducting 
platforms have focused on the detection of the so-
called zero-bias peak in the tunneling conductance 
spectra across a normal conductor/superconductor 
junction. In a conventional superconductor, there 
exists a pairing gap in the tunneling spectra, the 
magnitude of which corresponds to the energy 
needed to break apart a Cooper pair. However, in a 
topological superconductor, there exists a 
Majorana mode at zero energy which enables 
single-electron tunneling. This effect can be seen 
in the tunneling conductance spectra as a zero-bias 
peak in the differential conductance. The zero-bias 
peak was first discovered in 2014 in a spin-orbit–
coupled semiconducting nanowire placed in close 
proximity to a superconducting substrate [60] and 
was subsequently reproduced by a variety of 
similar setups. The true nature of the zero-bias 
peak was initially strongly contested, with various 
additional explanations being put forth to explain 
the phenomenon (e.g., localized states due to 
magnetic impurities, or local potentials due to soft 
nanowire edges) [61]. Further confirmation of the 
localized edge mode nature of the Majorana modes 
was seen in iron atomic chains [62] and the 
oscillating zero-mode splitting as a function of the 
Zeeman field [63]. Recently, the observation of 
half-integer quantized conductance in a quantum 

anomalous Hall insulator-superconducting 
heterostructure has furthered confidence in the 
existence of Majorana modes [64]. 

With the growing body of evidence suggesting the 
existence of Majorana modes in superconducting 
platforms, new challenges arise for the next 
generation of experiments, which aims to 
manipulate Majoranas and perform a single 
topologically protected gate. Building devices with 
materials that display large spin-orbit couplings 
and large superconducting gaps is important to 
enlarging the topologically non-trivial regions of 
parameter space. Large proximity-induced 
superconducting gaps are also necessary to 
suppress thermal fluctuations, creating unwanted 
Majorana particle/anti-particle pairs that 
potentially introduce unwanted knots into the 
world-line braids, and to resist the Zeeman fields 
that are needed to split bands but damage the 
superconducting order parameter. 
Superconducting quasiparticle poisoning is one 
deleterious effect modifying the parity degree of 
freedom used to encode information, although 
recent work has pushed this relaxation timescale to 
the millisecond regime [64], and it may be 
combated at the device architectural level [65]. 

Majorana qubits bring intriguing connections 
between information theory and fundamental 
quantum physics. Proposals for quantum error 
correcting schemes using Majorana qubits may 
accelerate the timeline for the construction of a 
fault-tolerant quantum computer. Additionally, 
Majoranas may enable analog quantum simulation 
of certain conformal field theories believed to be 
important to fundamental theories of quantum 
gravity. More broadly, topological QC may be 
viewed as an analog counterpart to digital quantum 
coding schemes that are inspired by the fault 
tolerance threshold theorem. Digitized fault-
tolerant QC is predicated on the existence of 
qubits with error rates below a certain threshold. 
Using an enlarged system, logical information may 
be encoded non-locally; and some error can be 
protected against by measuring and manipulating 
auxiliary information (i.e., parity checks) that may 
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be corrupted by local interactions. Although 
leading conventional qubit platforms have 
performed initial proof-of-principle experiments 
demonstrating a small patch of a quantum error-
correcting code, a Majorana qubit is intrinsically 
immune to some local perturbations. A Majorana 
qubit is therefore on equal footing with a logical 
qubit that has been redundantly encoded into 
hundreds of conventional qubits. 

In addition to their beneficial role for QC, the 
physics of interacting Majorana modes has proved 
to be an interesting field of study in modern 
condensed matter physics. As illuminated by 
Kitaev, studying fermion and spin models from the 
perspective of their Majorana components sheds 
new light on strongly interacting systems and has 
broadened our understanding of many-body 
physics. Theoretical studies have shown that 
coulomb interactions may enhance the 
topologically non-trivial parameter regimes in 
which Majorana particles are experimentally 
realized [66]. Further, systems consisting of large 
numbers of randomly interacting Majorana modes 
have recently been found to exhibit emergent 
conformal symmetries thought to be connected to 
AdS/conformal field theory (CFT) models [67]. 
Interestingly, setups consisting of 2D substrates or 
nanowire networks, practically identical those 
described earlier, have been proposed as analog 
simulator devices for the Sanchdev-Ye-Kitaev 
model [68] of external black holes in 2D anti-de 
Sitter space. [68]. In the near future, devices based 
on these proposals could be used to perform 
otherwise intractable quantum simulations that 
double as benchmarking protocols—evaluating the 
ensemble properties of large collections of 
Majorana qubits, similar to the manner in which 
randomized benchmarking currently estimates 
average error rates for collections of conventional 
qubits. 

Superconducting Qubits 
Superconducting qubits are coherent artificial 
atoms assembled from electrical circuit elements. 
Its lithographic scalability, compatibility with 

microwave control, and operability at nanosecond 
time scales all converge to make the 
superconducting qubit a highly attractive candidate 
for the constituent logical elements of a quantum 
information processor. Over the past decade, 
spectacular improvement in the manufacturing and 
control of these devices has moved 
superconducting qubits from the realm of 
scientific curiosity to the threshold of technical 
reality. 

Superconducting qubits are anharmonic oscillators 
that feature transition frequencies of around 
5 GHz. The following are their main features: 

• Lithographic scalability. Superconducting 
qubits are fabricated on silicon wafers using 
many of the same tools commonly employed 
in semiconductor manufacturing. One can 
envision very large-scale integration of 
superconducting qubits. 

• Nanosecond-scale gate operations. 
Superconducting qubits feature transition 
frequencies of ~5 GHz and typical gate times 
of 10 ns. Microwave technologies like 
arbitrary waveform generators, analog-to-
digital converters, and I-Q 
modulators/demodulators— items commonly 
associated with current cell phone 
technologies—are applicable to 
superconducting qubits 

• “Moore’s Law”–like improvements in 
coherence times over the past 15 years. 
Present-day qubits feature coherence times in 
the 10–100 us range, a five orders-of-
magnitude improvement since the first 
demonstration in 1999. 

• Millikelvin operation. Since 1 GHz 
corresponds to around 50 mK (and, therefore, 
5 GHz corresponds to 250 mK), 
superconducting qubits must be operated in a 
dilution refrigerator environment capable of 
achieving ~ 20 mK temperatures to minimize 
thermal excitation of the excited state. 
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State of the art 
To date, the most advanced superconducting qubit 
demonstrations feature linear chains of 10 qubits. 
Prototype error detection protocols have been 
demonstrated by University of California (UC) –
Santa Barbara/Google, IBM, and Delft University 
of Technology (Delft). These demonstrations store 
quantum information in the superconducting 
qubits. An alternative approach used by the 
Schoelkopf group at Yale stores the quantum 
information in a microwave cavity, made slightly 
anharmonic by a the presence of a transmon qubit. 
This “resonator cat-state memory” has 
demonstrated a prototype error correction scheme 
as well. 

The Massachusetts Institute of Technology (MIT) 
has advanced the use of passive error suppression 
via dynamical decoupling sequences. In this 
approach, the qubit lifetimes are improved through 
the use of pulse sequences, a time domain 
application of microwave pulses that can be 
viewed as noise filters in the frequency domain. 
“Noise spectroscopy” allows the noise spectral 
density seen by the qubit to be measured and 
analyzed to produce qubit pulses that will mitigate 
the noise. This approach is a filter engineering 
problem. 

Superconducting qubits also feature advanced, 
quantum-limited measurement. UC–Berkeley has 
demonstrated advanced measurement techniques, 
including squeezing, frequency-multiplexed 
readout, and quantum trajectory demonstrations, 
that all leverage the high-fidelity readout possible 
with superconducting qubits. In addition, UC– 
Berkeley has designed a traveling wave parametric 
amplifier capable of near-quantum-limited 
performance over 4 GHz of bandwidth, enabling 
multi-qubit readout in an efficient manner. These 
devices contain up to 12,000 Josephson junctions 
and are fabricated at MIT’s Lincoln Laboratory. 

A number of groups have demonstrated prototype 
quantum simulations, including digital 
simulations, analog simulations, and combinations 
of the two. UC Santa Barbara/Google, IBM, and 

UC–Berkeley have demonstrated the simulation of 
small molecules using a variational eigensolver 
approach. MIT has simulated a condensed matter 
phenomenon called universal conductance 
fluctuations using multi-pass Landau-Zener 
transitions in a qubit. And Delft simulated the 
temporal behavior of ultra-strong coupling 
between a qubit and a resonator using a system 
that was not in the ultra-strong coupling limit. 

Currently available quantum computers are 
insufficient to test some new algorithms, identify 
roadblocks to scalability, and address those issues. 
It is only with such testbeds that real progress can 
be made, because it is challenging to address 
hypothetical problems. Testbeds provide 
researchers access to physical hardware and real-
world problems. It also enables researchers from 
other fields—e.g., computer science, 
engineering—to engage in the development of 
quantum computers. 

Materials and fabrication-induced 
decoherence 
The problem of materials-induced decoherence in 
superconducting qubits was recently reviewed by 
Oliver and Welander, providing an overview of 
qubits and their sensitivity to materials-induced 
decoherence [69]. 

There is a general consensus within the 
community that understanding and further 
mitigating sources of decoherence in 
superconducting qubits (Figure 4) is critical to the 
development of more advanced circuits. 
Coherence times should be made as long as 
possible, as exceeding the thresholds for quantum 
error correction will considerably reduce 
redundant resource requirements. Both T1 and Tφ 
are related to the environmental noise seen by the 
qubit, as characterized by a spectral density, S (f), 
and much is known about this noise. For example, 
inhomogeneous dephasing arises from broadband, 
low-frequency (e.g., 1/ f –type) noise in the 
charge, flux, and critical current. However, 
although it is consistent with a bath of two-level 
fluctuators  (or clusters of fluctuators), its 
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Figure 4. Elements of a Josephson junction for superconducting qubits. Top: various sources of noise in a 
superconducting qubit. Bottom: Close up of tunneling photonics. | Image from W. D. Oliver and P. B. Welander, 
Materials in superconducting quantum bits, MRS Bulletin 38(10), 816–825, 2013, copyright 2013 by Cambridge Core. 
Reproduced with permission 

microscopic origin is not yet well understood. 
Energy relaxation occurs as a result of noise at the 
qubit frequency, S (f 01), and design modifications 
can change the device sensitivity to this noise in 
ways that are understood. However, although 
several mechanisms are known to exist (e.g., 
coupling to microscopic defects), their origin is 
not well understood. Mitigating these types of 
decoherence mechanisms ultimately reduces to 
two general approaches: 

1. Reduce the qubit’s sensitivity to a given type 
of noise through design modification. 

2. Identify and reduce the origin—the sources— 
of the noise through materials and fabrication 
improvements. 

In practice, the coherence improvements over the 
past decade were made through a combination of 
improved designs, improved fabrication, and 
improved materials. From this perspective, there 

https://www.cambridge.org/core/journals/mrs-bulletin/article/materials-in-superconducting-quantum-bits/B7A4DC8B7F54A0715CEFAFE6677F33D8
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remains an important role for materials and 
fabrication research to further improve qubit 
coherence times. 

Color Center Spins 
Spins associated with localized optically active 
defects (color centers) have a host of desirable 
properties for potential applications in quantum 
information processing, including QC and 
communications, as well as related technologies 
such as quantum-enhanced sensing. Electronic 
spins in color centers typically feature long room-
temperature spin coherence times (~milliseconds), 
a record among solid-state electron spin qubits. 
They also feature nuclear spins, with even longer 
coherence times, that can act as quantum 
memories or qubits. Being optically active, color 
centers can be used in quantum networks for 
communication and distributed QC, as well as in 
sensing with high spatial resolution and brightness. 

The most well-known color center in the quantum 
information community is the negatively charged 
nitrogen vacancy (NV) center in diamond. Other 
interesting defects are the silicon-vacancy in 
diamond, various vacancy complexes in silicon 
carbide (SiC), and defects in 2D materials. These 
defects are briefly reviewed in the following 
subsections, including highlights and challenges. 

NV center in diamond 
In the last decade or so, impressive progress has 
been achieved in experiments based on the NV 
center in diamond, which has a remarkably long 
coherence time of almost a millisecond at room 
temperature [70] and is addressable with both 
microwave and optical fields. NVs can occur 
naturally in diamond and can also be produced by 
ion implantation and subsequent annealing. Group 
theory and density functional theory work [71] 
have contributed toward understanding and 
exploiting this defect. Highlights from the large 
body of experimental work on the NV are briefly 
discussed below.  

In addition to the long coherence time, high-
fidelity initialization, single-qubit gates, and 

readout are among the strengths of NV centers 
[72]. A challenge in these materials is coupling 
qubits to scale up the processor. Approaches to 
that end include photon-mediated (heralded) 
entanglement, integration into nanophotonic 
structures, and mechanical coupling. 

Progress toward QC and communication protocols 
includes demonstrations of spin-photon 
entanglement [73] and, more recently, heralded 
spin-spin entanglement in an experiment with NV 
spins located in different labs, separated by a 
distance of more than 1 km [74]. 

Nuclear spins, which feature even longer 
coherence times, can also be exploited as qubits. 
The carbon-13 isotopes in the diamond crystal 
have I=1/2, while the nitrogen can have either 
I=1/2 (nitrogen-15) or I=1 (nitrogen-14). There 
have been demonstrations of using such nuclear 
spins as quantum memories, with experiments 
showing quantum information transfer between the 
electronic spin and the nuclear spin [75]. Use of 
the NV electronic spin to control more than one 
nuclear spins has also been shown [76]. A 
quantum processor consisting of three nuclear 
spins controlled through the electronic spin has 
been developed, and three-qubit error-correction 
was demonstrated [77]. 

One of the shortcomings of the NV in diamond is 
the low emission (~4%) into the zero phonon line 
and its sensitivity to electric fields and strain, 
which broaden its optical transition frequencies. 
Moreover, to couple NVs to photonic structures, 
they have to be placed near the surface, which 
additionally degrades the centers’ properties. 
Improving diamond crystal growth can mitigate 
some of these effects. 

Silicon-vacancy complex in diamond 
An alternative color center is the negatively 
charged silicon-vacancy center, consisting of a 
silicon atom and two vacancies symmetrically 
positioned around it. This center emits about 80% 
into the zero phonon line. For use as a qubit, it 
provides an orbital doublet ground state as well as 
a spin of ½. Optical initialization and readout [78] 
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and coherent control [79] of this center have been 
demonstrated. 

In addition, the Si-V center has inversion 
symmetry, which leads to a zero electric dipole 
moment. It is thus insensitive to electric fields in 
the lattice and, as a result, the ZPL emission line is 
narrow [80], leading to demonstrations of 
indistinguishable photons from remote Si-V 
emitters [81], an important feature for the 
development of quantum networks. Indeed, the 
first steps have been taken by integrating these 
defects into an optical resonator [82] and a 
photonic crystal cavity [83]. 

Beyond diamond 
The cost of diamond and the difficulty in 
fabricating diamond-based devices has motivated 
the quantum information processing community to 
explore materials beyond diamond as hosts of spin 
qubit color centers. 

Silicon carbide defects 
SiC is a wide bandgap material that is 
technologically mature and has a number of 
desirable properties. These include the availability 
of a wide range of color centers with different 
electronic and spin structures and SiC’s low-cost 
growth at the wafer scale, high photon emission 
efficiency, emission frequencies at 
telecommunication wavelengths, and mature 
microfabrication. These properties can enable the 
development of quantum technologies such as 
quantum-enhanced sensors, including biosensors, 
emitters of quantum light, and nodes for quantum 
communication. 

There are a large range of defects that occur 
naturally in SiC or that can be incorporated during 
growth. The general desirable properties shared by 
the defects that are relevant for quantum 
technology applications include a nonzero ground-
state spin, long coherence times (~milliseconds) 
even at room temperature, optically induced spin 
polarization and readout, and coherent control. 
The SiC defects that are attracting the most 
attention for quantum information applications 

include the silicon vacancy [84] and the silicon-
carbon divacancy [85]. 

Coherent control of the spin states with lasers, 
magnetic fields, and even oscillating electric fields 
has been shown [84, 85, 86, 87, 88]. Coupling of 
distinct SiC defects for a scalable quantum 
processor or network can be achieved through 
integration of these defects to photonic circuits. 
There have been demonstrations of coupling to a 
photonic crystal cavity a divacancy in polytype 
SiC-3C [89] and a silicon vacancy in SiC-4H [90], 
with enhancement of the emission into the cavity 
mode. A related recent highlight includes the 
Purcell enhancement of only one of two closely 
spaced transitions [91]. Significant progress 
toward scalability also includes the development 
of an array of nanopillars containing single 
vacancy centers in 4H SiC [92]. In this 
experiment, the vacancies were created with 
electron beam irradiation of a commercially 
obtained substrate. 

Among the challenges facing SiC-based quantum 
information processing is the need to develop 
higher-quality materials, especially 3C, which is 
the most compatible for photonic crystal structures 
but has lower-quality centers compared with the 
hexagonal polytypes 4H and 6H. Controlling the 
quality of the material also involves fewer 
unwanted defects, which cause decoherence of the 
qubit via fluctuating electric fields. Finally, 
understanding the role that inequivalent sites play 
in the optical properties of 4H silicon vacancy 
centers would also help open up a path toward the 
further development of these qubits. 

Defects in 2D materials 
Recently, there has been an interest in point 
defects or quantum dots in 2D transition metal 
dichalcogenide materials [93]. Such structures can 
be generated by strain and can trap electrons or 
holes to be used as qubits. An attractive property 
of these systems is their 2D nature, which leads to 
enhanced photon extraction compared with 3D 
materials, in which the total internal reflection 
poses challenges for photonics and quantum 
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networks. The emission frequencies of these 
emitters can also be tuned with magnetic or 
electric fields, an important feature for 
indistinguishable photon emission and subsequent 
integration into quantum networks. Integration 
with photonic cavities and waveguides is also 
promising. 

Finally, an additional attractive feature for 
scalability is the possibility of growing an array of 
quantum dots by depositing the 2D material onto 
an array of nanopillars. This was recently 
demonstrated via the deterministic creation of 
arrays of hundreds of quantum emitters in WSe2, 
emitting in the visible spectrum and demonstrating 
higher spectral stability than naturally occurring 
defects [94]. A disadvantage of 2D defects, 
however, is that they require low temperature; and 
their spin coherence times are much shorter than 
those of diamond and SiC defects. The nature of 
the defects/quantum dots is also not well 
understood, and the spin and optical properties 
need to be significantly improved for use in a 
scalable quantum processor. 

Photonic Quantum Computing 
The research and development of photonic QC is 
typically divided into two major approaches, 
discrete variable (DV) and continuous variable 
(CV). In the DC approach, individual photons 
serve as qubits. Small-scale demonstrations of 
basic quantum algorithms have been demonstrated 
in photonics (including Grover’s algorithm, 
homomorphic encryption, machine learning, 
surface code demonstrations, and various 
simulators); but these schemes are currently not 
scalable because many basic operations, including 
photon creation and two-qubit gates, are 
nondeterministic. In the CV approach, quantum 
information is encoded in the amplitudes and 
phases of weak electromagnetic fields. This 
approach eliminates the nondeterminism of state 
preparation and two-qubit gate operations, but it 
faces a different challenge in that extremely strong 
optical nonlinearities are needed to implement 
some operations efficiently. Materials with 
extremely large and fast optical nonlinearities 

would greatly benefit both DV and CV approaches 
to photonic computing. Other key technology 
needs for photonic QC include on-demand sources 
of identical photons and high-efficiency, high-
speed photon counting detectors. 

It is worth noting that in addition to their potential 
for quantum computation, photons are excellent 
carriers of quantum information because of their 
long coherence times and low interaction 
probabilities with other photons and matter. 
Indeed, optical transmission is currently the only 
highly reliable method of relaying quantum 
information between other types of qubits. 
Therefore, material advances that benefit photonic 
QC will also benefit quantum interconnects for 
matter-based qubits. 

Discrete-variable photonics 
Recent and sustained work by many researchers 
worldwide has focused on developing scalable 
quantum photonics platforms using the tools and 
processes developed for integrated circuit 
manufacturing, as illustrated in Figure 5 [95]. 
Complementary metal-oxide semiconductor 
(CMOS) –compatible quantum photonics is the 
goal, with research thrusts in photon sources, 
photonic gates, and single-photon detection. The 
ideal photon source emits exactly one photon with 
well-defined spectrum and polarization, on 
demand with unit probability. Semiconductor 
quantum dots, nitrogen-vacancy centers in 
diamond, and defect sites in 2D materials have all 
been demonstrated as single-photon sources. 
Scalable photonic QC requires that single-photon 
sources be both bright and indistinguishable, a 
requirement that has been met very recently in 
semiconductor quantum dot systems embedded in 
micropillar photonic cavities [96]. These systems 
have the added advantage of being electrically 
pumped and are tunable over a narrow wavelength 
range. The best single-photon sources currently 
require operation at cryogenic temperatures, but 
advances in understanding the role of defects 
within the semiconductor lattice offer the promise 
of room-temperature operation [97]. The 
utilization of single quantum emitters, at least with  
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Figure 5. (a) Illustration of photonic waveguide modes for (b) silica-on-silicon waveguide architectures. (c) 
Chip-scale interferometers replace bulk optics components, and local phase change and heating 
elements can control the phase of each arm of the interferometer. | Adapted by permission from Nature 
Publishing Group, Nat. Photonics 3, 346–350, Manipulation of multiphoton entanglement in waveguide quantum circuits, 
Matthews et al., copyright 2009 

semiconductor quantum dots, is compatible with 
CMOS-based silicon photonics architecture. Novel 
nanophotonic and plasmonic elements can be 
employed to increase—by orders of magnitude—
optical coupling from quantum dot systems to 
photonic waveguides [98], demonstrating the 
promise of quantum plasmonic systems. 

The most common methods of single-photon 
generation exploit spontaneous optical processes 
occurring in nonlinear media by which bright 
“pump” fields are converted into photon pairs. 
Spontaneous parametric down-conversion (SPDC) 
and spontaneous four-wave mixing (SFWM)—
second-order χ(2) and third-order χ(3) processes, 
respectively—are typically used. These processes 
can be used to create either independent or 
maximally entangled photon pairs. Bulk optic 
implementations of such sources have been a 
workhorse in photonic QC for decades and have 
been used to perform small quantum computations 

[99], test fundamental tenets of quantum 
mechanics [100], and teleport qubit states from a 
ground observatory to a low-orbit satellite [101]. 

Despite their widespread use, such sources do not 
provide a scalable approach to photonic QC. 
Experimental demonstrations typically generate 
photon pairs off-chip and couple to the photonic 
platform. This method is not scalable because of 
limitations on bulk optical photon generation and 
optical coupling losses. Additionally, the 
spontaneous nature of such sources means the 
success probability of creating an n-photon state 
decreases exponentially with n. The success 
probability can be increased by multiplexing a 
larger number of photon sources. Efforts are under 
way to identify novel multiplex switching to 
improve quantum photonic state generation [102]; 
however, the multiplexing approach is still loss-
intolerant and resource-intensive [103]. 

https://www.nature.com/articles/nphoton.2009.93#rightslink
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Integrated and scalable on-chip solutions must 
therefore address the limitations of the single-
photon generation process. Demonstrations of 
SPDC using sputter-grown AlN and AlGaAs have 
been reported in the literature [104], providing a 
mechanism to use common semiconductor 
materials in an effective way. Pair sources via 
SFWM have been demonstrated using a variety of 
silicon elements, including waveguides, micro-
ring resonators, microdisks, and photonic crystals 
[105]. Silicon nitride waveguides exhibit χ(3) 
nonlinearities without the problems associated 
with two-photon absorption at high pump powers. 
However, SFWM approaches require efficient 
filtering of the strong pump beam without 
attenuation of the photon pairs. Progress on this 
front will require the development of novel 
heterostructures and metamaterial designs to 
realize effective pump filtering and polarization 
management. Passive elements—such as 
waveguides, splitters, and filters—that play a 
central role in quantum photonics are well 
understood. Challenges remain specifically in 
reducing propagation- and polarization-dependent 
losses. Propagation losses, at least at the single-
photon level, result mainly from surface roughness 
on the waveguide sidewall, which is in turn 
exacerbated by the index contrast, Δn, of the 
waveguide material and surrounding environment. 
Techniques such as rapid thermal annealing and 
judicious waveguide design can reduce sidewall 
roughness and limit guided mode field overlap of 
the sidewall, respectively. 

Commercial-off-the-shelf photonics technologies 
exist today that perform frequency and phase-
shifting operations on optical signals. Typically, 
such technologies use bulk nonlinear optical 
elements pigtailed to optical circuits. Recent work 
using commercial off-the-shelf devices can be 
used to leverage alternative linear optical QC 
schemes, such as the proposed spectral linear-
optical QC approach [106]. Current on-chip 
modulators and phase shifters, such as silicon 
micro-ring modulators [107], can reach gigahertz 
speeds but exhibit high optical loss. On the other 
hand, thermo-optic modulation in silicon and 

dielectric waveguides exhibits no additional 
waveguide loss yet is relatively slow (~100 kHz) 
[108] compared with the thermal relaxation times 
required to cycle. Additional research on 
integrable nonlinear optical elements, particularly 
with ferroelectric materials, provides an alternate 
approach. 

Continuous-variable quantum 
photonics 
The one-way model for QC proposed by 
Raussendorf and Briegel in 2000 [109] offers a 
direct path to scalability by requiring only single-
qubit projective measurements performed on a 
cluster state (a highly entangled state of multiple 
qubits). Production of this entanglement resource 
requires the deterministic application of two-qubit 
gates, which is routine in the CV regime. The 
existence of a deterministic two-qubit gate in this 
scheme solves one of the largest problems with 
DV schemes and—combined with the ease of 
manipulating photonic qubits—has resulted in the 
largest collections of entangled qubits of any 
quantum information system (including both 
matter-based and photonics-based systems). 

Significant advances in CV cluster state generation 
have been made in recent years. They have yielded 
1,000,000 time-multiplexed modes sequentially 
entangled into a dual rail cluster state (as 
illustrated schematically in Figure 6 [110]) and an 
implementation of a cluster state in a frequency 
comb with more than 60 modes entangled 
simultaneously [111]. More recent work has 
proposed and provided a path toward scalable 
spatial multiplexing of entanglement in cluster 
states [112]. The elegance of these schemes—
involving only beam splitter interactions and 
simple bipartite entanglement measurements—will 
probably see broad application in quantum optics 
and quantum information systems in the very near 
future, including in photonic interconnects and 
repeaters. 

Recently, the first fault-tolerance threshold 
theoretically showed that 20.5 dB of quantum 
correlations are needed to achieve one-way fault  



26 

 
Figure 6. Schematic of temporally multiplexed, dual-rail, continuous variable cluster state. Optical 
parametric oscillators are used to generate a series of bipartite squeezed states, also known as Einstein-
Podolsky-Rosen (EPR) states. An optical delay is used to delay half of those modes by the period T, and a 
balanced beam splitter interaction between the staggered EPR states is used to generate the extended 
EPR state, equivalent to a dual-rail cluster state, shown in (iv). | From APL Photonics 1, 060801, J.-I. Yoshikawa et al.  
(2016); used in accordance with the Creative Commons (CC BY) license. 

tolerant quantum computation [113]. The optical 
parametric oscillators (OPOs) used to create recent 
CV cluster states have not yet reached this 
threshold because of the low single-pass gain and 
optical absorption present in OPO cavities. State-
of-the-art OPO implementations of cluster states 
have demonstrated roughly 3 dB of quantum 
correlations. However, OPOs themselves are 
capable of producing more than 15 dB of quantum 
correlations when used to produce relatively few 
modes. Four-wave mixing in atomic vapor offers 
some promise of increased quantum correlations, 
but the current state of the art is limited to roughly 
10 dB. The proximity of both systems to the fault 
tolerance threshold shows a potential path forward 
for scalable one-way fault-tolerant QC with 
continual technological improvements. Further, 
the current fault tolerance threshold was provided 
for a 0.1% logical error rate. A larger tolerable 
error rate (for commensurately shorter 
calculations) reduces this limit (18 dB is required 
for a 1% error rate, for instance). Further study 
into logical encoding schemes is needed, and these 
may further lower this threshold (as has been 
shown routinely for DV error correction codes). 
An additional challenge for the CV scheme has 
been the lack of mature quantum algorithms for 
use on the platform. However, this challenge is not 
fundamental and has been mitigated in recent 
years with new algorithms now being produced at 
a rapid pace. 

Although two-qubit gates are not a challenge in 
CV systems, a universal gate set requires the 
ability to implement highly nonlinear optical 
processes. One approach is to induce effective 
nonlinearities via projective measurements, which 
collapse the wavefunction. Both photon–number 
resolving detection (which projects the photonic 
system into a Fock state) and photon number 
subtraction can be used to implement these gates. 
These measurement-induced nonlinearities satisfy 
the requirements for universality but are 
nondeterministic and hence do not constitute a 
scalable approach. Thus there is a need for 
materials with strong optical nonlinearities that 
could be used to implement the necessary gates. 

Fundamental advances in the development of 
nonlinear optical materials are critical to further 
development in this area. Increased second- and 
third-order nonlinearities combined with reduced 
optical absorption would allow for improved 
quantum correlations in single-pass OPOs and in 
four-wave mixing platforms, allowing the fault 
tolerance threshold to be reached. Further, large 
third-order nonlinearities would allow direct, 
deterministic application of all the gates required 
for universal computing. Two likely avenues for 
these advances lie in the development of novel 
heterostructures and in the development of 
nonlinear nanophotonic media. The development 
of complex heterostructures for nonlinear 

https://aip.scitation.org/doi/10.1063/1.4962732
https://creativecommons.org/licenses/by/4.0/
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nonlinear photonics remains a nascent field, with 
the goal being to build novel structures with the 
desired nonlinear properties from the ground up, 
atom by atom, in microscopy systems. This 
requirement can leverage the designer materials 
paradigm currently under way in microscopy 
research at various national laboratories, with the 
goal being a low-loss implementation of the 
required quantum gate. An increasing body of 
work also points toward the utility of plasmonic 
nanostructures for quantum information 
processing [114]. The confinement of optical 

fields to greater than five orders of magnitude 
below the diffraction limit enables significantly 
enhanced nonlinear efficiencies compared with 
traditional nonlinear materials. Unfortunately, 
optical losses associated with the metals typically 
used as plasmonic media limit the quantum 
correlations that can be achieved in nanoplasmonic 
nonlinear platforms. Emerging efforts aimed at 
leveraging alternative nanophotonic [115] and 
plasmonic [116] media point to low-loss 
implementations that can provide a path forward 
toward a universal gate set. 
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Quantum Computing Interconnects 
Qubit connectivity is important for reducing the 
overhead of quantum communications of qubits 
during quantum information processing (QIP). The 
concept of a quantum interconnect is an 
amalgamation of QIP primitives that enables the 
transfer of quantum information in quantum 
computers. Two main use cases for an 
interconnect are typically envisioned. First is 
quantum information exchange between dissimilar 
qubits. For example, ion trap qubits could be used 
to perform two-qubit gates, then converted to 
photonic qubits, which would then be sent into a 
dilution refrigerator where they would be stored in 
nuclear-spin qubit memories until needed. Here 
the conversion of quantum information to and 
from photonic qubits is facilitated by a transducer. 
The second use case is for implementing “long-
range” qubit interactions across the quantum 
device, typically between qubits of the same type. 
Arbitrary long-range qubit connectivity within the 
same quantum device is highly desired to realize 
programmable many-body quantum systems. 
These systems comprise quantum simulators that 
permit the investigation of complex quantum 
systems that have interactions beyond nearest-
neighbors. Such an interconnect may reduce qubit 
crosstalk by enabling greater separation between 
individual qubits while maintaining the long- and 
short-range qubit interactions. 

A need for quantum interconnects [117, 118, 119] 
has long been recognized by the quantum 
information community. Several properties make 
photons quite attractive for implementing such 
quantum information interconnects. Popular 
matter-qubit systems such as trapped ions, neutral 
atoms, quantum dots, and single dopants in silicon 
can readily be coupled to optical photons. And 
superconducting qubits can be interfaced with 
optical photons via a host of transducer devices. 
Though photons may span a wide range of 
energies, they are easily manipulated by means of 
linear optical elements and do not require 
cryogenic and/or vacuum environments for 
operation. Moreover, when appropriate 

wavelengths are used, photons can be readily sent 
and received through fiber networks to 
interconnect different QIP environments. In recent 
years, photon-based QIP has provided a versatile 
platform for a host of applications ranging from 
more general quantum communication and 
cryptography [120, 121] to QC and metrology 
[122, 123]. Accordingly, the photon represents the 
most effective carrier of quantum information over 
any but the shortest distances, although QC 
interconnects and more general quantum 
communication fiber networks are optimized 
differently. 

Unfortunately, transmission of quantum 
information over “lossy” channels (even through 
nearest-neighbor interactions) results in 
nondeterministic qubit loss. Nondeterminism 
limits the number of sequential gates that may be 
performed for a desired probability of computation 
success. Since 1998 [124], there have been a 
variety of proposals for “quantum repeaters” to 
mitigate the problem of qubit loss. Although 
normally the problem is couched in terms of 
photonic qubit transmission over fiber-optical 
networks, the same concepts may be applied to 
other qubit types used in quantum computation. A 
comparison of the major quantum information 
transmission approaches and their relative 
strengths and weaknesses was recently given in 
Muralidharan et al. [125]. The highest 
performance is promised by the so-called “third 
generation” quantum repeaters; these use quantum 
error-correction–based teleportation at each 
repeater node, which theoretically can be fault 
tolerant with respect to loss and some types of 
operational errors [126]. As these repeaters can be 
made tolerant of loss, quantum information can in 
principle be transmitted with arbitrarily high 
efficiency. However, if the loss between repeater 
nodes reaches 50%, the channel capacity vanishes 
[127, 128], and quantum data transmission drops 
exponentially in the number of error-corrected 
repeater steps [126]. The quantum repeater analog 
to “quantum supremacy” in quantum 
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computation—namely, the use of quantum 
repeaters to realize performance better than that of 
other methods, for example, direct qubit 
transmission over optical fiber—has not been 
realized experimentally. At present, because of the 
increased complexity of error correction, most 
experimental work on quantum repeaters has 
focused on “first-generation” methods, which are 
elaborated upon below. 

There are several technological gaps in the state-
of-the-art first-generation photonic interconnect 
protocols (e.g., the MUSIQC architecture [129]). 
First-generation techniques are based on 
interference effects, which require 
indistinguishable photons. However, different 
qubit technologies couple to photons of distinct 
frequencies, thus generating frequency 
distinguishability. However, even for qubits of the 
same type, on the same chip, inhomogeneities of 
magnetic field and strain can cause frequency 
distinguishability. Quantum frequency conversion 
is often viewed as a potential remedy, and it has 

received significant attention in the context of 
matching photonic wavelengths, e.g., to quantum 
memories [130]. Unfortunately, this approach 
requires additional resources, such as strong laser 
pumps and optical nonlinearities, that in turn, 
increase noise and complicate scalability. Second, 
existing first-generation repeaters use a “repeat 
until success” entanglement swapping technique 
that requires quantum memory, synchronization, 
and two-way classical communication. Finally, all 
present experimental schemes are based on 
constructing large distributed interferometers that 
must be phase-stabilized to perform high-fidelity 
entangling operations—an extremely challenging 
experimental task. Recently, a QIP protocol based 
on encoding quantum information into discrete 
spectral (frequency) modes has emerged [131]. It 
promises to remedy some of the drawbacks of the 
first-generation quantum repeaters. Although 
much progress has been made, there is a need for 
further development of theory and experiment to 
realize practical, quantum interconnects that scale 
beyond a few qubits. 
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Atom-by-Atom Manipulation for Building Quantum Devices 
The development of certain classes of solid state 
QC devices necessitates the ability to fabricate 
matter on the atomic scale. The first viable 
technology in this direction was enabled by STM. 
In that case, it was realized that the probe tip can 
induce the motion of loosely bound atoms on 
materials surfaces; and in some cases, the surface 
can be imaged before and after the manipulation, 
providing atomically resolved views of surface 
changes. The breakthrough came with the 
experiments of Don Eigler at IBM, who developed 
an approach to position the deposited atoms [132]. 
In the 25 years since this seminal work, the field 
has seen multiple advances in fabrication, basic 
physics, and societal impact. Some of the 
breakthrough concepts introduced by the Eigler 
group include quantum corrals [133] and 
molecular calculation cascades [134], opening 
pathways for probing the fundamental physics of 
quantum states in real space and molecular 
motion–based computational devices. Multiple 
other advances, including ultra-high-density 
storage [135] and holographic memories, have 
been reported. Many of these advances are 
summarized in a number of recent reviews [136, 
137]. 

However, the fundamental limitation of STM-
based fabrication is that in many cases it is limited 
to very low temperatures, with liquid helium being 
the norm; requires atomically flat clean surfaces; 
and has very limited throughput. At the same time, 
mainstream nanotechnology necessitates room-
temperature stability (either at operational 
temperatures or in intermediate fabrication steps) 
and reasonably fast fabrication. This goal can be 
achieved via a combination of classical surface 
science techniques for the fabrication of 
atomically defined surfaces with STM 
manipulation and the approach brilliantly 
demonstrated by Michelle Simmons et al. [138, 
139] and several other groups. 

The alternative approach for high-resolution 
imaging of atomic structures is provided by 

(scanning) transmission electron microscopy 
(STEM). The introduction of high-resolution 
aberration-corrected electron microscopy in the 
early 2000s revolutionized the field of condensed 
matter physics and materials science. Following 
the initial demonstration of single-atom sensitivity 
in electron energy loss spectroscopy and 3D 
imaging capability via focal series [141], the 
increased spatial resolution and sensitivity of STEM 
have enabled advances such as direct mapping of 
polarization [142, 143], plane octahedral tilts [144], 
and chemical strains [145, 146] and were recently 
extended to probe tilt systems in the z-direction 
[147]. The advances in quantification of STEM 
enabled quantifying and positioning of single 
vacancy centers [148] and are likely to lead to further 
breakthroughs. 

However, a brief historical overview of e-beam, 
ion, and particle literature suggests that over the 
past three decades, these beams were found to 
induce significant modifications in the structure of 
solids. One example of such a process is beam-
induced crystallization and amorphization. This 
area was actively explored in the 1980s and 1990s, 
and e-beam crystallization of a number of 
important semiconductors such as Si [149, 150, 
151, 152] and GaAs [152, 153, 154] has been 
reported. Similarly, the beam can result in 
selective removal of material; and if integrated 
with beam-induced reactions, it can enable the 
fabrication of nanoscale structures, as summarized 
in recent reviews by Krasheninnikov [155], 
Gonzales-Martinez [156], and Jesse [157]. The 
associated mechanisms are discussed by, e.g., 
Jiang [158]. However, these beam fabrication 
processes primarily explored mesoscopic-level 
changes of materials structure, as limited by the 
electron microscopy platforms of the time. A 
number of groups have explored the potential of 
atomically focused beams for resist-based 
lithography [159, 160], now approaching 1 nm 
resolution, and e-beam deposition. However, in the 
vast majority of work to date, STEMs have been 
perceived only as imaging tools; and any beam-
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induced modifications were viewed as undesirable 
beam damage. 

In the past 5 years, the proliferation of high-
resolution STEMs and their intrinsic propensity 
for beam-induced modifications in solids have led 
several groups to observe and report atomic-level 
beam-induced modifications, including phase 
transitions, vacancy creation, and atomic motion. 
Atomistic and nanoscale beam-induced 
phenomena include crystallization of amorphous 
material [161, 162, 163], elastic-plastic transitions 
[149], ferroelectric domain switching [164], phase 

transitions [165, 166], vacancy formation and 
dynamics [167], creation of molecular bonds 
[168], inversion of bonds [169], atomic motion 
[170], erosion [155], and liquid electrochemistry 
[171]. What is remarkable is that these changes 
often involve one atom or small groups of atoms 
and can be monitored in real time with atomic-
level resolution. This extremely broad range of 
well-defined beam-induced processes suggests 
tremendous potential for material science, 
chemistry, and nanofabrication. 
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Scientific Applications of Quantum Computing 
Computational Chemistry 
Within the world of chemistry, there are particularly 
difficult and extremely useful challenges toward 
which we have been striving since their 
conceptualization. They include manipulating 
matter on the atomic and molecular scales, 
economical solar splitting of water, and design of 
efficient and stable catalysts. A more fundamental 
problem linking each of those problems (and many 
more) is the generation of exact solutions to the 
Schrödinger equation. The importance of this 
problem is best stated by Paul Dirac: “the 
underlying physical laws necessary for the 
mathematical theory of a large part of physics and 
the whole of chemistry are thus completely known 
and the difficulty is only that the exact application 
of these laws leads to equations much too 
complicated to be soluble.” As the number of 
particles in the system to be described by a given 
formulation of the Schrödinger equation is 
increased, the dimensionality of the corresponding 
Hilbert space of solutions grows exponentially. This 
fact supports both that solving the Schrödinger 
equation is fundamentally hard, and that an 
increasing system size entails an exponentially 
larger amount of computational resources. 

Because of the fundamental difficulty associated 
with generating exact solutions to the Schrödinger 
equation, the fields of quantum chemistry and 
atomic/molecular physics have largely depended 
on approximate solutions and corrections of 
increasing accuracy and computational 
requirements. 

With all of these efforts and approximations, we 
retain the single fundamental problem associated 
with solutions to the Schrödinger equation: 
unachievable computational costs when the 
accuracy or size of the calculations is increased. 
As an example of the intractable difficulty of such 
problems, the full configuration interaction (FCI) 
calculation for a molecule as small as methanol 
(CH3OH) at a 6-31G level of theory (m = 18 
electrons described with N = 50 basis functions) 

requires 1017 configurations to build the total state 
space. This problem is impossible on a classical 
computer. 

During the 1970s and 1980s, Feynman and others 
hypothesized that one could use a quantum 
mechanical system to perform calculations, the 
possibility of building QC devices, and the 
plausibility of simulating chemical and quantum 
mechanical systems using quantum mechanical 
computer systems. The use of quantum computers 
for chemical applications promises to have a 
revolutionary impact on nearly every subfield of 
chemical physics and all conceivable applications 
therein [172]. Although the promise of this 
technology is great, so are the challenges. It is 
important to note that this field is wide open, as no 
quantum algorithm to date has solved a classically 
intractable problem. 

As quantum computers perform computational 
operations by means disparate from classical 
computers, quantum algorithms are capable of 
outperforming their classical counterparts in 
certain situations (and at times exponential 
speedups are possible). An example of such a 
situation is the factoring of large numbers and the 
simulation of quantum systems. Additionally, 
quantum computers are capable of performing 
discrete Fourier transforms exponentially faster 
than classical computers. Thus, any computational 
task that requires a Fourier transform can benefit 
from this quantum speed-up; e.g., exploiting it to 
perform discrete sine and cosine transforms has 
been proposed. Another recently proposed 
exploitation is a possible exponential speed-up in 
solving systems of linear equations. The 
expectation arising from the application of this 
technology to chemistry hinges on two factors: 

The system may be mapped to a problem or (within 
acceptable accuracy) a series of finite quantum gates 
so that it is performable on a quantum 
computer/simulator. 
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Given item 1, the algorithm (through efficiency of 
programing) or system (through efficiency of 
resources) permits a speed-up from its classical 
analogue. 

The following are some recent illustrative, 
example results relevant to applying QC to 
chemistry. 

Based on the quantum phase estimation algorithm 
and Trotter decomposition for quantum evolution, 
a series of quantum algorithms for the evaluation 
of chemical rates and electronic ground state 
properties have been developed [173,174,172]. 
These algorithms required, as a means of 
operation, quantum state preparation, which 
initiated that field of study [175] and extended to 
excited states by methods of multi-state reference 
[176]. These results expanded the field to consider 
relativistic considerations [177] and non-Born-
Oppenheimer quantum dynamics [175]. Novel 
algorithms designed for the simulation of sparse 
Hamiltonians marked the true promise of QC 
applications in chemical physics, as these methods 
decompose the Hamiltonian into a linear 
combination of simple unitary operators while 
using a truncated Taylor series for simulating 
Hamiltonian dynamics. Subsequent studies have 
applied this methodology toward both first 
quantization and second quantization methods and 
another real-space simulation method [178]. 

Another development is the application of the 
adiabatic QC model to treat important problems in 
quantum chemistry—such as electronic structure 
calculation, global optimization, and protein 
folding—by mapping the problem to an Ising type 
Hamiltonian. The basic idea of adiabatic QC is to 
define a Hamiltonian HP whose ground state 
encodes the solution of the computational 
problem. Then, a system in the ground state of 
some beginning Hamiltonian HB that is easy to 
solve classically is initiated, and the adiabatic 
evolution H(s) = (1-s)HB+sHP is performed. Here, 
0<s<1 is a time parameter. The adiabatic evolution 
is governed by the Schrödinger equation for time-
dependent Hamiltonians. The largest-scale 

implementation of adiabatic QC to date is by D-
wave systems. In this case, the physical process 
intended as the adiabatic evolution is more broadly 
called “quantum annealing.” The quantum 
processors manufactured by D-wave are 
essentially a transverse Ising model with tunable 
local fields and coupling coefficients. The research 
has been focused on using Gadget theory to reduce 
the k-local Hamiltonian to a 2-local Hamiltonian 
[179,180]. 

The concept of entanglement is paramount in QC, 
chemistry, physics, and biophysics. It can be 
defined through a seeming violation of a postulate 
of quantum mechanics. The concept is derivative 
of a fundamental postulate of quantum mechanics: 
the state space of a composite system is the tensor 
product of the component systems, e.g., Bell states 
or EPR pairs. As entanglement is a physical 
property, it should be quantifiable mathematically; 
this endeavor has led to a great many descriptors 
of entanglement [181]. In these cases of quantum 
entanglement, measurement outcomes on the 
subsystems are strongly correlated in some sense. 
Entanglement is capable of being used to measure 
interactions and correlations in quantum systems, 
e.g., the correlation energy in quantum chemistry 
and Shannon entropy. Determining the correlation 
energy for large chemical systems remains a 
challenging problem in quantum chemistry; 
However, by using various types of entanglement 
witnesses and measurements, we are able to 
recover electron-electron correlation [181,182] and 
show that configuration interaction wave functions 
violate the Bell inequality. There have also been 
several recent experimental and theoretical 
suggestions that entanglement can play important 
roles in natural phenomena, including these: 

• The molecular wire role that certain protein 
complexes take on within photosynthetic 
complexes 

• The use of nontrivial quantum effects to 
optimize biological problems during natural 
selection 



34 

• A possible quantum entanglement of a spin 
pair coupling with the Earth’s magnetic field 
to generate the avian magnetic compass 

• A new proposal of quantum tunneling 
providing an inelastic energy transfer path in 
proteins permitting their activation, especially 
in olfaction. 

• A new line of materials research possibly 
using quantum machine learning algorithms 
for molecular energy prediction, trained using 
databases of known energy spectra [183] 

Computational Materials Science 
QC holds a great promise as a simulation-enabling 
technology for a myriad of applications in 
materials science. In addition, a better 
understanding of material properties at the 
microscopic (quantum) level is indisputably 
required to enable QC beyond small-scale lab 
demonstrations. Quantum many-body interactions 
dominate the modeling landscape at the 
microscopic level, and they tremendously increase 
material simulation complexity with classical 
computers. Although classical simulation 
techniques have drastically improved classical 
simulation capabilities, ultimately they all face the 
challenge of the exponential increase in computing 
resources with the size of a problem. 

In recent years, the disruptive new field of 
quantum simulation has emerged, promising to 
enable simulations far beyond those that are 
classically tractable. In particular, scientific 
applications concerned with simulations of 
interacting fermions on a lattice are poised to reap 
the benefits of quantum simulations [184, 185, 
186]. Mathematical models of interacting fermions 
naturally extend to describe vastly different 
physics, such as that of the correlated electron 
systems. This connection at the model level 
prompted many research groups in industry and 
academia to develop and analyze quantum 
simulation algorithms [187, 188, 189, 190] for the 
Fermi-Hubbard and the Hubbard-Holstein models 

for applications in condensed matter physics and 
material science. 

Correlated Electron Systems 
Correlated electron materials exhibit a host of 
interesting phenomena that arise from the strong 
electron-electron Coulomb interaction. In 
particular, electron interactions are responsible for 
magnetism, superconductivity, and quantum 
critical behavior. To understand these phenomena, 
one cannot treat the electrons as noninteracting 
particles in a mean field. The many-body 
dynamics arising from the interactions between the 
electrons must be explicitly considered. 

The Fermi-Hubbard model is the standard model 
of correlated electron systems, in which one can 
study the behavior arising from many-body 
interactions. It is particularly relevant to cuprate 
high-temperature superconductors, for which the 
2D Fermi-Hubbard model on a square lattice 
provides a minimal model for describing the 
physics of the single band that crosses the Fermi 
energy in these systems. Despite its apparent 
simplicity, the Fermi-Hubbard model cannot be 
solved exactly because of the exponential increase 
of the Hilbert space with system size (number of 
sites/electrons). 

Classical numerical approaches to studying 
correlated electron systems as described by the 
Fermi-Hubbard model include techniques ranging 
from determinantal QMC [191] and exact 
diagonalization [192] to density matrix 
renormalization group [193] and dynamic cluster 
approximation (DCA) [194]. 

Classical Challenges 
The main limitation of classical simulation 
approaches is the exponential growth of the 
Hilbert space. In some cases, techniques such as 
determinant QMC and DCA reduce this 
complexity to algebraic growth; but this 
improvement is generally limited by the fermion 
sign problem [195]. The problem arises from 
mapping the d-dimensional quantum problem to 
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an equivalent d+1-dimensional classical problem 
and the resulting possibility of electronic 
configurations with a negative Boltzmann weight. 
This results in an exponential growth of the 
statistical error and hence simulation time, 
effectively restoring the exponential scaling of the 
original problem. Although this problem is absent 
in a few cases (for example, in the half-filled 
Fermi Hubbard model with 1 electron per site), it 
is generally found to become exponentially worse 
with increases in lattice size, electron interaction 
strength, and inverse temperature [196]. 

Quantum Promise 
In recent years, quantum algorithms for simulating 
the Fermi-Hubbard model on quantum hardware 
have emerged, promising to reduce the simulation 
complexity from exponential in the lattice size and 
inverse temperature, to just polynomial [184, 185, 
186, 190]—even for cases in which the classical 
QMC algorithms scale exponentially as a result of 
the sign problem. Thus, these quantum algorithms 
can enable access to lower-temperature and larger 
cluster simulations, which cannot be handled by 
classical QMC methods. While classical 
DCA/QMC simulations have been used 
extensively to study low-temperature phenomena 
such as superconductivity and the pseudogap 
phase from which it emerges [197], quantum 
algorithms can enable more accurate simulations 
of these phenomena for larger lattice sizes and 
thus provide new insight [190]. For example, a 
true understanding of the pseudogap phase in the 
cuprates has been out of reach for classical 
simulations. Experimentally, this regime at weak 
hole doping is characterized by a low-temperature 
downturn of the bulk magnetic susceptibility and 
the opening of a partial spectral gap in the 
electronic excitations [198]. It has been found to 
host a number of interesting phenomena, including 
charge [199] and nematic [200] order, possibly 
coexisting with a Cooper pair-density wave [201]. 
However, the role these states and correlations 
play in the pseudogap and superconductivity 
remains unknown. A better and more detailed 
understanding of the fundamental origin of the 

degeneracy of different states in the Fermi-
Hubbard model could provide a deeper 
understanding of these questions. Since 
superconductivity emerges from the pseudogap 
state at lower temperatures, one must understand 
this state and its phenomena before one can have a 
true understanding of the origin of cuprate high-Tc 
superconductivity. 

Many issues in the field of unconventional 
superconductivity are beyond the description of 
the “simple” Fermi-Hubbard model of interacting 
fermions. One typical example concerns the 
superconductivity observed in the FeSe monolayer 
grown on an SrTiO3 substrate [202]— the question 
of what causes the high transition temperature 
observed in this system remains open. It has been 
suggested that an additional coupling of the 
fermions to a forward scattering phonon could 
give rise to the replica bands observed in angle-
resolved photoemission spectroscopy studies [203] 
and give an additional boost to the Tc. The 
microscopic description of this scenario is given 
by the Hubbard-Holstein model, in which 
interacting fermions are coupled to a bosonic 
phonon field. A recent study of quantum 
simulation algorithms has indicated that the 
Hubbard-Holstein model can be efficiently 
simulated using quantum hardware [204]. 

Quantum Challenges and Outlook 
The fact that a given quantum simulation 
algorithm is efficient in the information theoretic 
sense, however, does not guarantee that it can be 
readily performed on existing and near-term 
quantum hardware. Indeed, efficiency is only a 
necessary condition for implementation. Current 
and near-term quantum digital hardware is limited 
in the number of qubits (the simulation width is ~ 
50 qubits) and in the circuit length (~10 gates). To 
put these numbers in perspective, until June 2017, 
the best known digital quantum algorithm for 
simulating the Fermi-Hubbard model [186] 
required a simulation length of thousands of gates. 
Moreover, for systems that include both local 
particle-particle interactions and particle-field 
interactions (such as the Hubbard-Holstein model, 
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in which fermions on a lattice interact with 
bosonic fields), neither analog nor digital quantum 
simulations can run on existing and near-term 
quantum hardware. Digital quantum algorithms 
would require simulation lengths of millions of 
gates to perform a simulation of the particle-field 
interactions. On the other hand, analog quantum 
algorithms may be used to efficiently simulate 
particle-field interactions, but they are 
disadvantaged by hardware implementation issues 
because of the local particle-particle interactions. 
The latter essentially require implementing a 
complex many-body Hamiltonian model in a 

highly controllable manner—a task arguably as 
complex as building a universal quantum 
computer. Nevertheless, the outlook for quantum 
simulation algorithms appears to be very 
promising. Powered by the recent theoretical 
advances in reducing the runtime complexity of 
digital quantum simulation algorithms for quantum 
many-body systems [205] and the advent of hybrid 
digital-analog quantum simulation algorithms 
[204], current estimates of quantum resource 
requirements are within the reach of near-future 
experimental quantum devices. 
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Quantum Characterization and Control 
Increasingly, the ability to understand and control 
material properties at extreme scales requires 
quantum coherent interactions between light and 
matter. In particular, quantum sensors exploit 
quantum mechanical effects to obtain enhanced 
sensitivity over their classical counterparts. In the 
broadest definition, a quantum sensor can be any 
device that is used for detection of a physical 
phenomenon whose function can be described 
theoretically only by quantum mechanics. 
Examples include atomic interferometers such as 
those based on Bose-Einstein condensates, 
nitrogen-vacancy centers in diamond for 
magnetometry, atomic magnetometers, atomic 
clocks, and many metrological applications 
involving optical and microwave fields. As our 
understanding of quantum coherent interactions in 
materials improves, the ability to control those 
interactions will become increasingly important. 
Two promising avenues for such control include 
the use of designed quantum states of light to 
influence the evolution of electronic dynamics, 
and the bottom-up fabrication of heterostructures 
for specific quantum coherent applications. 

Quantum Sensing with Squeezed 
Light 
Sensors that exploit quantum noise reduction, or 
squeezed light [206], have seen renewed interest in 
recent years as a growing number of devices that 
use optical readout—from gravitational wave 
detection to ultra-trace plasmonic sensing at the 
nanoscale—have approached their absolute limits 
of detection as defined by the Heisenberg 
uncertainty principle. At this limit, the noise is 
dominated by back action and the quantum 
statistics of light (the shot noise limit, or SNL, 
when coherent light is used). Simultaneously, 
many devices, including nanoscale sensors, have 
reached tolerance thresholds at which the power in 
the readout field can no longer be increased 
without increasing the noise, because of back 
action or thermal effects. Beyond these limits, 
squeezed light is required to further improve the 

sensitivity of these platforms. In recent years, a 
growing number of sensors based on quantum 
noise reduction have been demonstrated [207– 
219]. 

Quantum noise reduction, or “squeezing,” can be 
characterized by the ratio of the noise in a 
quantum state to the shot noise, or the noise of a 
coherent state, which is a minimum uncertainty 
state with noise dictated by the Heisenberg 
uncertainty principle. A coherent state saturates 
the Heisenberg inequality, ∆𝑋𝑋∆𝑃𝑃 ≥ ℏ/2, with ∆𝑋𝑋 
= ∆𝑃𝑃. A squeezed state is also a minimum 
uncertainty state, but it allows for a more general 
form with ∆𝑋𝑋 = ℏ/2∆𝑃𝑃. Squeezed states can be 
generated using quantum optics techniques, such 
as optically pumping a nonlinear medium 
(including second- or third-order processes) to act 
as a nonlinear amplifier or oscillator. Squeezing 
can be generalized to more than one optical mode 
if the output of the nonlinear medium is 
nondegenerate. The noise in this amplifier can be 
derived in the interaction frame of the Heisenberg 
picture. In this frame, the interaction Hamiltonian 
for the case with degenerate pumping fields is (in 
the case of a third order nonlinear medium) 𝐻𝐻 = 
𝑖𝑖ℏ𝜒𝜒(.)𝑎𝑎1

2𝑎𝑎3
2𝑎𝑎4𝑎𝑎4 + 𝐻𝐻. 𝐶𝐶., where 𝜒𝜒(.) is the 

nonlinear coefficient, 𝑎𝑎4 is the pump field 
operator, and the subscripts s and i stand for the 
parametrically amplified fields called the signal 
and idler. Expressing the nonlinearity as a gain 
parameter, the noise of the output of such an 
amplifier relative to the SNL scales as 1/(2𝐺𝐺 − 
1). That is, the larger the nonlinear gain, G, the 
lower the noise on the output fields, which 
translates to a larger signal to noise ratio when the 
outputs of the amplifier are used to transduce 
physical fields of interest (see Figure 7). 

In recent years, quantum sensors have moved 
beyond simple lab curiosities, and several have 
exploited this noise reduction to produce practical, 
ubiquitous quantum sensors that break through the 
SNL to achieve state-of-the-art sensitivities 
beyond the capabilities of classical devices. For 
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Figure 7. A typical signal detected with quantum 
noise reduction. The noise floor due to quantum 
mechanical effects is well below the classical 
detector noise, which would otherwise obscure 
certain signals. | Image courtesy of Oak Ridge National 
Laboratory 

example, several nanoscale quantum sensors have 
been demonstrated which exceed the sensitivity of 
state-of-the-art classical sensors in the ubiquitous 
field of surface plasmon resonance sensing 
[216,217,219,220]. In other cases, micro-
electromechanical systems [210] such as those 
used in atomic force microscopes have had their 
noise levels reduced to below the shot noise level, 
paving the way for enhanced-resolution atomic 
force microscopy [215] by detecting small 
displacement signals such as those shown in 
Figure 7. Atomic magnetometers, which have 
already reached the sensitivity level of 
superconducting quantum interference devices, 
have been further improved with squeezed light 
[214]. Some of the most notable examples include 
the use of squeezed light to enhance gravitational 
wave detection via interferometry [207]. 

Squeezed Light Generation 
Squeezed light was first generated in 1985 by 
Slusher et al. using four-wave mixing in sodium 
vapor, with an initial measurement 0.3 dB below 
the vacuum noise [221]. Shortly thereafter, 
squeezed light was generated using the third-order 
Kerr nonlinearity of SiO2, using the second-order 
nonlinearity of a ferroelectric crystal, and in diode 
lasers driven by constant currents [222]. Today, 
four-wave-mixing in atomic vapor is routinely 
used to achieve squeezing on the order of 9 dB 
[223]; parametric down-conversion in optical 
parametric oscillators can generate squeezing 

approaching 15 dB [224]; and ultra-short pulses in 
nonlinear fibers can generate polarization 
squeezing approaching 7 dB [225]. 

These techniques have found increasing applications 
in quantum sensing and one way quantum 
computing, but integrated chip-scale squeezed light 
sources would provide a significant step forward in 
the relevance of squeezed light. Squeezing of 2 dB 
has been recently observed in a monolithically 
integrated SiN ring resonator coupled to an SiN 
waveguide [226], and 0.2 dB of squeezing has been 
observed in a micromechanical resonator coupled to 
a nanophotonic cavity [227]. Significant advances in 
the development of low-loss materials with high 
optical nonlinearities are required to further improve 
these integrated squeezed light sources. 

Characterization and Control of 
Material Dynamics with 
Entanglement 
The photo-excited dynamics of ambient systems 
are normally assumed to be classical, involving 
very fast decoherence of charge carriers and 
subsequent hopping transport, with radiative and 
non-radiative relaxation described by classical 
kinetics. A key discovery of coherent oscillations 
in exciton transport of the light-harvesting Fenna– 
Matthews–Olson (FMO) bacteriochlorophyll 
complex in 2007 has challenged this view [228], 
quickly triggering a wave of inquiry about the 
importance of quantum coherence at room 
temperature, in liquid and life-like environments, 
including proposals to perform quantum 
computation with plants [229]. Almost a decade 
later, questions regarding specific mechanisms and 
the importance of coherence in enhancing the 
efficiency of biological energy transport remain. In 
the FMO complex, it was shown that the time 
scale for energy transfer remains comparably large 
even in the absence of quantum correlations. 
However, the possibility of quantum coherent and 
even quantum entangled states existing in 
chromophore molecules in biological 
environments is now established in a handful of 
examples [230–233]. 
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More generally, ultrafast dynamics in spectrally 
congested materials cannot be explored well by 
any existing classical technique because of the 
Fourier limit for energy and time. Broadband 
femtosecond spectroscopy techniques inevitably 
convolve neighboring electronic transitions in such 
materials, resulting in wavelength resolution worse 
than 100 nm for typical femtosecond laser 
excitation. Likewise, state-of-the-art molecular 
probes cannot fully characterize material dynamics 
when multiple femtosecond transitions are present 
within a narrow spectral bandwidth. Quantum 
spectroscopy leveraging energy-time entanglement 
promises the ability to unravel the spectral and 
temporal properties of materials with a combined 
resolution eight orders of magnitude beyond the 
Fourier limit. This capability is a result of the 
strong correlation in arrival times for entangled 
signal and idler fields and the strong anti-
correlation in wavelength for the same fields. 

The quantum correlations in entangled optical 
states are often quantified by measuring two-
photon interference fringes. Two-photon 
absorption processes in atomic and solid-state 
media serve as an analog to coincidence 
measurements. As a result, absorption dynamics 
may be revealed by measuring the quantum 
interference of entangled photons as they probe 
materials [234]. Correlated light was first used to 
improve spectroscopic temporal resolution in 
2004. In this seminal work, SPDC was used to 
generate quantum-correlated light fields for two-
photon absorption spectroscopy of the 5S-5D 
transition in 85Rb, enabling a combined spectral 
and temporal resolution 2000 times beyond the 
Fourier limit for a classical source [235]. 
However, that approach relied on an isolated 
transition in a clean atomic system. A variety of 
spectroscopies using quantum states of light to 
describe coherent electronic dynamics have now 
been proposed [234,236–238] and demonstrated 
[239–243]. These initial experimental 
demonstrations of quantum correlated 
spectroscopy have shown a linear dependence on 
photon fluence for two-photon entangled [239– 
241] and quadrature squeezed [242] states of light 

compared with a quadratic dependence for 
classical states. 

In contrast to these initial experiments, recent 
modeling has suggested that quantum coherent 
interactions between entangled states of light and 
electronic transitions can enable the mapping and 
control of electronic transition dynamics in 
complex materials with a combination of spectral 
and temporal resolution that exceeds the Fourier 
limit by at least several orders of magnitude [234, 
236–238]. Additional progress in the control of the 
spectral and temporal properties of entangled 
states of light, in concert with synergistic efforts 
between quantum information science, physics, 
chemistry, and materials science, are critical to the 
further development of this field. 

Quantum Magnetometry 
Magnetometry may be the most well developed 
field of quantum sensing. NV centers in diamond 
[249], atomic vapors [213, 214, 244], 
superconducting quantum interference devices 
(SQUIDs) [245, 246], and cold atoms [270] all 
leverage quantum mechanical effects to aid in 
ultra-trace magnetic field sensing. The ability to 
map magnetic fields with high spatial resolution 
and sub-femtoTesla magnetic field sensitivity is 
critical to basic scientific explorations of spin 
physics and magnetism in quantum materials and 
to the development of technologies ranging from 
magnetoencephalography to stand-off detection of 
dangerous materials. 

Atomic magnetometry is a well-established 
approach to reaching femtoTesla magnetic field 
sensitivity for direct current and slowly varying 
magnetic fields with significantly reduced 
technical challenge and cost compared with 
SQUIDs [213, 214, 244]. In particular, spin 
exchange relaxation-free (SERF) atomic 
magnetometers use high densities of alkali atoms 
to achieve atomic collision rates that are orders of 
magnitude faster than the Larmor frequency ω0, 
resulting in a coherent precession frequency 
slower than ω0 in trace magnetic fields. That 
precession can be mapped onto the polarization of 
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optical probe fields in a compact magnetometry 
platform. Notably, multi-spatial-mode readout 
fields enable spatially resolved magnetic field 
sensing in atomic magnetometers, and operation 
near the D1 line in 85Rb makes these 
magnetometers compatible with squeezed light 
sources generated by four-wave mixing, enabling a 
further quantum enhancement in magnetic field 
sensitivity [214]. 

SQUIDs are now a highly commercialized 
magnetic field sensing platform [245, 246]. 
Relying on the Aharonov-Bohm phase imprinted 
on the superconducting wave function in a 
superconducting interferometer, they enable sub-
femtoTesla magnetic field sensitivity with a phase-
sensitive Josephson junction readout. While 
SQUIDs typically enable spatial resolution on the 
order of millimeters, further platform integration 
has enabled nanoscale magnetic field sensing 
[247,248] relevant to magnetic field, current, and 
thermal imaging of individual material domains. 

The paramagnetic impurities arising from NV 
center defects in diamond provide a unique solid 
state platform for quantum sensing of magnetic 
fields. The large NV center densities achievable in 
diamond flakes provide a strong magnetic moment 
and ease of readout due to the optically accessible 
spin-triplet ground state. Although coherence 
lifetimes are typically 3 orders of magnitude less 
than those of atomic vapors (typically (O)ns vs 
(O)ms or longer), sensitivities may reach 
comparable levels on the order of ~100aT/√Hz 
[249]. To date, experimentally observed 
sensitivities of 200pT/√Hz have been realized 
[250]. 

Two main challenges limit the viability of NV 
centers for quantum magnetometry: limitations in 
the optical addressal and readout mechanisms due to 
the low absorption cross-section, and reduced 
coherence times due to NV center decoherence in 
heavily doped samples [252]. The key to addressing 
both of these challenges lies in the deterministic 
creation of aligned NV centers within the diamond host 
[253] and subsequent high-precision placement of the 
diamond within an appropriate sensor platform [254]. 

The formation of defect centers, including the NV, 
in diamond is not a well-understood process. 
Traditional methods have relied upon ion 
implantation of a substitutional atomic species, 
followed by annealing to create diffusive vacancy 
centers trapped by substitutional atoms. Yet recent 
work using density functional theory has 
questioned this approach [255], together with 
experimental work showing NV center formation 
using nitrogen implantation without annealing 
[256, 257]. Additional efforts in the mechanism of 
NV center formation, with subsequent 
improvements of controlled placement, will 
provide mechanisms for greatly improved 
quantum field sensing. 

Coherence in Quantum Matter 
Coherent light-matter interactions are increasingly 
explored as a path toward understanding 
entanglement in quantum materials and leveraging 
entanglement for the control of quantum materials. 
The former may be achieved by characterizing the 
dynamic susceptibilities of quantum materials to 
describe the quantum Fisher information of many-
body electronic states [258]. One example of the 
latter is the generation of entangled quasiparticles, 
including squeezed phonons [259], and the optical 
exploration of nonequilibrium lattice dynamics. 
However, the incoherent excitation of additional 
phonon modes has thus far limited the generation 
of highly squeezed phonon modes, and 
experiments aimed at generating quantum states of 
light with strongly correlated electronic materials 
likewise remain in a nascent stage as a result of 
unwanted incoherent interactions. Additional 
control over light–matter interactions may be 
enabled by fabricating heterostructures of optically 
active and strongly correlated materials. 
Heterostructures of superconductors and 
topological insulators may enable convenient 
platforms for entangling quantum states through 
the manipulation of Berry curvature. For example, 
one can imagine laterally controlling the 
superconducting state of a surface film to move or 
control a Majorana fermion at the interface 
between the superconductor and a skyrmion [260]. 
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Managing Coherence between 
Quantum Light and Quantum 
Matter 
Controllable coherent interactions between 
quantum states of light and quantum materials are 
increasingly critical to improved understanding of 
and control over emergent phenomena. On the one 
hand, electronic correlations in quantum 
condensed matter may enable new sources of 
entangled and squeezed states of light. On the 
other hand, entangled and squeezed states of light 
may enable high-resolution interrogation and 
control of quantum condensed matter. The former 
leverages nonlinear interactions between photonic 
and phononic fields, for instance, to prepare 
quantum optical states of light. Quantum 
correlations in electronic materials may provide a 
new platform for the generation of quantum 
correlated photons with appropriately designed 
heterostructures to manage the light–matter 
interface. As an example of the latter, far infrared 
laser light may be used to measure the Berry 
curvature of graphene layers using the Faraday 
effect [261], and photon number statistics have 
been used to describe fluctuations in lattice 
dynamics [262]. Bell-like inequality violations 
have previously been observed in neutron 
interferometers [263], so neutron matter 
interactions may be mapped by monitoring the 
quantum state of a neutron probe. Neutron spin 
interferometry thus provides another potential path 
toward describing the quantum state of excitations 
in materials. 

Coherent Photon-Phonon 
Interactions 
Phonons can be an important part of quantum 
matter—in superconductivity, in particular. 
Phonons can compete and often dominate quantum 
fluctuations or make them inconsequential. Thus, 
the ability to manipulate phonons offers the 
opportunity to realize new states of matter. An 
example is driven transient superconductivity. 
Heterostructures may be a convenient route toward 
designing the phonon 

dispersion of materials. The periodicity of a 
superlattice leads to additional gaps of the 
dispersion curve. Phonons at the gaps are standing 
waves; thus, these engineered structures might 
provide a means to minimize entropy, leading to a 
concomitant increase of quantum coherence. 
Moreover, control over the photon-phonon 
interaction Hamiltonian has already been shown to 
enable the observation of lattice fluctuations below 
the vacuum noise floor [264], and leveraged to 
achieve transient superconductivity [265]. 
Generating squeezed phonon modes may also 
enable descriptions of the lattice dynamics 
associated with phase transitions in quantum 
materials that are otherwise hidden in the vacuum 
fluctuations of the lattice. 

Atomic Sensing and Simulation 
Atomic interferometers that leverage interference 
between cold atoms or Bose-Einstein condensates 
(BECs) are an increasingly popular platform for a 
myriad of applications requiring precision sensing 
of physical fields [267]. Recent applications 
include gravimeters [268], gyroscopes [269], 
magnetometers [270], measurements of the fine 
structure constant [271], and tests of general 
relativity [272]. However, the ultimate precision 
capable with atom interferometers is limited by the 
quantum statistics that govern the noise in readout 
atom fields. In recent years, atomic interferometry 
has delved into the realm of quantum statistics to 
break below the SNL. In one example, a nonlinear 
atomic interferometer was used to reduce the noise 
floor below the SNL [273]. In other cases, spin 
squeezing reduced the noise floor up to 100 times 
below the classical limit [274]. Correlated atomic 
beams have also been directly synthesized [275] 
that share many fundamental quantum properties 
with entangled beams of light. One of the ultimate 
goals of such experiments is Heisenberg limited 
interferometry [276], in which the absolute limit to 
sensitivity is reached. However, any sensitivity 
between the SNL and the Heisenberg limit 
represents an improvement over the capabilities of 
classical sensors. 
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Beyond fundamental studies of physical constants 
and fields, BECs and cold atoms allow for the 
simulation of emergent phenomena in condensed 
matter physics on the one hand [277, 278]; and 
quasiparticles in condensed matter physics can be 
used to explore the physics of Bose Einstein 
condensation on the other hand [279]. An example 
of the former is crystallization with spontaneous 
breaking of continuous translation symmetry in 
BECs coupled to optical cavities, resulting in 
physics comparable to those of compliant lattices, 
frustration, dislocations, glass transitions, and 
supersolidity in a regime where quantum effects 
play a significant role [278]. Similarly, BECs in 
the presence of disorder created by laser speckle 
exhibit Anderson localization [277], and the Chern 
number of Hofstadter bands created in cold atoms 
in optical lattices has been measured [280]. These 

atomic platforms provide a clean and highly 
tunable setting for probing quantum states of 
matter that are not easily accessible with 
condensed matter physics. Synergistic efforts 
aimed at simulating emergent properties of 
quantum materials with atomic systems are 
therefore critical to the development of the next 
generation of complex heterostructures. 

Examples of these heterostructures include the 
Bose-Einstein condensation of exciton polaritons 
[279, 281] and magnons [282] Because the 
effective mass of these bosonic quasiparticles is 
roughly ten orders of magnitude smaller than that 
of atoms typically used to generate BECs, it is 
possible to observe Bose Einstein condensation at 
room temperature, enabling the observation of 
macroscopic quantum phenomena in widely 
available condensed matter platforms. 
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Glossary of Terms1 
• Qubit: a unit of quantum information, the quantum analogue of the classical bit. A qubit is a two-state 

quantum-mechanical system, such as the polarization of a single photon or a spin-1/2 fermionic 
system. 

• Quantum computing: computation systems (quantum computers) that make direct use of quantum 
mechanical phenomena, such as superposition and entanglement, to perform operations on data. 

• Quantum information science: an area of study based on the idea that information science depends on 
quantum effects in physics. It includes theoretical issues in computational models as well as more 
experimental topics in quantum physics, including what can and cannot be done with quantum 
information. 

• Quantum superposition: a fundamental principle of quantum mechanics. It states that, much like 
waves in classical physics, any two (or more) quantum states can be added together (“superposed”) 
and the result will be another valid quantum state; and conversely, that every quantum state can be 
represented as a sum of two or more other distinct states. Mathematically, it refers to a property 

• of solutions to the Schrödinger equation; since the Schrödinger equation is linear, any linear 
combination of solutions will also be a solution. 

• Bloch sphere: a geometrical representation of the pure state space of a two-level quantum mechanical 
system (qubit); named after the physicist Felix Bloch. 

• Entanglement: a physical phenomenon that occurs when pairs or groups of particles are generated or 
interact in ways such that the quantum state of each particle cannot be described independently of the 
others, even when the particles are separated by a large distance. Instead, a quantum state must be 
described for the system as a whole. 

• Quantum decoherence times: measures of the loss of information in a qubit system. These are 
phenomenological quantities. T1 is an average transition time for a qubit prepared in state at energy 
E(+) to decay to a state with energy E(−), where the spin degeneracy has been split by an external 
magnetic field. T2 measures the dephasing time when quantum phases between two states in a qubit 
become random. T2* is a similar measure in a qubit ensemble. 

• Lossy channels: loss of information during qubit readout to the classical world. 

• mK (millikelvin): typical temperature scales needed for quantum computing operations. 

• Anyon: a type of quasiparticle that occurs only in 2-dimensional systems. 

• Universal QC: Any quantum algorithm can be expressed formally as a particular quantum Turing 
machine. Such Turing machines were first proposed in a 1985 article written by Oxford University 
physicist David Deutsch suggesting that quantum gates could function in a similar fashion to 
traditional digital computing binary logic gates [283].2 

• Toffoli gate: a universal reversible logic gate. 
                                                      
1 Many of these definitions can be found either in the literature or in Wikipedia. 
2 D. Deutsch, “Quantum theory, the Church-Turing principle and the universal quantum computer,” Proc. Royal Soc. 
London. A 400, 97 (1985). 
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• Quantum gate: In quantum computing, and specifically the quantum circuit model of computation, a 
quantum gate (or quantum logic gate) is a basic quantum circuit operating on a small number 

• of qubits. It is the building block of quantum circuits, as classical logic gates are for conventional 
digital circuits. 
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