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Top Left – Simultaneous attosecond absorption and streaking spectroscopy. (A) Illustration of the experimental setup; (B) Attosecond streaking spectrogram of an isolated attosecond XUV pulse and a near-single-cycle NIR pulse; (C) Attosecond transient absorption spectrogram of a 125-nm-thick SiO₂ membrane as a function of delay between the XUV pulse and the NIR pulse (black line: Synchrotron-XANES absorption data for comparison); (D) Schematic energy level diagram of SiO₂. The blue arrow represents the XUV absorption (Si L-states to the SiO₂ conduction band). Mark Stockman (Georgia State University)

Top Right – A giant photonic Spin Hall effect is discovered when light is propagated through a metamaterial comprised of V-shaped antennas with a variety of arm configurations (right image). The light follows a curved trajectory that drags light with different circular polarization in opposite transverse directions. Xiang Zhang (Lawrence Berkeley National Laboratory)

Middle Left – An STM image demonstrating that BTC molecules form a well-ordered monolayer on a gated graphene/BN device (BTC = 3,3',3''-(Benzene-1,3,5-triyl)tris(2-cyanoacrylonitrile), BN = boron nitride). STM spectroscopy of BTC reveals that the LUMO state of this molecule can be controllably tuned (i.e., shifted relative to E_F) via application of a backgate potential. Top: STM image of BTC molecules on gated graphene device. Bottom: STM spectroscopy shows LUMO shift with gate voltage. Michael Crommie (Lawrence Berkeley National Laboratory)

Middle Center – How atoms communicate with each other. This figure is the correlation function of atomic-level stresses in space and time. Horizontal streaks reflect the quasistatic atomic correlation, and two diagonal lines represent sound waves. Takeshi Egami (Oak Ridge National Laboratory)

Middle Right – An accurate magnetometer device has been invented, based on a low cost, thin-film organic semiconductor diode. The device is most useful for intermediate magnetic field strengths (millitesla range), where it yields better accuracies than existing sensor devices (e.g. Hall sensors). Christoph Boehme (University of Utah)

Bottom Left – A comparison of the measured band gap of GaN₁₋ₓAsₓ as a function of composition with the values predicted by the band anticrossing model (right). Alloys in the composition range of 0.10<x<0.8 are amorphous but exhibit sharp, well defined absorption edge. (Ali Javey et.al., Lawrence Berkeley National Laboratory)

Bottom Right – Internal photoemission measurement of Schottky barrier height of contact to semiconductor nanowire. At left is an image of the nanowire between two ohmic contacts, followed by photocurrent images at increasing wavelength (3 x 15 μm²). The barrier height is extracted from dependence of the photocurrent yield on energy. At right, the measured barrier heights are plotted as a function of nanowire diameter for different doping densities. Lincoln Lauhon (Northwestern University)
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FOREWORD

This extended-abstract booklet summarizes the scientific content of the 2013 “Physical Behavior of Materials” Principal Investigators’ meeting that is sponsored by the Division of Materials Sciences and Engineering (DMS&E) of the Department of Energy, Office of Basic Energy Sciences (BES), held on April 14–17, 2013, at the Bolger Conference Center in Potomac, Maryland. The primary purpose of the meeting is to provide an environment for the exchange of new information and ideas among participants, and to foster synergistic activities among researchers in the Physical Behavior Program. For the grantees and BES, it facilitates an overview of the program useful to define future directions for the program and identify promising new research areas. These meetings are designed to stimulate crosscutting and inspiring of new ideas, as it brings together leading experts in diverse fields of interest to our program.

The Physical Behavior of Materials program covers a broad range of research activities. Being at the crossroads of physics and materials sciences, it has the mission to support fundamental science and use-inspired basic research that promise to bring a better understanding to fundamentals of many exciting fields of research and support out agency’s mission. The physical behavior of electrons and other charge carriers, photons, phonons, plasmons and other elementary excitations, as well as their mutual interactions in different material environments are all among the primary scientific interests of the program. The program has a rich portfolio in many ground-breaking, high-risk high-reward projects using both experimental and theoretical approaches.

This year’s Principal Investigators’ meeting is chaired by Puru Jena of the Virginia Commonwealth University, and Takeshi Egami of the Oak Ridge National Laboratory. It is attended by over 90 scientists, with 32 oral presentations in 10 sessions and 55 poster presentations in two poster sessions. We organized this year’s presentations into ten separate sessions grouped in similar topical research areas. New this year, we have organized three special sessions that focus on several recent national initiatives that have strong connections to the Physical Behavior of Materials program. Titles of the presentations in these special sessions are “Critical Materials Initiative,” BESTAR, EFRC–“Solid-State Solar-Thermal Energy Conversion Center,” EFRC–“Light-Material Interactions in Energy Conversion,” and the “SunShot Initiative.”

The contributions of all the participants are gratefully acknowledged, for their investment of time and for their willingness to share their ideas with other meeting participants. We also gratefully acknowledge the outstanding support of Tammy Click and Joreé O’Neal from the Oak Ridge Institute for Science and Education, and Teresa Crockett of the DMS&E, and the staff of the Bolger Conference Center.

Refik Kortan, Ph.D.
Program Manager,
Division of Materials Sciences
and Engineering
Office of Basic Energy Sciences
Department of Energy
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Session I
Program Scope

Metamaterials, that mimic the order in matter have opened an exciting gateway to reach unprecedented physical properties and functionality, unattainable from naturally existing materials. The “atoms” and “molecules” in meta-materials can be tailored, the lattice constant and inter-atomic interaction can be precisely tuned, and “defects” can be designed and placed at desired locations. Besides our current effort in high spatial resolution imaging with the optical metamaterial hyperlens [2, 14], an indefinite metamaterial with hyperbolic isofrequency contour [6, 10], and reconfigurable metamaterials [22, 23], this program sets to explore the revolutionary physics of subwavelength metamaterials, covering new metamaterial design with symmetry considerations, an inverse electromagnetic algorithm, new control approaches for reconfigurable metamaterials, and new physics with conformal transformation in the metamaterial hyperlens. The unique properties arising from the specific configurations of the metamaterials open up exciting new venues for the device development for DOE missions. Moreover, the intrinsic resonant and broadband electromagnetic responses of metamaterials make them the outstanding candidate to control and manipulate ultrafast optical pulses at unprecedented small time and length scales, advancing the ultrafast photon science research at LBNL - one of the key DOE grand challenges.

The power of metamaterials in manipulating light lies in the flexibility in designing each individual artificial atom with properties far beyond the reach of natural materials. The artificial atoms as building blocks can be assembled into metamaterials in a similar way that real atoms form natural materials. This analogy can be carried on further to categorize metamaterials into gas and solid phases. In the gas phase, the artificial atoms interact weakly with each other, and the overall material properties are solely determined by the sharp resonance features of each individual artificial atom. Whereas in the solid phase, the artificial atoms strongly interact to form crystal like properties, and the sharp resonance of each individual artificial atom evolves into band structure. Thus, designing the level of coupling among the artificial atoms provides a powerful mean to engineer the dispersion of the metamaterials. In addition, a few artificial atoms of different types can also be combined to form artificial molecules with distinct properties from each of the constituent artificial atoms. This further enriches the optical properties in the optical metamaterials. Our project explores the novel design of both of the individual artificial atoms and their collective properties.
atoms and their interaction to achieve the desired metamaterial optical properties, and investigates the emergent and unique wave phenomena.

**Recent progress**

**High Spatial Resolution Imaging with the Optical Metamaterial Hyperlens.** The fundamental diffraction limit restricts optical imaging resolution to about half of the wavelength scale. It was once regarded as an insurmountable obstacle toward extension to the nano-scale for practical applications. By careful theoretic design and simulation, we have realized a 3D spherical hyperlens configuration with broadband response and high far-field resolution [2]. The limited resolution of a conventional optical imaging system stems from the fact that the fine feature information of an object is carried by evanescent waves, which exponentially decay in space and thus cannot reach the imaging plane. The Metamaterial hyperlens has shown the ability to overcome this limit by employing carefully engineered plasmonic metamaterials. As shown in Figure 1, hyperlenses not only carry the subwavelength information contained in evanescent waves across the lens, but also magnify them, thereby convert them into propagating waves such that the information travels macroscopic distances also outside the lens. The new design also extends the working wavelength into visible range.

**Indefinite Metamaterial with Hyperbolic Isofrequency Contour.** Using finite materials, we have realized the smallest optical cavity known to date [6, 10], as shown in Fig. 2. As a result of the open-curved hyperboloid dispersion, the medium allows a wave with an extremely large wave vector to propagate, and the giant momentum mismatch between the metamaterial and air causes total internal reflection at the interface. By cutting the metamaterial into subwavelength dimensions, a three-dimensional optical Fabry–Perot cavity can be formed with a very large effective refractive index. Unprecedented capabilities in miniaturizing optical components and in studying quantum electrodynamics on a metamaterial platform arise from these unique properties. The metal-dielectric stacks form square-based pyramids 100~200 nanometers across and exhibit an extremely large refractive index of 17.4. Importantly, we found as cavity size reduces, the radiation quality factor increases dramatically, following the fourth power scaling law of the resonating wave vector. These unique properties will significantly increase the photon density of states and enhance light–matter interactions, which may make these cavities valuable for high-performance optical devices.

**Reconfigurable Metamaterials.** Molecules of different handedness exhibit dramatically different physiological properties and pharmacological effects. Working with terahertz (THz), we fashioned a delicate artificial chiral meta-molecule incorporating with a photoactive silicon medium [23], as shown in Fig. 3. Through photoexcitation of the metamolecules with an external beam of infrared light, handedness flipping in the form of circularly polarized THz emission has been successfully observed. Furthermore, the photoexcitation enables chirality
flipping and the circular polarization of THz light can be dynamically controlled at high speed. The team has also demonstrated electrical controlled plasmonic resonance using the graphene-metal structure as a model hybrid system [22]. The demonstration of tunable plasmonic resonance in the composite structure opens up a new paradigm for tunable metamaterials.

Future Plans

The future research directions outlined below must be seen in the backdrop of the close collaboration of our subwavelength metamaterial team over the past 3 years. The major goals are to explore exciting optical properties and to develop promising applications of subwavelength metamaterials. This will go hand-in-hand with advances of metamaterial design with symmetry considerations and inverse electromagnetic algorithm. Major developments will also include fabricating reconfigurable metamaterials with new control approaches, and study of new physics with conformal transformation in metamaterial hyperlens.

Symmetries play a fundamental role in the linear and non-linear response of materials. We propose a new way to achieve negative index with closed ring metamaterials that overcomes the limitations of previous designs and paves the way to isotropic metamaterials because it is based on discrete elements. The unique influence of symmetry breaking on the dispersion of the metamaterials provides unprecedented degrees of freedom in engineering the optical properties of the system. A computational algorithm called Inverse Design, is capable of automatically designing optimal geometries of dielectric or metal components will be employed to optimize the metamaterials.

Based on our previous work on chiral metamaterials [23] and tunable graphene hybrid metamaterial [22], we propose to develop new control approaches of reconfigurable metamaterials by electrical gating and mechanical reconfiguration. We expect that substantial gate-induced persistent switching and linear modulation of light can be achieved in the two-dimensional metamaterial, into which an atomically thin, gated two-dimensional graphene layer is integrated. We also propose to develop reconfigurable metamaterials with integrated mechanical controls. By reshaping the geometry within the metamaterial unit cell, the electric and magnetic response can be remarkably tuned for realizing adaptive metamaterials with novel electromagnetic functionalities.

Following our success in realizing a hyperlens with two dimensional magnification through a spherical shape, the team will work together to explore new physics in metamaterial hyperlens with on-demand external shapes for various applications. We propose to use newly developed methodology, conformal transformation of the electromagnetic space, for the study and development of subwavelength ray optics with curved ray trajectories at deep subwavelength scales. This unusual manipulation of light can be carried out by cascading multiple metamaterials-based elements with the ability to direct light or bend it. The flexibility in
designing the metamaterial hyperlens opens up a broad range of new applications in dispersion and diffraction management, particularly in the deep sub-wavelength scale.

References (which acknowledge DOE support)
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1. PROGRAM SCOPE

The program is aimed at fundamental theoretical investigations of a wide range of phenomena where quantum properties of matter and surface plasmon excitations are of primary importance. Among phenomena where quantum behavior of surface plasmons defines their fundamental physics is spaser (quantum generation and amplification of nanoscopic optical fields). An example of such a phenomenon is the recently predicted effect of metallization of dielectrics or spaser. Matter in ultrastrong and ultrafast optical fields is another research field of this Program where quantum phenomena play dominating role.

2. PUBLICATIONS RESULTING FROM THE GRANT

Overall during this grant period, the grant provided a major support that resulted in publications of Refs. [1-7]. Also, the following publications received a supplemental support from the grant: Refs. [8-10].

3. HIGHLIGHTS OF RECENT RESULTS


In this article [1], we predict a dynamic metallization effect where an ultrafast (single-cycle) optical pulse with a $\leq 1$ V/Å field causes plasmonic metal-like behavior of a dielectric film with a few-nm thickness. This manifests itself in plasmonic oscillations of polarization and a significant population of the conduction band evolving on a $\sim 1$ fs time scale. These phenomena are due to a combination of both adiabatic (reversible) and diabatic (i.e., irreversible) pathways.

3.2. Loss Compensation by Gain and Spasing [2]

In this work [2], we present a theory of the effective dielectric response of optical metamaterials containing optical gain. We demonstrate analytically that the conditions of spaser generation and the full loss compensation in a dense resonant plasmonic-gain metamaterial are identical. Consequently, attempting the full compensation or overcompensation of losses by gain will lead to an instability and a transition to a spaser state. This will limit (clamp) the inversion and eliminate the net gain. As a result, the full loss compensation (overcompensation) in such metamaterials is impossible. The criterion of the loss overcompensation, leading to the instability and spasing, is given in an analytical and a universal (independent from system geometry) form.

3.3. Plasmonic Generation of Ultrashort Extreme-Ultraviolet Light Pulses [3]

Ultrashort extreme-ultraviolet pulses are a key tool in time-resolved spectroscopy for the investigation of electronic motion in atoms, molecules, and solids. High-harmonic generation is a well-established
process for producing ultrashort extreme-ultraviolet pulses by direct frequency upconversion of femtosecond near-infrared pulses. However, elaborate pump–probe experiments performed on the attosecond timescale require continuous efforts to improve the spatiotemporal coherence and also the repetition rate of the generated pulses.

In this article [3], we employ a three-dimensional metallic waveguide for the plasmonic generation of ultrashort extreme-ultraviolet pulses by means of field enhancement using surface-plasmon polaritons. The intensity enhancement factor reaches a peak of \( \sim 350 \), allowing generation up to the 43rd harmonic in xenon gas, with a modest incident intensity of \( \sim 1 \times 10^{11} \text{Wcm}^{-2} \). The pulse repetition rate is maintained as high as 75 MHz without external cavities. The plasmonic waveguide is fabricated on a cantilever microstructure and is therefore suitable for near-field spectroscopy with nanometer-scale lateral selectivity.


Active or gain nanoplasmonics was introduced by spaser (Surface Plasmon Amplification by Stimulated Emission of Radiation). The spaser is a nanoscale quantum-plasmonic generator and ultrafast nanoamplifier of coherent localized optical fields. Among the observed spasers, most are with optical pumping, including all the spasers with the strong 3D confinement. Only few surface-plasmon polariton spasers, whose confinement and losses are not strong, are with electric pumping.

In this article [6], We consider theoretically the spaser excited electrically via a nanowire with ballistic quantum conductance. We show that in the extreme quantum regime, i.e., for a single conductance-quantum nanowire, the spaser with the core made of common plasmonic metals, such as silver and gold, is fundamentally possible. For ballistic nanowires with multiple-quanta or non-quantized conductance, the performance of the spaser is enhanced in comparison with the extreme quantum limit. The electrically-pumped spaser is promising as an optical source, nanoamplifier, and digital logic device for optoelectronic information processing with speed \( \sim 100 \text{GHz} \) to \( \sim 100 \text{THz} \).


The time it takes to switch on and off electric current determines the rate at which signals can be processed and sampled in modern information technology. Field-effect transistors are able to control currents at frequencies \( \gtrsim 100 \text{GHz} \), but electric interconnects may hamper progress towards reaching the terahertz (10^{12} \text{Hz}) range. All-optical injection of currents through interfering photoexcitation pathways or photoconductive switching of terahertz transients has made it possible to control electric current on a subpicosecond timescale in semiconductors. Insulators have been deemed unsuitable for both methods, because of the need for either ultraviolet light or strong fields, which induce slow damage or ultrafast breakdown, respectively.

In this paper [7], we report the feasibility of electric signal manipulation in a dielectric due to laser field-induced quantum transition of the dielectric to a semimetallic state. A few-cycle optical waveform reversibly increases—free from breakdown—the a.c. conductivity of amorphous silicon dioxide (fused silica) by more than 18 orders of magnitude within \( \lesssim 1 \text{ femtosecond} \), allowing electric currents to be driven, directed and switched by the instantaneous light field. Thus the dielectric, for \( \sim 1 \text{ fs} \) acquires properties of semimetal, without any damage or longer-lasting changes of electronic or optical properties. This work opens up the way to extending electronic signal processing and high-speed metrology into the petahertz (10^{15} \text{Hz}) domain.
4. FUTURE PLANS

We intend to capitalize on the progress achieved and further develop the field of quantum nanoplasmatics theory. One of the promising directions in the future research will be incorporation of graphene as a nanoplasmatic medium. In particular, we will develop quantum theory of graphene-based spacer. Another direction of research will be quantum theory of graphene in strong ultrafast laser fields. We will also continue developing quantum theory of conventional materials in strong fields including metals. There is a preliminary indication that metals will turn into semi-metals with ~ 1 fs time interval reversibly in fields on the order of a few V/Å.

References
The goal of the program is to explore the fundamental properties of metamaterials (MMs) and their potential for energy applications in support of the mission of the Department of Energy and the office of Basic Energy Sciences. The advent of metamaterials provides novel electromagnetic responses and enables study of exotic materials – particularly in the microwave through THz and up into far IR parts of the electromagnetic (EM) spectrum – providing an ideal platform to explore a rich variety of science, from optics, condensed matter physics, materials science, to nanoscience. We propose to advance the understanding of these materials through fundamental investigations of the experimental and theoretical properties of metamaterials and to provide a knowledge base for the discovery, prediction and design of new materials with novel structures, functions, and properties. The proposed research activities emphasize the computational design and fabrication of the materials, and the characterization of their electromagnetic properties. Shown in Fig. 1 are some typical examples of metamaterials with exotic responses – particularly relevant for fundamental energy investigations – and which have been developed in our prior research effort.

Recent Progress
The research effort has resulted in papers published in high impact journals as well as several papers submitted. We have realized a number of novel results including: first demonstration of a metamaterial absorber (MMA) detector,\(^1\) discovery and characterization of surface electromagnetic waves on metamaterial absorbers\(^2\) and first demonstration of a tunable metamaterial absorber.\(^3\) We have also completed a review paper which was recently published in Advanced Materials.\(^4\) In this review we
made a significant effort to review and cite every single publication on metamaterial absorbers published to date - the paper had nearly 180 references.

In one particular investigation we carried out a series of off-normal angular dependent measurements on large area samples of the reflectance for both transverse electric (TE) and transverse magnetic (TM) polarizations. We also calculated the experimental specular absorption, $A_s = 1 - R$, for both TE (dashed black curves) and TM (solid grey curves) at incident angles of 15, 30, 45, and 60 degrees which are shown in the left panels of Fig. 2. At near normal incidence (15 degrees) the spectral characteristics of $A_s$ are similar for both polarizations. The main absorptive feature due to the MMA is observed near 6μm other identifiable absorptive signatures are also seen. Proceeding to larger incident angles we observe that, for the TE polarized case, the amplitude of the main peak drops noticeably from 90% at 15 degrees to 75% at 60 degrees. However, for TM polarization the peak in $A_s$ remains high for all angles investigated, but notably two distinct signatures are revealed for larger incidence angles. One of these absorptive features – which we term here Mode A – is independent of incident angle and occurs at a wavelength of 4.83μm. The other feature – termed Mode B – is observed to shift to longer wavelengths as angle is increased (as noted by the red arrows in Fig. 2). In order to gain insight into the various absorptive features observed in the experimental results presented above, we performed 3D full wave electromagnetic field simulations. The MMA was simulated with dimensions identical to that of the fabricated sample. Simulations provide the complex scattering parameters and we calculate the specular absorption as $A_s = 1 - R = 1 - |S_{11}|^2$. The right panels of Fig. 2 show $A_s$ for various incident angles and good agreement with experimental results is evident - notably both Modes A and B are also observed.

We next discuss the implications of the experimental and computational results and focus first on Mode B. We note that Mode B only appears in the TM polarization and its peak redshifts as a function of incident angle. It is well-known that periodic structures can support spoof surface-
plasmon-polaritons (SPPs) for TM polarization incident waves. Excitation of SPPs requires the momentum of incident light, ki, to match that of the SPP, i.e. \( k_{spp} = k_i \pm k_G \), where \( k_{spp} \) and \( k_G \) are k-vectors of SPP and the Bloch wave (reciprocal lattice vector), respectively. By re-writing \( k_i \) in terms of free space light \( k_0 \) as \( k_i = k_0\sin\theta \), a strong angular dependence of such SPPs is evident. If Mode B is indeed a SPP, then its peak value should be a function of \( \sin(\theta) \). We perform a linear fit to our experimental data, (not shown) and find that our y-intercept, \( k_G = 2\pi/a \), equals a value of \( 1.71 \times 10^6 \text{ m}^{-1} \). A linear fit to the curve reveals a value of \( a = 3.65 \mu\text{m} \), which agrees qualitatively with the lattice spacing (3.2\( \mu\text{m} \)) of the fabricated samples. Thus, we attribute the angular dependent feature, (Mode B), as a Bloch wave or spoof SPP, related to the periodicity of the metamaterial.

The other absorptive feature, (Mode A), is independent of incident angle and is seen to always occur near 4.83\( \mu\text{m} \). Notably, Mode A seems to increase in strength as a function of increasing incident angle. Through simulation (not shown) we found that the TM incident wave is coupling to the surface of the metamaterial and both a decaying surface wave and a free space component are observed. Although quantitatively the TE and TM polarized waves show disparate behavior, our simulations further allowed us to extract quantitative information by approximating both the wave number and loss of the surface wave. We find that the surface wave yields a wavelength of about 4.72\( \mu\text{m} \) while the free space wavelength is 4.83\( \mu\text{m} \).

The end result of the above study was that scattering was found to be negligible near the primary metamaterial absorption \( \lambda_0 \), and only became appreciable at shorter wavelengths. Two surface modes were found to exist on metamaterial absorbers, when incident light is TM polarized, one due to the periodicity of the unit cell and the other due to the effective optical constants of the MMA. The latter occurs at \( \lambda_0 \), is highly lossy and is responsible for the good angular dependence of absorption in TM polarization.

**Future Plans**

The proposed project explores the fundamental properties of metamaterials and their potential for energy applications. There are three main materials which will be investigated:

1) **Metamaterial absorbers** – We have demonstrated, in the previous effort, tailored metamaterial absorbers. There are, however, a number of fundamental unexplored phenomena regarding the absorption process. We will continue investigation of the electromagnetic properties of metamaterial absorbers, initially at infrared wavelengths, then moving on to both longer (THz) and shorter (optical) wavelengths. The ability to tune the angular dependence and/or polarization state of the absorption process, for example, will be explored.

2) **Multi-band / broadband metamaterial emitters** – Metamaterials consisting of multi sub-unit cells can be utilized to tune emission over a broadband. However, the impact of scattering and generation of surface electromagnetic waves are examples of phenomena which may occur with periodicity and / or larger unit cell sizes, and remain unexplored. We will investigate the feasibility to which multiple unit-cell can contribute to emission while still maintaining desired electromagnetic properties. Iteration of various designs will take place within computation space in order to optimize metamaterials for a given energy range.
3) **Metamaterials for super blackbody emission** – For surfaces at a certain temperature the maximum emission is set by Planck’s radiation law, i.e. it cannot be greater than an ideal blackbody. However for bodies or surfaces heated by a given constant input power, a tailored metamaterial surface can emit more power, in a narrow band, than an ideal blackbody surface. The physics underlying such a response will be theoretically and experimentally investigated and the extent that this phenomena can be utilized for potential energy applications will be explored.

**References**


Session II
Semiconductor quantum membranes

Recent progress

Two-dimensional (2-D) electronic materials such as graphene have seen intense research interest over the last decade. We have identified an opportunity to generalize the use of single layer and few-layer 2-D systems (we will call them quantum membranes, QMs) by using not only naturally occurring layered materials (e.g., MoS$_2$, WSe$_2$) and but also compound semiconductor layers isolated via transfer processes (e.g., InAs, Fig. 1). These ultrathin QMs are not subject to the constraints of lattice-matched heterostructures. Moreover, it appears possible to stack them in arbitrary order and transfer them to almost any substrate.

An important consideration for the fundamental study of QMs whether surface effects will dominate the charge transport. We are finding that developing methods to form low resistance contacts to these ultrathin structures and also controlling carrier scattering by reducing surface roughness are key factors. We are
discovering that transport in QMs can be near bulk like: led InAs ultrathin membranes transferred to Si substrates have excellent field-effect electron mobilities (peak effective mobility of ~5000 cm²/V-s)\(^1\) and monolayer WSe\(_2\) Si/SiO\(_2\) substrates has ~250 cm²/Vs hole mobility.\(^2\)

Future work

The ability to place 2D semiconductor membranes on a user-defined substrate enables exploration of a range of fundamental studies that were previously inaccessible due to the constraints of the growth substrate. Figure 2 shows absorbance spectra for InAs membranes with different thicknesses (3-19 nm which reveal for the first time, the existence of a quantum unit of absorbance, \(A_Q\), where the magnitude of absorbance due to interband transitions for any 2D semiconductor is shown to be independent of thickness and most material specific parameters (including the effective mass).

We plan to perform similar optical studies on II-VI and dichalcopyride QMs where we expect to find excitonic effects in addition to band to band absorption.

Developing doping methods to control the charge density in QMs is a fundamental challenge. Our initial work suggests a few promising pathways. Ultrathin (~ 5nm in thickness) InAs and dichalcopyride QMs can be readily doped n-type with high carrier concentration (~10\(^{19}\) cm\(^{-3}\)) by placing K atoms on the surface. For hole doping, we have shown NO\(_2\) molecules on WSe\(_2\) can cause strong p-doping. However there are a number of unanswered questions. For K the activation appears to be near unity while it is less than 0.1% for NO\(_2\). Furthermore, K doping exhibits a relatively high stability in air which suggests a strong binding energy to the surface of QMs, especially dichalcopyrides.

The ability to transfer one QM onto another presents a unique opportunity to form van der Waals (vdW) heterojunctions where one can, in principle, combine any two semiconductors without lattice mismatch constraints. This opens an entirely new spectrum of heterojunctions with unique functionalities via tailored surfaces and interfaces including controlled band offsets.

We will begin by pursuing two such structures:

1. InAs n-layer/WSe\(_2\) p-layer. Based on the bulk band alignments, this would be expected to form a high rectifying p-n junction.
2. WSe\(_2\) p-layer/SnS\(_2\) n-layer. This is expected to lead to a Type II heterojunction with efficient carrier tunneling.

Band structure and interface tuning on command

Recent progress

Highly mismatched alloys (HMAs) formed through alloying of distinctly different semiconductors enable one to use these interactions to modify the band structure in a predictive manner.
way by using the band anticrossing (BAC) interaction between the localized states of the substituted element and the extended states of the matrix.

The mismatched alloy GaN$_{1-x}$As$_x$ HMAs was synthesized over the whole composition range and both $p$-type and $n$-type doping was achieved.$^{3,4}$ The wide range of band gaps accessible using this material (Fig. 3) makes it promising for solar conversion devices. Our work opens opportunities for possibly functionalizing this material and other amorphous III-V alloys, as well as the fundamental study of defect physics in amorphous III-V semiconductors. Recently we were also able to synthesize GaN$_{1-x}$Bi$_x$ alloys an extreme HMAs in which large metallic Bi replaces small electronegative N atoms.$^5$

**Future work**

For most metal oxides, only one type of conductivity can be obtained. This is primarily due to the location of the conduction and valence band edges with respect to the common energy reference represented by the average energy of native defects located at about 4.9 eV below the vacuum level. For example, reliable p-type doping in ZnO and CdO have not been reported since, as the valence band of ZnO and CdO is very low. However, adding a small amount of Se to ZnO pushes the valence up by ~1 eV to the localized nature of the Se state in ZnO. Hence it is expected that O-rich ZnSeO can be doped p-type with the incorporation of an acceptor such as Cu, P or As. At the same time the conduction band of ZnOSe is low enough for a good n-type doping in the whole composition range. We will utilize this valence band anticrossing effect for achieving $n$ and/or $p$-type doping in semiconductors where only one type of conductivity is otherwise commonly observed.

The extremely low conduction band edge of CdO provides a wide tunability range of the conduction band edge when alloyed with other metal oxides, particular oxides with different crystallographic structure. Most recently we have synthesized alloys Zn$_{1-x}$Cd$_x$O alloys which show very unique properties close to the wurtzite-rock salt phase transition at $x=0.69$. Depending on the crystal structure, alloys at this transition have either high (2.4 eV) or low (1.6 eV) band gap. The “border line” alloys are both highly conducting, with electron concentration of more than $10^{20}$ cm$^{-3}$ and optically active with relatively sharp, intense photoluminescence. An abrupt 4 fold increase of the electron mobility at the transition point is clearly associated with structure induced abrupt modification of the electronic band structure and potential phase separation.

**Control of phase transitions at the nanoscale**

**Recent progress**

Phase transitions and their underlying physics lie at the heart of materials science. While simple melting point depression with decreasing size has been well established, recent work has shown that the range of phase transition behaviors at the nanoscale can be considerably more rich. As an exciting recent example, we have fabricated GeAu, GeSn$^6$ and more recently, GeAg
particles (and in the case of GeAu, nanowires) with diameters in the range of 10-50 nm embedded within silica. These binary eutectic alloy nanoclusters (BEANs) synthesized in EMAT are, perhaps, the smallest half metal, half-semiconductor particles synthesized to date. **Error! Bookmark not defined.** We have already demonstrated interesting phenomenology within our binary eutectic alloy nanostructures (BEANs). For example, in the case of GeSn and GeAu nanoclusters, we have tuned phase transformation kinetics to switch the BEANs between amorphous metallic and Schottky barrier configurations.

**Future work**

We will now implement these concepts in functional structures. For example, we will use our interfacial free energy mediated control of melting/solidification transition temperatures and kinetics to engineer the heat capacity of an embedded nanoclusters, which might then serve as a means to store and transport thermal energy. Interfacial free energies also play a substantial role in the development of thin film processing routes capable of producing high quality films (*e.g.*, InP films on Mo underneath silica, or large-area silicene), and we will further explore these applications. We have promising initial calculations that imply we will be able to stabilize liquid inclusions of relatively high melting point metals (*e.g.*, Au) at room temperature. As the melting point is a function of interface energy and geometry, we can envision 2-D structures with alternating liquid and solid sections.

**References to DOE-supported work**

Program Scope

The insulating double layer (Helmholtz layer) formed by a liquid electrolyte can be used to create electric fields at the surface of a semiconductor. Here, we are using electrolyte gating to control surface carrier properties for fundamental transport studies.

Our work with indium nitride (InN) illustrates some of the benefits of this approach. The Group III-nitride alloy band gaps span from the infrared InN ($E_g=0.675$ eV or more than 1800 nm) to well into the ultraviolet GaN ($E_g=3.4$ eV or 365 nm), AlN ($E_g=6.1$ eV or 203 nm), a range that includes not only the entire visible but virtually the entire solar spectrum. InN has the smallest bandgap in this alloy system. It also has an exceptionally large ($>5.5$ eV) electron affinity which creates a strong thermodynamic driving force for the formation of native donor defects both in the bulk and at the surface. For example, undoped InN thin films are always n-type and all as-grown InN surfaces, regardless of polarity, crystal orientation, or doping, have an accumulation layer of electrons (Fig. 1). The surface electron layer had prevented the study of the fundamental transport properties of InN by standards method such as Hall effect.

In prior work, we discovered that electrolyte gating can be used to deplete the surface electron accumulation. This allowed the acceptor nature of Mg to be confirmed by capacitance voltage techniques and enabled the surface layer contribution to be “turned off” in Hall effect measurements. We also used thermopower measurements to assess hole transport directly in Mg-doped InN, finding a hole mobility of up to $60 \text{ cm}^2 \text{ V}^{-1} \text{ s}^{-1}$ for a hole concentration of $1\times10^{18}$ cm$^{-3}$.

Recent Progress

Calculations of the expected electron and hole accumulation in InN for cathodic and anodic biases, respectively, are shown in Fig. 1. Most recently, we have shown that negative applied voltages to the semiconductor increase the electron accumulation while positive voltages decrease it and eventually invert the surface. Calculations by E. Alarcón-Lladó.

Fig. 1. Calculated surface sheet electron (left) and hole (right) concentrations for InN with bulk donor or acceptor doping in contact with an electrolyte.
Electrolyte gating can not only reduce surface electron accumulation but also invert the surface and accumulate holes.

As shown in Fig. 2, we used in-situ Seebeck coefficient measurements detect the change in the surface carriers in InN under electrolyte control. The increasing Seebeck coefficient at large positive bias shows the accumulation of holes at the surface [Ager and Miller, 2012].

Despite nearly a decade of effort worldwide, a rectifying pn junction had not been demonstrated in InN as the electron accumulation layer discussed above had prevented direct contact to the p-type regions of Mg-doped InN films. By using a device similar to a field effect transistor in which the insulating double layer of the ionic liquid serves as the gate dielectric, we reduced the electron accumulation on the surface of p-type InN, thus forcing the carriers to flow through the pn junction created between the n-type surface layer and the p-type bulk. In the absence of gating or when a positive voltage is applied to the gate, accumulating electrons, the current preferentially flows through the n-type regions at the surface and at the interface with the substrate, and linear current-voltage (IV) behavior is observed. However, when a negative voltage gate is applied, as shown in Fig. 3, surface electrons are depleted and current flows through the p-type bulk. This creates an n-p-n structure and a characteristic non-linear IV curve is observed, which is well explained by an np-pn equivalent circuit and clearly demonstrates pn junction rectification in InN. [Alarcón-Lladó et al., 2011].

The aqueous and ionic liquid electrolytes we use are transparent to visible light and thus allow facile access for optical spectroscopy. We are developing in-situ micro-Raman spectroscopy techniques to probe surface and near-surface carrier properties under soft gate control. The origin of the
intense peak appearing in the resonance Raman spectrum of wurtzite InN films in the vicinity of the expected \((E_{1g}, A_{1g})\) longitudinal optical (LO) frequency has been of considerable interest for the last decade. Specifically, it had not been clear whether the observed excitation energy dispersion of this feature is due to wavevector non-conservation due to impurities or is a bulk effect. Our in-situ measurements performed under electrolyte gate control find that as the surface condition is tuned from electron depletion to accumulation and back, Raman scattering near the expected position of the longitudinal optical (LO) near 590 cm\(^{-1}\) shifts to lower frequency and back in a completely reversible manner (Fig. 4). This is the first experimental evidence of the relation between the LO feature in InN and free electron accumulation at its surface.

**Future Work**

We will apply our *in-situ* optical spectroscopy techniques to low dimensional structures such as nanowires and 2-D semiconductors. We have already utilized the conformal nature of the electrolyte gate to control the surface electron concentration in InN nanowires and have observed reversible phonon feature shifts similar to those discussed above for the bulk. In initial work, we have begun to investigate optical signatures of band filling and carrier lifetime effects in electrolyte-gated 2-D semiconductors.

**BES-supported publications, 2011-2013**


Acceptor defects in ZnO and related materials
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PROGRAM SCOPE

Zinc oxide (ZnO) is a potentially important material in electronic devices, including transparent contacts in solar cells, transparent anodes in polymer light-emitting diodes, and active materials in solid-state white lighting. ZnO nanocrystals provide wavelength tunability via quantum confinement and may be useful in dye-sensitized solar cells. Despite the large amount of research performed on semiconductor nanoparticles in general, the fundamental properties of dopants in nanocrystals are only beginning to be understood. P-type doping, required for most practical device applications, has been elusive.

The program utilizes a range of experimental techniques to elucidate the microscopic structure, charge state, and concentrations of defects and dopants in ZnO nanocrystals. The effect of particle size on these properties is investigated from the nanometer to micron regimes. To probe energy levels, the band gaps will be tuned by systematically varying quantum confinement, alloy composition, and hydrostatic pressure. By controlling defects and dopants, we aim to achieve p-type conductivity in ZnO nanocrystals. Reliable p-type doping would be transformative, enabling a range of new applications.

Specific aims of the project include:

- Investigate the fundamental electrical and optical properties of acceptors in oxide semiconductors.
- Use alloying to tune the band structure and convert deep acceptors into shallow ones.
- Elucidate the role of surface states in doped ZnO nanocrystals and thin films.
- Demonstrate reliable, repeatable p-doping of ZnO and/or ternary alloys.

Optical spectroscopy, performed at Washington State University (WSU) and University of Idaho (UI), is complemented by work at DOE user facilities at Pacific Northwest National Laboratory (PNNL) and Lawrence Berkeley National Laboratory (LBNL).

RECENT PROGRESS

ZnO:Cu ceramics

ZnO:Cu ceramic samples were created via a sintering process that involves hard-pressing followed by an annealing procedure. Samples of 0, 0.5, 1, and 5% copper were studied. The room-temperature UV PL of the samples have an interesting correlation to the percentage of Cu in the samples. The pure ZnO sample has a strong PL centered at ~ 3.3 eV. As the percentage of Cu increases, a significant decrease in the PL intensity is observed. Due to the diminishing intensity of the PL, up to nine orders of the longitudinal optical (LO) mode are observable for the Cu doped samples (Fig. 1). Our results suggest that the low PL intensity is due to non-radiative centers of Cu-related complexes.
The multiple LO modes give us unparalleled insight into anharmonic vibrational processes. We are currently investigating the effect of pressure on the anharmonicity, and the fundamental role it plays in phase transitions. MgZnO alloys are also being investigated (Fig. 2).

Nitrogen: A deep acceptor in ZnO?

Zinc oxide (ZnO) is a promising material for energy-efficient white lighting, among other applications. A suitable $p$-type dopant is, however, a fundamental problem for realizing its potential. Nitrogen substituting for oxygen ($N_0$) has been proposed as a shallow acceptor. Numerous reports claim that nitrogen doping can produce $p$-type ZnO. Theoretical work suggests that nitrogen is actually deep acceptor. Our experiments show that nitrogen is, in fact, a deep acceptor and therefore cannot produce $p$-type ZnO. A broad photoluminescence (PL) emission band near 1.7 eV, with an excitation onset of ~2.2 eV, was observed, in agreement with the deep-acceptor model of the nitrogen defect (Fig. 3). A proposed solution to this problem is to push the ZnO valence band upward, by alloying with chalcogens (S, Se, Te). This may reduce the acceptor binding energy of nitrogen and enable $p$-type doping.

Acceptors and surface states in ZnO nanocrystals

Our optical studies of ZnO nanocrystals (~20 nm diameter) show that they contain acceptors as grown. Because ZnO nanocrystals have a high surface-to-volume ratio, surface effects become
especially important. From the results of optical spectroscopy, we have proposed a unified model that explains acceptor and surface states in ZnO nanocrystals. The energy levels of these states are shown in Fig. 4. While the acceptor level (0.46 eV) is not shallow, to our knowledge it is shallower than any other acceptor in ZnO. Our EPR results suggest that the acceptor may be a zinc-vacancy complex.

At liquid-helium temperatures, we observed a series of sharp IR absorption peaks that arise from the acceptor. In analogy with a hydrogen atom, a hole orbits the negatively charged acceptor. IR light excites the hole into higher-energy orbits, resulting in spectral lines similar to the 1s-to-2p transitions in hydrogen. When sample warms up, though, the peaks disappear (Fig. 5). From the temperature dependence, we determined that the hole is thermally excited into surface states that lie slightly above the valence band.

To probe the surface states further, we performed PL experiments. In these experiments, electrons and holes are created by exposing the sample to an excitation light source. Some of the electrons fall to the acceptor level, emitting violet light. Other electrons and holes recombine on the surface, emitting red light. The PL energies are consistent with the energy-level diagram in Fig. 4.

![Fig. 4. Energy-level for acceptor and surface states in ZnO.](image)

![Fig. 5. Temperature-dependent IR absorbance area of the acceptor excited-state peak upon cooling and warming of the sample. Inset: IR absorption spectra of an acceptor peak, showing a decrease with temperature.](image)

**Future Plans**

Future research will provide a fundamental understanding of defects in ZnO that could lead to reliable p-type conductivity. First, alloying ZnO with the chalcogens sulfur, selenium, or tellurium will raise the valence band. By tuning the valence band, one may realize a reduced nitrogen acceptor binding energy. This approach can be summarized as “if you cannot bring the acceptor to the valence band, bring the valence band to the acceptor.” Alkali dopants (lithium and sodium), which have lower binding energies than nitrogen, could prove especially fruitful. A second strategy for p-type doping is suggested by studies on ZnO nanocrystals, which show evidence for an acceptor level 0.46 eV above the valence-band maximum. The identity of this acceptor is currently unknown, and identifying it is a goal of our research.
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In 2010-2011 China mined 95-97% of the rare earths consumed in the world, by 2012 it fell to about 85% with Molycorp Mount Pass’ mine coming into full production. China’s rare earth cartel posed a big threat to the USA’s energy and military security, but with Molycorp’s and Lynas’ (Australia) production of rare earths coming on stream in 2012 and 2013, respectively, this situation has been ameliorated to some extent. However, these two non-Chinese mines produce only the light rare earths, and China still controls ~100% of the production of the heavy rare earths, which means that the energy critical elements, Eu, Tb, Dy and Y, still is a problem for the non-Chinese countries. This shortage will not be relieved until 2014-2015 when non-Chinese mines containing appreciable heavy rare earth elements become operational.

The slowdown of the world’s economics in 2011-2012 has resulted in a reduction of the demand of rare earth materials and chemicals, and thus contributed to a reduction of the criticality. But this is only a temporary pause.

The second problem is the lack of the intellectual capital of scientists, engineers and technicians with a background in the rare earths in the USA. This is slowly being resolved, but it will take the USA 5 to 10 more years before we fully recover the number of these trained personnel as in the 1990s.

Although there seems to be a lull in the crisis today, price wars will arise again in and after 2015. The price war will not be at the low end of the supply change (i.e. ores, concentrates and separated rare earth chemicals), but it will be at or near the high end of the supply chain (i.e. magnets, phosphors, CFL and LED lamps, computers, speakers, high end electronics, etc.). The USA needs to be ready for these price wars.

The newly established DOE critical energy materials hub, i.e. the Center for Materials Institute, CMI, headed by the Ames Laboratory, will help overcome the critical materials crisis. The four CMI focus areas are: diversifying supply, developing substitutes, reuse and recycling, and crosscutting research. Also included in CMI mission are outreach and professional education programs. The CMI consortium consists of four national DOE laboratories (the Ames Laboratory, Idaho National Laboratory, Lawrence Livermore National Laboratory and Oak Ridge National Laboratory), seven academic institutions and seven industrial organizations.
The Materials Project

Kristin Persson
Lawrence Berkeley National Laboratory
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Today, it takes 18 years on average from materials conception to commercialization. One of the foremost reasons for the long process time in materials discovery is the lack of comprehensive knowledge about materials, organized for easy analysis and rational design. Google has demonstrated the value of organizing data and making the data available and searchable to large communities. In June 2011, the Materials Genome Initiative was launched to leverage improved, large-scale computations and data organization to aid and accelerate future materials design.

In spirit of Materials Genome Initiative, the recently BES-funded Materials Project aims to leverage the information age for materials design. The goal of the Materials Project (online at http://www.materialsproject.org), see Fig. 1, is to accelerate materials discovery and education through advanced scientific computing and innovative design methods, scale those computations to inorganic compounds and beyond, and disseminate that information and design tools to the larger materials community. We envision a future where computable properties of most compounds will be known, can be searched easily, where the variation of properties across the universe of composition and structure is better understood, and where rapid design cycles can be achieved. Such an effort, to expose “the Materials Genome”, requires substantial cross-disciplinary and collaborative efforts in materials theory, high-throughput computing, experimental and application specific materials knowledge, computer science, data mining, and database science.

The goal of the Materials Project is to provide a such a Materials Genomic nucleus for both experimentalists and theorists to have access to materials properties to search for suitable chemistries, analyze the results and ultimately inspire novel materials development (see Fig. 2). The Project was launched online in October 2011 and since then we have computed and imported > 30,000 inorganic compounds into the database, which can now be freely accessed and searched over through the web interface for structural properties, local environments and coordination, XRD, electronic structure and more. NERSC has been a tremendously supportive partner and we execute most of our calculations as well as store our database on NERSC hardware. A sophisticated software infrastructure [1] encompassing an automatic workflow

Figure 3 Web page for the Materials Project showing the current data coverage and the available analysis and design tools

Figure 4 Iterative materials design capability available at the Materials Project
(‘Fireworks’) that monitors and manages the calculations, a document-based MongoDB database [3], a public python library [2] (‘Pymatgen’) for data analysis and a web-based dissemination powers the Project. Different ‘apps’ which process the raw Schrodinger data according to different specifications, such as Li-ion battery applications, electronic structure, reaction chemistry, phase stability etc are available to browse the data. Interactive tools for structure prediction for a given chemistry using datamining algorithms and crystal structure manipulation are also available. High-throughput computing is always vulnerable to data pollution and inaccuracies. While several automatic data accuracy algorithms are in place, such as energy, volume and bond length sanity checks, more data validation and provenance tools are on the way. Today, 1.5 year after launch, the Materials Project has attracted over 3,500 registered users and the average usage of any site app is around 200-300 per month. A RESTful interface allows high-volume users to bypass the web interface and download large amounts of data efficiently for customized analysis and datamining. In the last month alone, 18,000 materials records were downloaded through this interface.

Nine core PIs are working to enhance and add more materials properties and analysis tools to the Project while others are contributing on a voluntary collaborative basis using the Project’s publicly available codes and infrastructure. Future data sets planned to be made available include defect prediction, higher-order electronic structure descriptions, temperature-dependent properties such as phonons, phase diagrams, thermal expansion and surfaces. Future data interactive capabilities include computations on demand, dissemination of published compound data and enhanced crowd sourcing for data provenance and validation. We invite scientists, teachers and materials engineers and to join us, to add data, analysis tools and expertise to the Project.

In summary, the Materials Project Center aims to leverage accurate materials property and structure prediction with high-performance computing and data mining to realize an efficient materials design platform. Many property requirements transcend a particular application (e.g., band gap, charge transport, stability, predicting point defects), which means that gathering all properties in one place, will maximize the impact on the materials community. Indeed, its largest impact will not come from the people who calculate and organize the data, but from the tens of thousands of scientists in academia and industry who design and develop new materials.

Session IV
Program Scope

The purpose of this program is to develop an atomic/molecular-scale understanding of technologically important processes occurring at solid surfaces, internal interfaces and solid-liquid interfaces. Our ultimate goal is to provide the fundamental information needed to understand and control surface/interface properties for materials applications with emphasis on energy-related technologies. Our approach combines state-of-the-art experimental capabilities with first-principles, kinetic and thermodynamic modeling to determine how atomic-scale processes relate to the longer-range interactions that control interfacial behavior. Specific materials systems are chosen for their relevance to national needs, notably energy-related materials. Our four major tasks are designed to investigate a set of increasingly reactive environments from clean surfaces in ultrahigh vacuum, to liquid-solid interfaces, to metallic and oxide nanostructures in electrochemical environments:

1) Atomistic dynamics of surfaces – This task’s goal is to determine the mechanisms and energetics of atom transport across the surface and into the interior of solids. Experimental tools include STM and LEEM. Theoretical approaches to interpreting our observations include density functional theory (DFT), molecular dynamics/Monte Carlo simulations and thermodynamic modeling. Our current areas of emphasis are: (1) the molecular structure of water on metal surfaces; (2) oxide-on-oxide thin film growth; and (3) the bonding and transport of carbon, notably graphene, on metals and on SiC.

2) Collective phenomena in surface dynamics – This task strives to quantify the collective processes that govern the surface structures and morphologies of functional materials. We measure (STM, LEEM) the time-evolution of surface structure on nanometer length scales and develop equations of motion that account for the observed time dependences precisely. This general approach often reveals unanticipated surface dynamical mechanisms and has been a rich source of insight into materials behavior. Using it we have: 1) shown that unexpected diffusion processes, such as cluster diffusion and bulk/surface mass exchange, can affect materials growth; 2) identified new kinetic pathways that promote film instability; 3) quantitatively determined the forces that stabilize self-assembling patterns.

3) Materials at interfaces: structural and electronic properties – Task 3 focuses on how interfaces affect the macroscopic mechanical and electronic properties of materials. We combine newly acquired surface microscopies (qPlus AFM and spectroscopic LEEM-PEEM) with modeling studies to determine microscopic interface structure. Current emphases include investigations of the properties of water at interfaces, how the electronic structure of graphene is affected by its interaction with a metal or another graphene sheet and the relationship between structure and magnetism in thin metal oxide films.

Task 4) Nanoscale electrochemistry – The primary focus of this task is to develop a quantitative understanding of the mechanisms of localized corrosion initiation in passive metals and to quantify the critical parameters governing ion transport and nanostructure formation in model systems for energy storage applications. Our approach is based on the novel and unique application of nanofabrication techniques to produce tailored surfaces and to simulate specific defect types on controlled substrates in well-defined locations. We shed light on corrosion, ion
transport, and nanostructure-formation mechanisms using in-situ and advanced electrochemical, morphological, chemical and structural analytical tools.

**Recent Progress**

**Task 1** Our recent progress includes: 1) determining the molecular structure of water on the (111) surfaces of Pt, Pd, and Ru; 2) identifying the stoichiometry, domain structure and growth dynamics of ultrathin iron oxide films on YSZ(001); 3) investigating the details of Pt-cluster binding and stability with respect to CO gas exposure of Pt-cluster arrays on the graphene moiré on Ir(111); 4) characterizing the interaction between and orientation of graphene islands on Au(111); 5) discovering the essential role of carbon’s surface diffusion in graphene growth on SiC; and 8) developing a combined STM-LEEM system for examining surface features from atoms to microns.

**Task 2** Our recent progress includes: 1) elucidating the complex relationship between hexagonal ice and cubic ice by examining film morphology at various growth stages; 2) establishing an underlayer growth mechanism for graphene on Ir, Ru, and Cu and during CVD; 3) understanding the factors that control graphene growth on the coinage metals Cu and Au; 4) determining how O₂ etches graphene from Ru and Ir; 5) characterizing the growth and structure of Mg and Pd films and the mechanism of metal-hydride formation; 6) identifying the order of phase transitions on iron oxide surfaces and films; 7) creating defect-free, self-assembled stripe patterns over dimensions of several microns, and 8) examining how the step structure of the quasicrystal i-Al-Pd-Mn evolves during growth.

**Task 3** Our recent progress includes: 1) calculating the viscosity of ultrathin water films confined between oxide surfaces; 2) imaging (STM) 2-D ice islands on ice surfaces and interpreting their shapes in terms of surface-step energies that depend on proton order; 3) upgrading our existing UHV variable-temperature STM system to incorporate qPlus sensor AFM; 4) investigating the electronic structures of two rotational variants of epitaxial, single-layer graphene on Ir(111); 5) using spatially resolved measurements of electron reflectivity in LEEM to determine the work functions of six different rotational variants of graphene on Pd(111); 6) measuring an azimuthal effect on work function of graphene on Ir(111) by thermionic emission in LEEM; 7) developing methods to produce and characterize twisted bilayer graphene (TBG) with varying degrees of rotation between the sheets; 8) measuring the valence band structure of TBG and interpreting the results using first-principles calculations; and 9) determining that magnetite remains magnetic even at a film thickness of two unit cells.

**Task 4** Our recent progress includes: 1) combining microelectrochemical cells with precision electrochemistry to map the early stages of pitting in aluminum; 2) using in-situ fluorescence microscopy to study the early stages of pit initiation on five individual pure Al thin film electrodes, each containing a single engineered Cu particle; 3) optimizing the growth of smooth, large-grained, (111) oriented, spinel LiMn₂O₄ thin films and showing that surface layer formation depends upon the initial microstructure; 4) probing electrochemical alloying by passing 1.8 pA of current into and out of a 10 μm length of a 150 nm diameter Si nanowire immersed in a Li⁺ based ionic liquid; and 5) combining oxidation-state-sensitive X-ray microscopy and morphological observations to quantify the local state-of-charge of 450 LiₓFePO₄ particles over the entire electrode thickness.

**Future Plans**

**Task 1** Our future plans include adding studies of: 1) proton mobility in ice films; 2) intermixing at oxide-oxide interfaces; 3) the structure of complex metal oxides; and 4) intercalation of metal atoms under and between graphene sheets.
Task 2 We plan new studies of: 1) water films on metals and metal-oxides; 2) cooperative mechanisms of material growth, including those that cause graphene to grow by cluster addition; and 3) the stability of thin films, including the conversion of ice from amorphous to crystalline.

Task 3 Future work will explore how lattice mismatch or rotational misalignment affects the electronic properties of stacked 2-D crystals. The strong in-plane atomic bonding and weak interlayer interaction due to incommensurability offers opportunities to create novel electronic devices by tuning material properties.

Task 4 In future work we will build on our use of tailored surfaces and in-situ diagnostics to explain mechanisms governing materials properties in electrochemical environments. Our recent work on corrosion initiation, ion transport, and nanostructure formation has shown the importance of the evolution of interfacial structures at the electrode surface. Our goal is to understand the link between evolving nanostructure and the stability of the electrode surface in electrochemical environments under potential control.

DOE Sponsored Publications 2010-2012
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Make VO₂ work: micro solid engine and nano powermeter
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Recent Progress

In the past several years, we have pioneered the investigation of domain [1] and size effects [2] on the metal (M) - insulator (I) phase transition (MIT) of vanadium dioxide (VO₂) and related materials. Strain-free VO₂ undergoes the first-order MIT at ~ 67°C with a drastic change in conductivity and optical reflection, accompanied with a structural transition that involves a large (1~2%) spontaneous strain.

Recently we have demonstrated that the MIT of VO₂ can be engineered to offer: (1) high-amplitude, high-speed and energy-efficient micro actuation [3]. Based on this, we propose a phase-transition driven microscale solid engine (μSE) that would be complementary to or replacing existing micro-actuation technologies [4]; and (2) quantitative test of nanoscale light absorption [5]. We hence develop a nanoscale powermeter that would allow easy characterization of absorption and transport of heat and light in individual nanostructures [6].

The μSE exploits the high phase transition strain in VO₂, in analogy to the steam engine invoking large volume expansion in a liquid-vapor phase transition. Figure 1 shows the property and operation of VO₂-based μSE. It can be seen that the MIT of VO₂ provides a work density up to 7 J/cm³, superior to most other actuation materials (This number is surpassed only by some special shape memory alloys, but the latter are limited by poor micro-scale processability). These other actuation mechanisms typically offer either large-amplitude or high-force actuation, but not both. The high work density in VO₂ enables micro-actuation with simultaneously high amplitude, high force, and at high speed (> 4 kHz) [3]. The energy efficiency of the devices is calculated to be equivalent to thermoelectrics with figure of merit \( ZT = 2 \) at the working temperatures [4], and much higher than other bimorph actuators. The bimorph μSE can be easily scaled down to the nanoscale, and operates with high

Fig.1 (a) VO₂ has the largest work density \( E \cdot \varepsilon^2/2 \) compared to other actuation materials, where \( E \) is Young’s modulus and \( \varepsilon \) is the maximum strain. (b) A thermally actuated VO₂/Cr micro-bimorph bends with high displacement exceeding the bimorph length. (c) An electric current driven VO₂ torsional actuator delivers unprecedentedly high torsion per unit length.
stability in near-room-temperature, ambient or aqueous conditions. Based on the μSE, we demonstrate a macroscopic smart composite of VO₂ bimorphs embedded in a polymer that produces high-amplitude actuation at and above the millimeter scale [4]. Combining the superior performance, high durability, diversity in responsive stimuli, versatile working environments, and microscale manufacturability, these actuators offer potential applications in microelectromechanical systems, microfluidics, robotics, drug delivery, and artificial muscles.

The second project seeks to quantify the efficiency of light capture and heat transfer in individual nanostructures. These processes play a key role in nanomaterials-based energy conversion devices such as solar cells, thermoelectric modules and antennas. However, it has been extremely challenging to quantify because of the length scales involved are comparable to or below the light wavelength or acoustic phonon mean free path. For example, it is known that a nanowire could absorb and trap light more efficiently than a smooth thin film, a desired effect for photovoltaics, but a direct measurement of light absorption by a single nanowire has been lacking; It is known that heat transfer would be hindered along channels with width smaller than phonon mean free path, a desired property for thermoelectrics, but size effect of thermal conductivity has been elusive. To address these problems, we develop a near-field, nanoscale powermeter based on the MIT in VO₂ nanowires. The M and I phases can be clearly resolved with a simple optical microscope. Therefore, an individual VO₂ nanowire (Fig.2b) acts as an optically readable, nanoscale thermometer. When a cantilevered VO₂ nanowire is bonded to another nanowire (e.g., a Si nanowire as in Fig.2), the optical energy absorbed by the single Si nanowire can be calculated from the M/I domain wall position along the VO₂ nanowire. Shown in Fig.2 are the light absorbance of a single Si nanowire as a function of its radius (c) and engineered surface roughness (d). It can be seen that when the surface roughness is below the light wavelength, the nanowire absorbance is significantly enhanced due to near-field optical effects. The optical absorbance of single semiconductor nanowires is quantified for the first time.

**Future Plans**

Based on these achievements, we plan to investigate the

---

Fig.2 (a) Surface of a Si nanowire engraved with trenches to achieve different sub-wavelength roughness. Upper is SEM image, and bottom is optical image. Different surface roughness yields different light reflection coefficient. (b) The Si nanowire bonded to a VO₂ nanowire as a nanoscale powermeter. Laser power absorbed by the Si nanowire can be quantified by measuring the M/I domain wall position along the VO₂ nanowire. (c) Measured light power absorbed by smooth Si nanowire as a function of incident laser power. (d) Light absorbance of a single Si nanowire as a function of spacing and depth of the engraved trenches on the surface.
following topics.

(1) Mechanical Memdevices

Recent development and understanding of memristors [7] have opened a completely new approach to information processing: neuromorphic computing [8]. These memristors can be fabricated with MIT in transition metal oxides [9] including VO$_2$. However, mechanically active memdevices are needed for implementation of the still-missing circuit elements of meminductors and memcapacitors [10], as well as integrating the memristors with microelectromechanical systems. The first-order MIT in VO$_2$ offers a natural mechanism for memory devices, and the demonstrated VO$_2$-based μSE adds a new dimension of mechanical activity to the memory functionality. We will design and fabricate, for the first time, two-terminal meminductors and memcapacitors using VO$_2$, and ultimately design and assemble new circuits with these memdevices.

(2) Near-field energy transfer

We will explore, on the individual nanostructure level, the effect of plasmonic enhancement in semiconductor light absorption. Plasmonic excitation at the interface between a metal and a semiconductor can be used to boost light absorption in photovoltaics and optoelectronics [11]. However, the near-field length scale and geometrical complication hamper direct characterization of these effects. Our VO$_2$-based nano powermeter would be an ideal tool to probe the fundamental plasmonic interactions between metal and semiconductor nanostructures.

In addition to light absorption, other physical properties of single nanostructures can also be quantified using this VO$_2$ nano powermeter, such as thermal conductivity, heat capacity and thermal diffusivity. For example, the thermal conductivity of the Si nanowire in Fig.2(b) can be calculated from the absorbed laser power. This not only presents a platform to measure thermal conductivity of individual nanowires in a much simpler [12] or more accurate [13] way than existing methods, but also allows in situ measurements of nanowire thermal properties in response to stress or bending. As preliminary data, we recently found that the thermal conductivity of a single Si nanowire remains unchanged if it is bent within elastic deformation, but rapidly decreases when the bending angle exceeds the elastic limit such that dislocations are generated [6].

In summary, by exploiting the MIT of VO$_2$, we seek to develop novel, nano-micro scale tools and devices to achieve unprecedented functionalities or capabilities for various energy technologies.
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In-situ scanning probe studies of interface evolution on model LiMn$_2$O$_4$ cathodes for Li ion batteries
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Nanometer Scale Surface and Interface Phenomena: Nanoscale Electrochemistry

**Program Scope:** The primary focus of this program is to develop a quantitative understanding of the mechanisms of localized corrosion initiation in passive metals and to quantify the critical parameters governing ion transport and nanostructure formation in model systems for energy storage applications. Our approach is based on the novel and unique application of nanofabrication techniques to produce tailored surfaces and to simulate specific defect types on controlled substrates in well-defined locations. We shed light on corrosion, ion transport, and nanostructure-formation mechanisms using in-situ and advanced electrochemical, morphological, chemical and structural analytical tools. We have identified three critical areas where further, detailed knowledge is needed: 1) the chemical/structural description of the nano-scale site responsible for pit initiation, 2) the role of microstructure in pit initiation and stabilization 3) the role of surface properties in ion transport and electrochemically controlled nanostructure formation. The evolution of the passive oxide up to the point of pit initiation is under investigation using microscale electrochemical characterization combined with analytical electron microscopy. The role of microstructure during the early stages of pitting is studied using in-situ fluorescence microscopy, modeling, and mapping of surface oxide electronic properties and composition. Ion transport and nanostructure formation on model systems in electrochemical environments is being examined using in-situ and ex-situ scanning probes and transmission electron microscopy. Our future work will employ the novel in-situ techniques we’ve developed in this program to identify interfacial structure responsible for nucleation of electrochemical reactions on ideal, controlled materials relevant for understanding corrosion initiation and surface phenomena in energy storage materials.

**Recent Progress:** Optimization of energy storage technologies is a critical goal for the DOE. For transportation applications, Li ion batteries are one of the most promising solutions. Although this technology has advanced significantly in recent years, further improvements in cost, performance, cycling life, calendar life, and safety must all be addressed. Due to the complexity of typical multi-component batteries and battery electrodes, gaining fundamental understanding of the nanoscale processes governing ion transport and surface reactions has been extremely challenging. We have used ideal electrodes and high-resolution scanning probes to investigate the evolution of interfacial layers inhibiting Li ion transport. These studies advance our understanding of the factors governing the performance and lifetime of materials for Li ion batteries. Our results will provide the essential guidance needed for optimization of materials, interfacial structure and properties in order to produce reliable solutions for future energy storage needs.

Li-Mn-based oxide materials look very promising in terms of cost and safety for the next-
generation of batteries for electric vehicles. However, their performance, cycling life and calendar life all appear to be limited by the growth of a interfacial layer that forms during cycling due to electrolyte oxidation and reaction with the surface at high potentials [1-22]. The interfacial layer on cathode materials has proven much more challenging to study than the solid electrolyte interface (SEI) on the graphite anode, because it is thought to be a few nanometers thick and often does not passivate the surface, but continues to evolve with cycling. In addition, the complex composite nature of the typical cathode electrode (active material powder plus conductive carbon and binder) makes it very difficult to distinguish the properties of the interfacial layer and identify the reaction mechanisms.

The spinel LiMn$_2$O$_4$ is an ideal system for these studies, where surface layer formation is known to inhibit charge transport, leading to an increase in cell impedance, while consumption of the active material leads to a loss in cell capacity. We have optimized growth of smooth, large-grained, (111) oriented, spinel LiMn$_2$O$_4$ thin films containing a variety of nanostructural features including terraces, step-edges, and exposed facets using pulsed laser deposition (PLD) as shown in Figure 1a. Our laboratory has established the capability to perform EC-AFM measurements in an Ar glovebox with a sealed electrochemical cell using a Bruker Multimode microscope. Our initial measurements (in EC:DMC:LiPF$_6$ electrolytes) on these films show clear formation of nanoscale reaction products that result from potential cycling, mostly concentrated near faceted grains as seen in Figure 1b. We find that surface layer formation depends upon the initial microstructure, where (111) planes are the most stable, while off-(111) axis facets are the most reactive, Figure 1c. These results indicate that the initial surface morphology is critical in formation of the interfacial layer, where reactions with the electrolyte occur at preferential sites. Future work will expand on these findings.

![Figure 1. 500 x 500 nm AFM images of (a) (111) oriented LiMn$_2$O$_4$ showing (111) terraces (b) appearance of surface reaction products following potential cycling adjacent to high-faceted grains (c) film with high off-(111) facet density following potential cycling showing surface covered with reaction products.](image-url)
Future plans: In future work we will build on our use of tailored surfaces and in-situ diagnostics to explain mechanisms governing materials properties in electrochemical environments. Our goal is to understand the link between evolving nanostructure and the stability of the electrode surface in electrochemical environments under potential control. Our previous EC-AFM studies of interfacial evolution on ideal spinel LiMn$_2$O$_4$ electrodes showed that the microstructure at the electrode surface has an enormous impact on interfacial layer formation. Further studies are needed in order to determine where these reactions initiate, how they evolve with cycling parameters, and how they depend upon the structure of the electrode surface and the components in the electrolyte. We propose to extend our initial work described above to the high voltage cathode spinel LiNi$_{0.5}$Mn$_{1.5}$O$_4$ (LNMS) due to its higher energy density and reasonable cycling capability [23-30]. So far, it is not known how the presence of Ni influences these surface reactions. Furthermore, the increase in operating voltage from 4.0 V for the Mn spinel to 4.7 V for the Ni/Mn spinel further complicates the surface reactions due to electrolyte oxidation at the higher potentials [31]. We will use our PLD capability to grow high quality thin films of LNMS as ideal electrodes for interfacial evolution studies. EC-AFM will obtain three-dimensional images of surface reaction products on ideal cathode surfaces where precisely defined crystallographic features have been created. The nanometer scale resolution, combined with electrochemical control of charge transport, will allow us to determine, for the first time, the answers to the following questions: (1) How does surface nanostructure (crystal orientation, exposed facets, terraces and step edges) influence surface reactions; (2) How do these reactions initiate and evolve with cycling (state of charge, charge/discharge rate); (3) How do promising electrolyte additives and electrode coatings alter or inhibit surface film formation. Reaction product constituents will be identified with ex-situ XPS and TEM measurements. Obtaining such a detailed understanding of surface layer formation and evolution should provide clear guidance for future optimization of cathode surface properties, electrolyte additives, and coatings that ensure facile charge transport, leading to the enhanced reliability needed for transportation applications.
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Scope

The functionality of energy storage systems, such as Li-ion batteries, is based on and ultimately limited by the rate and localization of ion flows through the device on different length scales ranging from atoms over grains to interfaces. The fundamental gap in understanding ionic transport processes on these length scales strongly hinders the improvement of current and development of future battery technologies. The goal of this proposal is to create, through nanometer-resolution imaging of ionic flows, fundamental understanding of the local mechanisms which define a rechargeable battery. Using Electrochemical Strain Microscopy, which utilizes the intrinsic link between unit cell volume and Li-ion concentration, it is possible to separate and characterize transport processes in the electrodes and across electrode/electrolyte interfaces, allowing us to decipher the single stages of ionic transport through the battery. With this knowledge it will be possible to identify and overcome the bottlenecks which lead to predominant limitations in present battery technology such as low energy storage density or capacity loss during cycling.

Recent Progress

Electrochemical Strain Microscopy (ESM) is a unique technical development to study ionic transport on the nanoscale through strain. This has been demonstrated to work for single battery elements, such as cathode or anode, and for all-solid batteries. The recent progress can be separated in four main research lines: 1) Role of measurement environment on the ESM signal, 2) correlation of ionic transport and microstructure, 3) extraction of quantitative parameters describing the ionic transport, and 4) connecting information from the nanoscale with the macroscale.

1) Role of measurement environment on the ESM signal

In order to understand and correctly interpret the ESM signal we need to understand the signal generating mechanism and the influence of the measurement environment. ESM was established to measure ionic transport in Li-ion electrode materials in a non-liquid environment. If the measurements are performed in air, the humidity of the air can significantly influence the locally applied fields due to thin water layers on the surface. The strength of this effect was investigated by performing a variety of ESM experiments in air and under Ar in a glove box. It was found that measurements in air allowed Li-ions to be extracted from the electrode due to the water surface layers which act as electrolytes. This strongly decreases the ESM signal when compared to measurements in the glove box. We also extended this study to identify the role of
mechanical and electrical tip properties used to probe the local ionic transport in electrode materials. In the future, these results will provide guidance on ESM signal interpretation.

2) Correlation of ionic transport and microstructure

The microstructure of a thin film electrode can actively influence the ionic transport. The understanding of this function-structure relationship is essential to design battery electrodes with improved electrochemical performance. Here, Vector-ESM was performed on LiCoO₂ thin films with grains of different orientation to separate ionic transport parallel and perpendicular to the sample surface. By comparing the results from the Vector-ESM image with analytical modeling, the crystallographic orientation of each grain can be estimated based on the strong transport anisotropy in LiCoO₂. Not only the grain orientation, also the grain morphology can play a significant role in ionic transport. The layered structure of LiCoO₂ results in a surface morphology which exhibits a lot of step edges. Spatially resolved ESM measurements showed an enhanced ionic transport along the step edges (Fig. 1) which can be explained by lateral transport induced by the biased tip. The correlation between surface morphology and ionic transport will be very valuable in the future to optimize battery electrode materials.

3) Extraction of quantitative parameters describing the ionic transport

Typical parameters to describe the ionic transport are the activation energy and diffusivity. The goal was to design ESM-based experiments to extract or estimate these parameters on a local scale. Therefore, temperature dependent ESM has been performed. Here, the sample was placed on a heated sample stage and was heated and equilibrated before each ESM measurement. At higher temperatures the ions are more mobile and the ESM signal increases. On an Arrhenius-type plot, the data for each pixel followed a linear relationship, which was linearly fitted to extract the activation energy for each pixel. The resulting map is shown in Fig. 2 overlaid with the sample topography. Interestingly, the average activation energy is around 0.3 eV and seems to be independent of the absolute ESM value. This activation energy agrees very well with macroscopic measurements and theoretical calculations of around 0.3 eV for LiCoO₂ with high Li content.

The local diffusivity is estimated through time spectroscopy ESM. Here, a short voltage pulse is applied to the ESM tip which induces a strong concentration gradient in the probed volume. Once the voltage is turned off, the Li-ions diffuse back which can be tracked by

Figure 1: ESM map for a 400x400nm² area across step edges in LiCoO₂ thin films.

Figure 2: Activation energy map from temperature-dependent ESM images after application of a Gaussian filter to reduce pixel noise overlaid with the sample topography. The scan size was 3x3μm².
measuring ESM as function of time. The relaxation curves can be fitted with a simple exponential decay and the extracted relaxation time can be used to estimate the diffusivity. ESM time spectroscopy was performed on a spatially resolved map and strong variations in separate grains were observed. The average relaxation time in the investigated area can be used to estimate an average diffusivity. Here we assume that the length scale L over which Li-ions diffuse during the experiment is in the order of the tip radius, which is typically a good assumption for SPM-type experiments and is around 30 nm. D can be estimated to 4x10^{-14} m^2/s (Fig. 3). This value fits well within the reported range of diffusivities for LiCoO_2 samples from 10^{-14} to 10^{-12} m^2/s.

4) Connecting information from the nanoscale with the macroscale

The key to the future success of ESM is the connection of the nanoscale information gained by ESM and the macroscopic material parameters and performance. The idea is to identify nanoscale fingerprints of a good battery electrode which can then be used to screen newly developed materials. For that, two important directions are established:

1) Correlation of local ESM signal with macroscopic battery performance. Here, LiCoO_2 thin films with a different ion distribution were investigated. The as-grown LiCoO_2 thin films exhibit randomly distributed Li and Co atoms (\(\gamma\)-LiCoO_2) and the electrochemical performance is poor. After annealing, \(\alpha\)-LiCoO_2 is formed with good electrochemical performance. The ESM experiments performed on these two different materials show some similarities and differences which need to be interpreted.

2) The ESM signal contains information about both, ionic mobility and concentration. It is known from macroscopic measurements, that during charge and discharge the ionic concentration in the electrode changes which results in a strong change in the diffusivity. To explore the correlation between this macroscopic change and the development of the ESM signal, ESM of LiCoO_2 thin films of different charging state were studied. This was done by performing ex-situ experiments after charging in an electrochemical cell inside the AFM. The ESM signal shows the trend of higher signal strength for sample with lower ion concentration, as expected from macroscopic measurements.

Future Plans

So far, ESM experiments focused strongly on well known LiCoO_2 electrode materials. In the future, ESM will be tested for a variety of electrode materials including spinel and phase change materials to compare them to layered Li-ion intercalation materials. Preliminary studies have shown that other electrode material exhibit different strain mechanism which are not always...
connected to Li-ion motion. We will study these new mechanisms and identify materials suitable for ESM studies.

The second focus in will be the implementation of in situ ESM. Here the ESM measurements will be performed in liquid environment and, therefore, can be performed during charge and discharge. This will allow studying the interfacial transport and the formation of SEI layer. However, the transition of air to liquid is non-trivial and further technique development will be necessary. However, first experiments of electromechanical characterization of ferroelectrics in highly conductive liquids were successful and open the pathway to study ESM in liquid for battery materials.

Publications (July 2011-2012)

Session V
High Performance Nano-Crystalline Oxide Fuel Cell Materials: Defects, Structures, Interfaces, Transport, and Electrochemistry

Northwestern University
2220 Campus Drive
Evanston, IL 60208
Phone: 847 491 2447; FAX: 847 491 7820
s-barnett@northwestern.edu

DOE Program Officer: Refik Kortan
301/903-3308; refik.kortan@science.doe.gov

Program Scope

Solid oxide cells (SOCs) are versatile electrochemical devices with applications including clean efficient electricity generation, chemical production, renewable fuel production, and electricity storage. Solid oxide fuel cells are nearing commercial viability, but fundamental challenges remain, especially reducing operating temperature and improving long-term durability. Operating temperature is important not only for making the technology viable, but for enabling new uses such as transportation and portable generation. SOCs can also be used to complement renewable sources by providing a means for storing energy as a chemical fuel such as hydrogen or methane.

This project aims to parlay our improving understanding of the enhanced electronic and ionic transport properties of nano-scale oxides and surfaces to address electrode performance and durability issues that limit the utility of SOCs. The focus is on the fundamental problems limiting reduced-temperature SOCs. The scientific focus is on the dynamics of mixed nano- and micron-scale structures in electrochemical cells. New methods for fabrication and characterization of novel SOC materials have been developed. In addition, we are working towards a fundamental understanding of transport properties, polarization behavior, and degradation phenomena.

Recent Progress

Oxygen tracer diffusion ($D^*$) and chemical diffusion ($D$) were measured in dense $\text{Sr}_{0.5}\text{Sm}_{0.5}\text{CoO}_3$ (SSC) ceramics by Isotope Exchange Depth Profiling/Secondary Ion Mass Spectrometry and electrical conductivity relaxation. As shown in Figure 1, SSC exhibits higher oxygen chemical diffusivity than other reported solid oxide cell cathodes. Oxygen surface exchange rates have also been measured (not shown) and are amongst the best among known materials.

This same high performance...
material has been explored in realistic electrodes, producing amongst the lowest reported air-electrode polarization resistances, low enough to enable excellent cell performance well below 600°C. However, the long-term stability of such highly active nano-scale cathodes has not previously been studied and remains a potential show-stopper (solid state ionic devices such as fuel cells that should operate at temperature for > 40,000 h). We have thus carried out accelerated testing studies of the of nano-scale SSC cathode materials. Figure 2 shows how the cathode polarization resistance measured at 600°C in air, for SSC infiltrated into Gd-doped Ceria (GDC) scaffolds, varies with time at 800°C, a temperature high enough to accelerate degradation. The decrease in polarization resistance with increasing loading has been observed previously, and is believed due to improved connectivity between SSC nanoparticles. The dramatic decrease in degradation rate with increasing loading is a new observation suggesting that much of the degradation at low loading is due to increased isolation of SSC nanoparticles with increasing annealing time. This is an important result for achieving low degradation rates. Another interesting observation is that the resistance increases linearly with time, different than in our prior studies of LSCF cathodes where the degradation followed a power law dependence. Work is under way to understand these new observations.

Infiltration of one material into a scaffold, such as the SSC infiltration into GDC mentioned above, is an important avenue for increasing the performance of a SOFC. The infiltrate size scale and interconnectivity, which have a major effect on the polarization resistance, are related to the size and location of the liquid droplets that are present on the scaffold surface following the evaporation of the liquid. We have developed a model that predicts the size of these droplets. Their size scale, ~50 nm (Figure 3) is reasonably consistent with experiments. The model is not limited to a planar surface, and thus can be used to assess the development of the infiltrated phase upon subsequent loadings.

Due to the nanoscale size of the oxide particles, these particles can be subject to stress that is not relieved as the temperature is changed from room temperature to the operating temperature of the SOFC. We have developed a model for the effects of stress on the surface-exchange limited chemical capacitance, vacancy formation energy, and the degree of oxygen nonstoichiometry in the

![Figure 2. Cathode polarization resistance measured at 600°C in air, for SSC infiltrated into Gd-doped Ceria (GDC) scaffolds, varies with time at 800°C.](image)

![Figure 3. A simulation of the liquid film evaporation process, showing the formation of liquid droplets on a surface.](image)
oxide. The theory shows that the oxygen nonstoichiometry is a linear function of the trace of the stress, and can change significantly with stress.

We have also explored novel oxide anode materials where catalytic nano-particles nucleate during SOC operation and greatly enhance electrochemical kinetics. Figure 4 shows TEM images of \((\text{La}_{0.8}\text{Sr}_{0.2})(\text{Fe}_{0.5}\text{Cr}_{0.3}\text{Ru}_{0.2})\text{O}_3\) particles that were exposed to hydrogen at elevated temperature resulting in self-assembly of surface Ru nano-particles that greatly improve anode performance. The image shown is just one of a rotation series being reconstructed to produce a 3D image – such imaging will allow us quantify particle nucleation and growth and thereby understand their role in electrochemical processes.

Electrochemical measurements of these new perovskite anodes show substantially lower polarization resistance than prior oxide anode materials, apparently by taking advantage of both mixed conductivity and nanoparticle catalysts. A picture of the electrochemical rate-limiting steps is beginning to emerge based on detailed impedance spectroscopy studies. Figure 5 illustrates an example of impedance data from a cell with a \((\text{La}_{0.33}\text{Sr}_{0.67})(\text{Fe}_{0.67}\text{Cr}_{0.33})\text{O}_3\) anode under varying \(\text{H}_2\) partial pressures \(P_\text{H}_2\) (balance \(\text{Ar}\) with 3% \(\text{H}_2\text{O}\)). The Bode plot shows a main electrochemical process with a peak frequency at 2 Hz that varies strongly with \(P_\text{H}_2\). (The process at ~1000 Hz is mainly due to the cathode.) While a low-frequency response with a strong \(P_\text{H}_2\) dependence is often associated with gas diffusion, this is not the case here because the response is strongly temperature dependent. On the other hand, such a response, along with the limiting-current behavior seen in current-voltage characteristics, can be explained well by a \(\text{H}_2\) dissociative adsorption rate-limiting process.

When Ru is added to the perovskite oxide anode such that Ru nanoparticles form, the anode polarization resistance is reduced, the dependence on \(P_\text{H}_2\) becomes weaker, and the limiting-current behavior disappears – these are all indications of the elimination \(\text{H}_2\) adsorption as a rate limiting step. In this case, the new rate-limiting step appears to be hydrogen electrochemical oxidation. This can be understood by figuring that the Ru nanoparticles act as catalysts for \(\text{H}_2\) dissociation with subsequent spillover of H atoms onto the adjacent oxide surface, where the oxidation process is thereby enhanced.

It has been possible to implement some of the above materials in novel reduced-temperature solid oxide cells that provide a real demonstration of their effectiveness.
Figure 6 shows the electrical testing results of such a cell. The cell resistances are remarkably low and power densities high – above 1 W/cm² at 550°C. This represents unprecedented performance at these temperatures for a solid oxide fuel cell.

**Future Plans**

Much of the work described above will be continued in the short term. The combined experimental/theoretical approach to understanding nano-structure evolution, and its impact on electrochemical performance, will be continued, with new input from 3D TEM observations. For cathodes, the emphasis will be on obtaining nano-structures that yield both low resistance and good durability. Accelerated testing will continue to the point where realistic degradation models can be developed and used to predict long-term durability. For anodes, the emphasis will be on improving low-temperature performance and on materials that exhibit regenerative behavior. Novel oxide anode studies will be continued to develop quantitative models of hydrogen electrochemical oxidation kinetics.

**Publications of DoE-Sponsored Research (in the past year)**

6. D.M. Bierschenk and S.A. Barnett, "Electrochemical characteristics of La0.8Sr0.2Cr0.82Ru0.18O3-δ-Gd0.1Ce0.9O2 solid oxide fuel cell anodes in H2–H2O–CO–CO2 fuel mixtures," *Journal of Power Sources* 201 (2012) 95-102
8. T.C. Yeh, J.L. Routbort and T.O. Mason, "Oxygen transport and surface exchange properties of Sr0.5Sm0.5CoO3–δ," *Solid State Ionics* 232 (2013) 138-143
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Purpose and Goals

The main purpose of this program is to develop highly conductive ZnO as a replacement for In$_2$O$_3$:Sn (ITO) in transparent electrode applications, such as solar cells, flat-panel displays, and light-emitting diodes. Pursuant to this purpose, the main goal was to test the limits of conductivity for ZnO to see if it could truly compete with ITO. A secondary goal was to test stability, sometimes an issue for materials doped beyond their thermodynamic solubility limits. A third goal was to compare different growth methods, especially pulsed laser deposition and sputtering. During the course of this research, it has also been realized that our highly doped ZnO has plasmonic resonances in the infrared regime and thus can enable functionality not available with the usual metal plasmonics. This possibility generates a new goal, to determine the limits of plasmonic resonance wavelengths in ZnO.

Recent progress

The lowest resistivity ever achieved in ZnO is $\rho = 0.8 – 0.9 \times 10^{-4} \ \Omega$-cm, reported by two different groups 6 - 10 years ago. However, there are serious inconsistencies in each of these papers, rendering their results questionable. Another recent, more convincing, paper reports $\rho = 1.1 \times 10^{-4} \ \Omega$-cm, and that, in our opinion, should be taken as the mark to shoot for. So far, our best value is $\rho = 1.2 \times 10^{-4} \ \Omega$-cm, within 10% of the record. However, we have achieved this through a well quantified and easily repeatable methodology, and this is our major contribution so far. Just prior to the beginning of the present program in Sept2011, we had developed two unique tools that greatly aided our efforts: (1) the use of pure Ar ambient in the pulsed-laser-deposition growth of Ga-doped ZnO that allowed us to consistently achieve a resistivity of $\rho = 2.0 \times 10^{-4} \ \Omega$-cm; and (2) formulation of a degenerate mobility theory that permitted donor $N_D$
and acceptor $N_A$ concentrations to be calculated from experimental values of mobility $\mu$ and concentration $n$ at any temperature. Applying the theory we quickly learned that the most useful strategy in reducing $\rho$ was not to increase $N_D$, already near its maximum, but to reduce $N_A$. This strategy required identification of the dominant acceptor, and we showed that it was not any impurity at all, but instead the Zn vacancy $V_{\text{Zn}}$. We then devised an annealing procedure to reduce $[V_{\text{Zn}}]$, placing the sample face down on Zn foil and annealing in a tube furnace for 10 min at 550 ºC in flowing gas, and we achieved $\rho = 1.2 \times 10^{-4}$ Ω-cm. For this sample our theory gives: $N_D = 1.52 \times 10^{21}$ cm$^{-3}$ and $N_A = 0.048 \times 10^{21}$ cm$^{-3}$, giving an extremely small compensation ratio $K = N_A/N_D = 0.03$. It might be said that this procedure thwarts thermodynamics, i.e., it overcomes the crystal’s attempt to lower its energy by creating native acceptors to compensate the added Ga donors. Of course, given enough time the crystal would accomplish just that, especially if the temperature were raised significantly. In that regard, we have shown that a 10-min anneal is air at 500 ºC increases $\rho$ by only xx %, demonstrating the excellent stability of this material.

Interestingly, however, increasing the annealing temperature to 600 ºC produces a huge change in $\rho$, to about 1Ω-cm, clearly rendering the TCO useless as a transparent electrode. However, while carrying out this set of experiments, we realized that we could control $\rho$, or more importantly $n$ and $\mu$, over a wide range by simply choosing the appropriate annealing temperature. Since, for high enough $\mu$, the plasmonic resonance frequency is given by $\omega_{\text{p, res}} = (e^2 n/m^* \varepsilon_{\infty})^{1/2}$, our control of $n$ becomes a control of $\omega_{\text{p, res}}$, or equivalently of $\lambda_{\text{p, res}} = 2 \pi c/\omega_{\text{p, res}}$, the plasmon resonance wavelength. For a concentration $n = 1.46 \times 10^{21}$ cm$^{-3}$ (this study), $\lambda_{\text{p, res}} = 1.06$ μm, while annealing in air produces lower $n$ and thus higher $\lambda_{\text{p, res}}$. As practical examples, we have easily created samples with $\lambda_{\text{p, res}} = 1.30$ and 1.55 μm, the major telecommunication wavelengths. Indeed, this new field of semiconductor plasmonics opens up a wide variety of applications in the infrared that cannot be addressed by metal plasmonics.

**Future plans**

Another problem for thin films is the thickness dependence of $\rho$, $\mu$, and $n$ for layers grown on lattice-mismatched substrates. For example, when 3%Ga-doped ZnO is grown by PLD on Al$_2$O$_3$, a dead layer (no conduction) of thickness $d_{\text{dead}} = 15$ nm is typical, and roughly the same $d_{\text{dead}}$ is found for 2%Al-doped ZnO grown by RF sputtering on quartz glass. Thus, this phenomenon is rather universal and results in an electrical thickness $d_{\text{el}}$, that is less than the metallurgical thickness $d$; i.e., $d_{\text{el}} = d - d_{\text{dead}}$. A consequence is that the apparent concentration $n_{\text{meas}}$ is going to less that the real concentration $n$ by a factor $d_{\text{el}}/d$, which can be appreciable for thicknesses $d = 50$ nm or less. While $n_{\text{meas}}$ is nearly always observed to be dependent on thickness, $n$ itself may actually be independent of thickness if it is properly normalized to $d_{\text{el}}$ instead of $d$. However, even if $n$ is independent of $d$, mobility will always be dependent on $d$ if the dead layer is charged, which is usually the case. This is because the conduction electrons
will spend more time close to the interface in thinner layers, and therefore will be more
effectively scattered by the interface charge. A similar argument holds if the interface is rough.
We are collaborating on buffer development with a group at the University of Kyushu in Japan
that has developed a good buffer layer that mitigates the thickness dependence of $\mu$. In fact, we
have already characterized a set of buffered and unbuffered layers received from them in early
December 2012, and have just had a paper accepted on our results. In the paper, we introduce a
new figure of merit (FoM) for buffer efficacy, a parameter $d^*$ that is defined as the thickness at
which interface scattering and bulk scattering are equal. This parameter is a useful FoM because
it is easily measurable and is obviously meaningful; i.e., good conductance demands $d > d^*$ so
low $d^*$ is desirable. The Kyushu group has just received an AOARD grant to continue our
collaboration, and their proposal contains two new goals: (1) grow single-crystalline undoped
ZnO on Al$_2$O$_3$; and (2) grow polycrystalline highly-doped ZnO on quartz glass with a resistivity
of $2 \times 10^{-4}$ $\Omega$-cm or less in a layer of thickness 100 nm or less. Neither of these goals has ever
been achieved, to our knowledge.

Publications associated with this DOE grant (begun in Sept 2011)

1. Buguo Wang, Matthew Mann, Michael Snure, Michael J. Callahan, and David C. Look,
   “Hydrothermal growth and characterization of bulk Ga-doped and Ga/N codoped ZnO
2. D.C. Look and K.D. Leedy, “Making highly conductive ZnO: creating donors and
   D.C. Look, and S. Limpijumnong, “Compensation in Al-doped ZnO by Al-Related
   Kuznetsov, Daniel Doutt, H. Lee Mosbaker, Gene Cantwell, Jizhi Zhang, Jin Joo Song,
   Z.-Q. Fang, and David C. Look, “Interplay of native point defects with ZnO Schottky
   characterization of bulk Al-doped ZnO bulk crystals”, Proc. of SPIE Vol. 8626, 862607-1
   (2013). Mar13
   Mar13
Program Scope or Definition

The objective of this proposed research is to develop a better understanding of phonon transport and coupled electron-phonon transport in graphene. As a monatomic layer of sp² carbon atoms, graphene is a promising material for future-generation energy-efficient electronic devices and thermal management solutions because of its superior charge mobility, mechanical strength, and thermal conductivity. This project aims to

(i) Clarify whether the flexural vibration modes make an important or negligible contribution to thermal conductivity of graphene.
(ii) Investigate the effects of inter-layer coupling, substrate interaction, stress and morphology on phonon transport in suspended and supported single- and few-layer graphene.
(iii) Characterize the interfacial thermal transport between supported graphene and underlying dielectric, metallic, and polymeric substrates.
(iv) Evaluate interfacial thermal transport between graphene and its surrounding gas environment;
(v) Determine whether or not coupled electron-phonon transport in graphene is highly non-equilibrium as in carbon nanotubes.
(vi) Reveal the effects of inter-layer coupling, substrate interaction, stress, morphology, and gas environment on electron-phonon coupling in graphene.

Recent Progress

In this collaborative project with Prof. Cronin, we have established experimental methods based on micro-Raman and electrical resistance thermometry to probe phonon transport in suspended and supported graphene as well as ultrathin-graphite foams. In addition, Scanning Thermal Microscopy (SThM) and spatially resolved Raman spectroscopy have been combined to probe temperature distributions of different phonon populations and reveal bias-dependent hot spots in electrically biased graphene devices.

Raman Measurements of Thermal Transport in Suspended and Supported Graphene: We have established a micro-Raman spectroscopy method to probe thermal transport above room temperature in a graphene monolayer grown by chemical vapor deposition (CVD) and suspended over holes with different diameters. The Raman laser beam of varied spot sizes was focused either at the center of the suspended graphene monolayer or on the graphene region supported on the Au/SiNx membrane. The optical absorption by the graphene was obtained by measuring the laser powers incident on and transmitted through the suspended graphene. The Raman G peak and 2D peak positions of graphene down shift with increasing temperature, and were
used to determine the temperature rise of the optically heated graphene. An analytical solution of the heat diffusion equation was developed to obtain the thermal conductivities of the suspended and supported regions of the graphene samples, as well as the thermal interface conductance between the graphene and the Au/SiN \(_x\) membrane. A comparison of the measurement results conducted in vacuum and different gas environment further yielded the heat transfer coefficient between the graphene and surrounding gas molecules. The main findings of this series of experiments include the observation of considerably lower thermal conductivity in the supported region than the suspended region of the same graphene, and that Umklapp phonon scattering results in decreasing thermal conductivity of the suspended graphene with increasing temperature above room temperature (see the data by Chen & Shi et al. in Fig. 1).

**Substrate and Polymer Residue Scattering of Phonons in Graphene:** We have fabricated different micro-bridge devices with sensitive resistance thermometers to measure the graphene thermal conductivity at different temperatures. Compared to the natural graphite (NG) source where the graphene samples were exfoliated from, a large suppression in the basal-plane thermal conductivity was found in the graphene samples supported on an amorphous SiO\(_2\) or suspended graphene samples contaminated by polymer residue on the surface. The suppression is especially pronounced at low temperatures (see the data by Sadeghi & Shi, and Seol & Shi et al in Fig. 1). A theoretical calculation found that flexural phonons make a large contribution to the thermal conductivity of clean suspended graphene at 300 K and below, and interface interaction with an amorphous material results in considerable damping of their contribution. Moreover, such interface scattering was found to yield increasing thermal conductivity with increasing layer thickness of multi-layer graphene (Fig. 2), opposite to the trend suggested for clean suspended graphene, as well as a decreasing temperature for the peak thermal conductivity with increasing layer thickness (see the data by Sadeghi and Shi, and Seol & Shi et al. in Fig. 1). The interface scattering effect was found to be effective in suppressing the thermal conductivity of multi-layer graphene as thick as 34 layers. This long range effect is attributed to the long intrinsic phonon mean free path in graphite, and explained by a model of interface scattering of phonons in anisotropic multi-layer graphene. These findings are useful for the design of multi-layer graphene heat spreaders and graphene-polymer nanocomposites for thermal management, and indicate a need for obtaining ultra-clean suspended graphene samples for studies of their intrinsic thermal properties.

**Thermal Transport in Ultrathin-Graphite Foams:** In this work, we have conducted temperature-dependent electron and phonon transport measurements of three-dimensional (3D) foam structures consisting of few-layer graphene (FLG) and ultrathin graphite (UG) building blocks synthesized through the use of methane CVD on reticulated nickel foam that was subsequently removed. At a very low solid concentration of \(\sim 0.45\) vol \%, the thermal conductivity of the freestanding ultrathin-graphite foam (UGF) processed with a gentle Ni etchant can be increased to 1.7 Wm\(^{-1}\)K\(^{-1}\) at room temperature, showing a quadratic dependence on temperature between 11 and 75 K, peaking at about 150 K where the solid thermal conductivity of the FLG and UG constituents reached about 1000 Wm\(^{-1}\)K\(^{-1}\) (Fig. 3). The finding suggests that the covalently bonded continuous UGF structure is an effective approach to overcoming the
contact thermal resistance bottleneck found in other 3D networks of van der Waals bonded carbon nanomaterials developed for thermal management.

Low-Frequency Acoustic Phonon Temperature Distribution in Electrically Biased Graphene: With the use of a combined contact mode and lift mode operation of a SThM tip, we were able to measure the low-frequency acoustic phonon temperature profiles in electrically biased graphene devices with a spatial resolution better than 100 nm. The obtained temperature maps (Fig. 4a) reveal bias-dependent hot spots in the operating graphene devices that were considerably smaller than those reported by infrared (IR) thermal imaging measurements. In addition, the high temperature sensitivity of the SThM technique allows us to examine the thermal behavior of the graphene device in the low-power density regime that was not accessible by the optical techniques due to limited temperature sensitivity. The measured acoustic phonon temperature was close to the intermediate frequency phonon temperature determined from the Raman peak shift on the same sample (Fig. 4b).

Future Plans

In the remaining funding period of this project, we will explore polymer-free transfer method to prepare clean graphene samples for investigating the intrinsic thermal transport properties of graphene, and measure the temperature distribution in electrically biased graphene supported on h-BN.
References to publications of DOE sponsored research that have appeared in 2010-2012 or that have been accepted for publication.
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Program Scope:  
The past five years have brought thin film photovoltaics (TFPV) ever closer to realizing their potential for economical large-scale renewable electrical generation. The thin film PV designs with the highest power conversion efficiencies (η) remain CdTe/CdS (η > 18%) and Cu(In,Ga)Se2/CdS (CIGSe, η > 20%). In the same time frame, Cu2ZnSn(S,Se)4 (CZTSSe) has emerged as the first possibly credible alternative material for TFPV absorbed layers especially after demonstrations of η > 11%. Whereas both CdTe and CIGSe technologies may face scale-up limitations within approximately 2 decades based on the geological and industrial availabilities of In and Te especially, CZTS does not because its constituents are abundant by design. Thus basic science investigating the fundamental properties of CZTSSe is of great importance to enable this material to be used at terawatt levels in the future. The study of CZTSSe also provides more data towards the general questions surrounding the use of polycrystalline semiconductors in minority carrier devices. Studying a different material class such as CZTSSe, whether or not in the end it has the potential for TFPV efficiencies near 20%, will help to understand how materials such as CdTe and CIGSe do in fact work at these levels despite their crystalline and electronic imperfections.

The research objectives of this project center around investigations of the basic properties of Cu2ZnSn(S,Se)4 thin films, especially the electronic defects in the bulk and at the polycrystalline grain boundaries. We specify five sub activities for our efforts: 1) measuring and understanding the electrical and compositional properties of grain boundaries in CZTSSe; 2) measuring and understanding electronic defects in CZTS, CZTSSe, and CzTSe thin films using electrical spectroscopies; 3) modeling the point defect equilibrium in CZTSSe; 4) spatially-resolving interdiffusion and reaction during CZTSSe annealing using synchrotron techniques; and 5) high-resolution Raman studies on CZTS, CZTSSe and CZTSe as functions of composition to elucidate peak shifts related to point defects and nanoscale phase separation.

The potential impact of this research will be to generate basic but critical materials knowledge about an emerging alloy system that may be capable of photovoltaic efficiency on par with CdTe and CIGS but at lower cost and having the benefit of avoiding constraints on scale-up from rare and expensive elements.

Recent Progress:

Physics of Electrical Conductivity in Polycrystalline CZTS Thin Films

We have investigated the through–thickness conductivity of our polycrystalline CZTS films having grain size less than the film thickness from 30-300 K [1]. Three regimes of behavior were found which we ascribe to grain boundary barrier surmounting at high temperature, nearest neighbor hopping at intermediate temperatures, and Mott variable range hopping at low temperatures. Interestingly, for rather Cu-poor films we find that the GB barrier height varies sensitively with [Cu]/([Zn]+[Sn]) ratio (γ), but is independent of [Zn]/[Sn] ratio (δ). For γ=0.62 the GB

Figure 1 - Conductivity vs. 1/T for a series of CZTS samples with different compositions. Solid lines represent fits to 3-regime model described in text.
barrier is approximately 110 meV while for $\gamma>0.74$ it is near 150 meV. These observations point to Cu-related point defects as being dominant for doping at grain boundaries and/or in the grain interiors. Cu vacancies ($V_{\text{Cu}}$) and Cu on antisites ($\text{Cu}_{\text{th}}$) are believed to dominate the p-doping in CZTS. The $V_{\text{Cu}}$ acceptor is calculated to be a more traditional acceptor with 20 meV binding energy and formation enthalpy <1 eV which changes intuitively with Cu-poorness [2,3]. The details of how and why the GB barrier height changes as it does is somewhat uncertain – a simple picture in which the number of GB defects and their density of states remains constant with $\gamma$ decreasing cannot explain the data unless we posit that for very Cu-poor films ($\gamma<0.7$) the GB states are completely filled by holes and the Fermi level becomes un-pinned thus reducing the GB barrier height. This does not seem likely, as from our calculations of CZTS defect equilibrium, we find that the net doping stays relatively constant with variation of $\gamma$ because $[\text{Cu}_{\text{Zn}}]$ increases while $[V_{\text{Cu}}]$ decreases as $\gamma$ increases. Thus it seems possible that the dominant effects of Cu variation actually occur through modification of the GB states and not the doping in the grains (specifically, Cu poorness below $\gamma<0.7$) either reduces the number of pinning states in the GB or moves the centroid of the density of states at the GB towards the valence band edge. A third possibility is that different phase(s) are involved at the GBs. Thus there are many open questions still in this area and we will continue to attempt to identify the correct dominant physics.

**Modeling CZTSSe Defect Equilibrium**

In this sub project, defect equilibrium in CZTS and CZTSe is calculated from a system of quasi-chemical reactions based on the change in free energy (Gibbs or Helmholtz) of formation. Many ab-initio electronic structure calculations of defect formation energies have appeared in the literature, however these are always performed at 0 Kelvin (Born-Oppenheimer approximation). For defect formation at film processing temperatures of hundreds of Celsius the vibrational energy of formation can be the dominant term. It is only recently that computational power and efficient codes have begun to allow ab-initio calculations of phonons in (possibly) meaningfully-large supercells containing point defects to simulate dilute concentrations. Therefore we have initiated a collaboration with Prof. Andrei Postnikov at Lorraine University in Metz, France [4,5] to investigate the effects of vibrational energy on defect concentrations in semiconductors and especially CZTSSe. We find indications that in CZTS the vibrational free energy leads to potentially 1000-fold changes in the final defect concentrations and most importantly affects different defects in different ways. Thus, understanding the effects of vibrational free energy for different defects is imperative for understanding doping, compensation, band tails, and recombination in CZTS. This question is obviously general to all semiconductors and we will continue to investigate this avenue of inquiry.

![Figure 2 - Concentrations at room temperature for ionized point defects and Fermi energy in CZTS and Fermi energy calculated for $\mu_{\text{Se}}=-0.75$ eV, $\mu_{\text{Zn}}=-0.6$ eV, and $\mu_{\text{Cu}}=-0.4$ eV as a function of annealing temperature. The sulfur chemical potential is set by the equilibrium $S_2$ vapor pressure – i.e. the calculation is for static gas one-zone annealing conditions.](image)

We have computed the equilibrium for the six most dominant native point defects in CZTS using formation enthalpies from Chen et al., [2,3] and the vibrational density of states computed by Prof. Postnikov. Our model can accommodate a range of different situations, however we first undertook to predict the defect equilibrium for a case of annealing CZTS in the presence of a saturated $S_2$ vapor in a one-zone situation.

Figure 2 presents the results of a calculation of the net doping and all 6 defects concentrations as a function of annealing temperature for the case of quenching to room temperature using chemical potentials for the metals
thought to correspond to typical film growth (Zn-rich, Cu-poor). The most important finding from this figure (and the computations in general) is that under such annealing conditions, CZTS which is observed to be p-doped in experiments should be nearly completely compensated by $V_S$ and $Zn_{CZ}$ donors because of the lowering of their formation energies by the low Fermi level. The net carrier concentration is thus many orders of magnitude below the concentrations of five of the six types of native defects considered. The compensation may be reduced by increasing the sulfur chemical potential which in experiment corresponds to supplying S vapor at a higher temperature or via another species such as $H_2S$ and by supplying Sn overpressure – both trends are consistent with the literature. Effects such as these are not captured in the pure ab-initio computational works which typically only present the computed formation enthalpies. Therefore it is imperative compute the full equilibrium to fully understand the system.

Typically, CZTSSe films which work well in devices have $\gamma=0.5$ and $\delta=1.2$. Figure 3 shows the model predictions for quenching from 550 °C annealing to room temperature for Zn-rich conditions as functions of Cu and Sn chemical potentials. These results may help to further understand this trend as it is clear that p-type doping in the $10^{16}/cm^3$ range results from conditions where the Cu chemical potential is lower than the Sn chemical potential. Of course, the chemical potentials do not translate exactly into final film compositions however we are continuing to try to map out these relationships between chemical potentials and final film compositions.

**Observation of Defects in CZTSSe using Electrical Spectroscopy Techniques**

We are also using electrical and optoelectronic spectroscopy techniques to observe the defect energy levels resulting from defects in this complex alloy system. The holy grail will be to observe, identify, and determine how to suppress deep defects acting as recombination centers. Figure 4 shows our data on the density of states of p-type traps from a CZTSe solar cells with efficiency ~7% and grain size spanning the film thickness from Dr. Ingrid Repins at NREL. The data suggests the admittance response is dominated by a trap state located near 140 meV above the valence which may be the Cu$_{Zn}$ deep acceptor according to leading computations [2,3]. Our capacitance voltage profiling shows that these CZTSe layers have nearly-uniform net dopant concentrations in the low $10^{16}/cm^3$ range for all temperatures, while this DOS extracted has a net area of roughly $10^{15}/cm^3$. Therefore our data seems to indicate that the net doping is not dominated by the Cu$_{Zn}$ acceptors. This may be a significant finding because it is being commonly observed that CZTSSe solar cells display series resistance with ~150 meV which has been ascribed to this defect in the literature. We will continue to pursue this issue.

We have also used deep level transient spectroscopy to measure both minority (electron) and majority (hole) trap states in the CZTSe layers. We have found the signature of a minority trap near mid gap which may be acting as a recombination center. This is a very significant finding as all other work to date has reported only majority trap
Figure 4 — Density of trap states extracted from admittance spectroscopy measurements on a solar cell with a CZTSe absorber layer fabricated by Dr. Ingrid Repins at NREL.

states, which are not necessarily related to minority carrier lifetime and thus device efficiency changes. We are working to publish these results quickly.

Future Plans:
We plan to continue investigating these themes in CZTSSe and related materials, as well as pursuing measurements of cation disordering and phase formation using synchrotron based experiments. These results will be critical to understanding if CZTSSe can ever provide device efficiencies on par with CdTe and CIGSe and thus fulfil its potential as an earth abundant photovoltaic material.
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Project Title:  **Frequency Dependent Properties of Magnetic Nanoparticle Crystals**
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**Program Scope:**

This research program is investigating the frequency-dependent response of magnetic nanoparticle assemblies. Magnetostatic interactions are long-range and anisotropic, leading to complex behavior in dense nanoparticle assemblies, particularly in their time- and frequency-dependent properties. In analogy to the blocking temperature of an ensemble of superparamagnetic particles, we predict the existence of a blocking frequency, below which the spins can be treated as frozen. When superparamagnetic properties are ordered into dense assemblies, we have shown in static measurements that there are long-range correlations between the particle moments,¹,² and that there is a collective phase transition from a dipolar ferromagnet to a superparamagnetic state over a narrow temperature window.³ We seek to learn if there is collective transition over a narrow frequency range as well. If so, such assemblies could be designed for high frequency applications requiring high permeability but low eddy current losses. Grain size, intergrain separation, and porosity are expected to be important parameters for the nanocomposite structure.

**Recent Progress:**

The main activities in the first year have involved the construction of a sample cell for high frequency measurements, testing of the measurement system and analysis algorithms on bulk-like powder samples, the development of software to predict the composite properties, and the preliminary testing of composite samples as a function of the main design parameters.

**Development of Measurement Capabilities Up to 10 GHz**

A coaxial transmission line design was developed for measurements up to 10 GHz using an Agilent Technologies 85071 vector network analyzer. In the sample holder, the magnetic nanocomposite toroid replaces the dielectric around the center electrode (Figure 1). At the maximum frequency, the sample length must be less than one-quarter of the radiation wavelength. For high frequencies this limits the sample length to 1-2 millimeters. In order to increase the signal-to-noise ratio, the outer diameter of the sample toroid was increased.

A two port vector network analyzer is used to measure the complex impedance, and therefore the electric permittivity and magnetic permeability as a function of frequency. Here the sample is inserted between two ports. A signal at a given frequency is emitted from Port 1, and its reflection back to this port and transmission to Port 2 are characterized by the scattering matrix parameters $S_{11}$ and $S_{21}$, respectively. The connections to the sample are designed to match the 50 Ω impedance of the ports, so that the amplitude and phase differences arise only from the sample. The $S$ parameters relate the magnitude and phase of traveling waves through the microwave network, and so the reference planes for the phase must be specified.
Figure 1. Sample Holder. (a) Schematic showing two symmetric port extensions (gray) that screw onto the central region (brown) housing the toroidal sample at the center. (b) Cross-section of sample holder. Here the shaded regions are metallic. The “sideways H”-shaped region at the center corresponds to the brown sample housing in (a). The unshaded region at the center of the H is the sample toroid. The other pieces screw onto the sample housing and enable it to mate to coaxial cables connected to the ports of the vector network analyzer.

The shift in reference plane, relative to each port, can be determined. Here the reference planes are chosen to be symmetric on either side of the magnetic sample. With transmission line techniques the measured results are very sensitive to losses in the lines themselves, and therefore a precise calibration procedure is needed to remove systematic errors due to these losses outside the sample. For a one-port calibration from reflection measurements, this is done by measuring the empty sample holder under three conditions: open circuit, short circuit, and load.

The complex electrical permittivity $\varepsilon(f) = \varepsilon' - i\varepsilon''$ and magnetic permeability $\mu(f) = \mu' - i\mu''$ are determined from the complex $S$ parameters. There are different algorithms for determining permittivity and permeability from the $S$ parameters. This is a non-trivial process because of the ambiguity in the phase determination, since $\theta$ and $\theta + 2\pi n$ yield the same mathematical result. These algorithms help in extracting the physically meaningful values. Our results use the Nicholson-Ross algorithm in a program written using MatLab™ software.

High Frequency Permeability and Permittivity Results and Analysis

High frequency inductors are made of magnetic insulators because of their eddy current losses. To help calibrate our system, we began by measuring the properties of composites made from large grain nickel powder. Increasing volume fraction led to increased magnetic permeability (Figure 2 $a,b$).
Fig. 2. Frequency dependence of the real (a) and imaginary (b) parts of the magnetic permeability for nickel powder with grain size less than 1 µm at different volume fractions.

To study the grain size influence on the permeability we carried out measurements with three different nickel powders having grain sizes less than 150 micrometers, <1 micrometer and <100 nanometer, respectively, with approximately the same volume fraction of powders in the sample holder. Since the grains have similar oxide layer thicknesses, the smaller the grain size, the greater the influence of the oxide on the overall permeability values (Figure 3 a,b). However, for the nickel powder with grain size less than 100 nm we observed surprisingly high values of the real part of the permittivity, and a peak at 5.8 GHz for the imaginary part.

Monodisperse 8 nm diameter surfactant-coated Co nanoparticles were washed and dried to form a nanopowder, and the magnetic permeability and dielectric permittivity were then measured from 300 kHz to 10 GHz. To observe the influence of nanoparticle oxidation on air, the powder was left in the sample holder for 5 days. Oxidation decreased the real part of the
permeability, and the decrease in the imaginary part of the permeability was likely due to decreasing eddy current losses


**Future Plans:**

Work will continue on high frequency measurements on nanoparticle composites, with emphasis on increasing the volume fraction and minimizing porosity in order to increase the permeability and enable testing of the blocking frequency model. We will also investigate frequency-dependent magnetoresistance measurements of individual particles and assemblies up to 50 MHz to characterize the medium frequency behavior in greater detail.

**Publications Supported by DOE Research 2010-2012:**


Understanding the Spin-Lattice Coupling in Multiferroic Oxides

Trevor A. Tyson, Department of Physics
New Jersey Institute of Technology, Newark NJ 07102-1982
Email: tyson@adm.njit.edu

Abstract and Program Scope: Multiferroic oxides (such as REMnO$_3$ and REMn$_2$O$_5$ (RE=rare earth, Sc, Y)) are a class of materials which are simultaneously ferroelectric and ferromagnetic. The possibility of coupling the magnetic and electric properties will enable new functions. These capabilities will possibly lead to devices in which ferroelectric memory can be written with magnetic fields or magnetic bits can be written by an electric field. However, the detailed mechanism behind the coupling of the spin and atomic degrees of freedom in these materials is not well understood. In this proposal we are conducting structural measurements on multiple length scales in the presence of magnetic and electrical fields in order to ascertain the mechanism behind the spin-lattice coupling. In this phase of the project, we have focused on the small ion RMnO$_3$ systems such as InMnO$_3$ and ScMnO$_3$ with high $T_N$ values. The corresponding E-type perovskite phases of the same materials are also being synthesized (under high pressure) and studied. DFT simulations have been conducted to ascertain the ground stage magnetic structures. The stable magnetic ground states at different pressures and total polarization have been predicted. The detailed origin of the onset of ferroelectricity in hexagonal RMnO$_3$ was determined by combined local structural measurements and molecular dynamics simulation at high temperature. This work is supported by DOE Grants DE-FG02-07ER46402.

Results from Research on Multiferroics

A. Observation Electric Polarization in InMnO$_3$

The hexagonal manganites are part of a class of materials which exhibit coupled ferromagnetism and ferroelectricity (multiferroic systems). Hexagonal phase RMnO$_3$ is found for small radius ions (R=Ho, Er, Tm, Yb, Lu and also Y and Sc). From an application’s perspective, these materials have attracted much attention as data storage media in nonvolatile random access memory. These devices have the advantage of low power consumption and decreased memory cell size over existing technology because the electric charge induced by the remnant polarization controls the conductivity of the Si substrate where they are deposited. The YMnO$_3$ system has been studied extensively and is currently being utilized in device applications.

Tuning this RMnO$_3$ system by replacing the R ion with other species or multiple species serves as a possible path to enhance the ferroelectric properties of these materials. One system which is being studied is the R = In system. However, the room temperature structure and ferroelectric properties of InMnO$_3$ are still not well understood. Structural measurement on polycrystalline materials have yielded conflicting results.

Fig. 1. Images of a typical synthesized crystal (a), a mounted InMnO$_3$ single crystal for XRD measurements (b) and the crystal structure for InMnO$_3$ (c) are shown.
To fully understand the properties of the InMnO₃ system, single crystal samples were grown and the structure as well as the thermal and electronic properties was studied. The space group of single crystal material is found to be consistent with the previous neutron powder diffraction measurements and a material with a P6₃cm polar space group [Fig. 1(c)] is revealed. Magnetic ordering temperatures are identified by heat capacity measurements. Polarization measurements show a finite value of polarization for the first time. Point charge and density functional theory calculations of the electric polarization reveal an upper limit of 7.8 $\mu$C/cm² for YMnO₃. The polarization measurements show a finite value of 26% larger than that for YMnO₃.

Fig. 2(a) shows the near edge x-ray absorption spectra of a series of hexagonal RMnO₃ systems (R=Sc, Y and Lu) compared to InMnO₃. Note the similarity in shape of all of the spectra indicating equivalent local structure and local symmetry. Compared to the other samples, no additional peaks appear in the R=In spectrum. However, the InMnO₃ spectrum has lower amplitude and is broadened. This indicates a lower level of long-range order. Note the shift in the position of the main peak of the ScMnO₃ to higher energy compared to the other samples. This shift shows that the Mn-O bond distance is shorter in this system than the others according to the “Natoli’s Rule” $(E_p-E_0)R^2=\text{const.}$.

Single crystal structure solution was conducted after the data were corrected for absorption by face indexing. Refinements with respect to P-3c, P3c1 and P6₃cm space groups were conducted. Use of the non-polar space group P-3c yielded $R_1 = 6.12\%$ and $wR_2 = 15.6\%$ with ratio of number of $F_0 > 4 \sigma(F_0)$ values to free parameters of 199/21 = 9.5 while the polar space group P3c1 yielded $R_1 = 4.81\%$ and $wR_2 = 12.8\%$ and ratio of number of $F_0 > 4 \sigma(F_0)$ values to free parameters of 371/40 = 9.3. Analysis of the coordinates revealed that this space group solution (P3c1) corresponded to the higher space group P6₃cm.

Polarization hysteresis loops were calculated by integrating the total transferred charge during application of a bipolar triangular voltage waveform, then dividing the remanent charge by the projected area. We examined a large range of electric fields from 64 kV/cm to 216 kV/cm and displaying the P-E loops, which give a remanent polarization (Pr) of ~4.4 $\mu$C/cm² for the saturated loop at room temperature shown in Fig. 3. The remanent polarization exhibits negligible frequency dependence in the range 500 Hz to 2000 Hz. The polarization was estimated by the point-charge model with the experimental structure derived above and using DFT to estimate the reference paraelectric structure. The polarization amplitude of 7.8 $\mu$C/cm² on InMnO₃ single crystal was obtained indicating a theoretical upper limit ~26% larger than that for YMnO₃ (near 6.2 $\mu$C/cm²). Our measurement gave a value of ~4.4 $\mu$C/cm² for the remanent...
polarization at room temperature. The smaller value is possibly due to defect/voids formed during the quenching procedure.

Finally, for comparison with other systems, the heat capacity of InMnO₃ single crystals was measured giving a Néel temperature near 118 K. We have also found a peak near 42 K consistent with the spin rotation on Mn seen in HoMnO₃. However, we note that nanoscale LuMnO₃ with a closed 4f shell at the R site exhibits the same reorientation transition near 42 K and indicates the spin orientation may not be only driven by the Mn-R spin interactions as suggested by earlier studies.

B. Perovskite RMnO₃

The orthorhombic perovskite materials with small ion size (such as HoMnO₃ and LuMnO₃) have become a topic of keen interest because of the possible existence of mainly electronically driven ferroelectricity and is a topic of intense study. However, no detailed structural studies have been conducted on these systems assessing the relative weights of the charge and ion displacement components of ferroelectricity in these systems. Examining the full range of systems as a function of R ion size may lead to the discovery of an optimal system with high electric polarization.

We report a new monoclinic ScMnO₃ phase with perovskite type structure synthesized from hexagonal ScMnO₃ under high-pressure and high-temperature conditions. Phase transition behavior of this monoclinic ScMnO₃ were examined by in-situ x-ray diffraction on heating from room temperature to 1400 K. Three phase transitions, monoclinic → orthorhombic → hexagonal, were identified. Based on combined room temperature XRD structural measurements on single crystals and DFT simulations, we predict a polarization value in this system approaching that of HoMnO₃ and LuMnO₃ without the need for rare earth ions. Overall, perovskite phase HoMnO₃, LuMnO₃ and ScMnO₃ have been synthesized. DFT studies are in progress to evaluate the most stable phase of this system for a broad range on ion sizes. The pressure dependence of the stable magnetic phase is being evaluated by combined high pressure structural measurements and DFT simulations. Preliminary results suggest the E-type phase stability is enhance with pressure or for small ion size.

Application of Developed Methods to Superconductors and complex oxide Thermoelectrics

K₀.₈Fe₁.₆₊ₓSe₂ Superconductor

We have utilized the techniques developed for this project to study the relation between the structure and superconductivity in K₀.₈Fe₁.₆₊ₓSe₂ as a collaboration with Dr. Q. Li (Brookhaven Nat. Lab.). Temperature dependent measurements at the Fe sites show that the Fe-Se atomic correlation follows that of the Fe-As correlation in the superconductor LaFeAsO₀.₈ₐF₀.₁₁ - having the same effective Einstein temperature (stiffness). In K₀.₈Fe₁.₆₊ₓSe₂, the nearest neighbor Fe-Fe bonds has a lower Einstein temperature and higher structural disorder than in LaFeAsO₀.₈ₐF₀.₁₁. The moderate Fe site and high K site structural disorder is consistent with the high normal state resistivity seen in this class of materials. For higher shells, an enhancement of the second nearest neighbor Fe-Fe correlation is found just below Tc possibly due to changes in magnetic or local structural ordering. Thermoelectric [Ca₂-CoO₃][CoO₂]₀.₆₁ (referred to as Ca₂-CoO₂O₃)

The tools developed were also applied to the thermoelectric system Ca₂Co₄O₉. Temperature dependent electrical resistivity, crystal structure and heat capacity measurements reveal a resistivity drop and
metallic to insulating transition corresponding to first order structural phase transition near 400 K in Ca$_3$Co$_4$O$_9$. Reduced resistivity associated with this first order phase transition from metallic to insulating behavior enhances the thermoelectric properties at high temperatures and points to the metallic to insulating transition as a mechanism for improved $ZT$ in this high temperature thermoelectric oxide.

Resistivity and Seebeck coefficient measurements on Ca$_3$Co$_{4-x}$Fe$_x$O$_9$ ($x=0$, 0.05, 0.1, 0.2 and 0.25) reveal enhanced thermoelectric performance with an optimal $x$ value of 0.2. X-ray diffraction measurements show continuous Fe doping into the host lattice while X-Ray absorption experiments reveal that Fe substitutes for Co in the Ca$_3$CoO$_3$ (rock salt) block as Fe$^{3+}$ which results in electron doping and decreases the carrier concentration. The competition between carrier concentration and mobility induced by electron doping and structural change results in the lowest resistivity at $x=0.2$. Materials with improved $ZT$ in complex oxide systems.

**Future Plans for this Project**

We plan to complete our exploration of the dependence of magnetic ordering temperature on the structure of the hexagonal RMnO$_3$ system by examining the temperature dependent structure of the small ion systems such as hexagonal InMnO$_3$ ($T_N \sim 120$ K) and ScMnO$_3$ ($T_N \sim 130$ K, compared with YMnO$_3$ with $T_N \sim 70$ K) and their alloys in order to find ways to increase $T_N$ and the coupling between the magnetization and electric polarization. The effect of pressure (hydrostatic pressure) and strain (from film substrates) on the electric polarization of orthorhombic phase RMnO$_3$ (E-type magnetic order) is being evaluated to determine methods to enhance electric polarization. DFT simulations of the magnetic ordering as a function pressure will be conducted. A new system recently being discovered to have strong coupling of the magnetization and electric polarization HoAl$_3$(BO$_3$)$_4$ will be examined for the nature of the coupling via magnetic field dependent structural measurements, heat capacity and magnetization studies to elucidate the mechanism for the high low temperature electrical polarization at high field ($\sim 7$ T). To understand the longer range structure in this materials, total x-ray and Neutron scattering (diffuse + Bragg Scattering) on powder samples will be conducted between 4 K and 300 K to complement the XAFS studies already carried out. Modeling of the data will be used to determine the correct unit cells, space groups and local distortions as a function of temperature from the low temperature magnetic ordered phases. DFT based simulations of phonon DOS will be compared with inelastic neutron scattering measurements to look for low energy phonons and also identify the closely lying magnetic excitation (at the same energy).

**Publications under this Grant**

Program Title: Enhancement of Magnetoelectric Coupling in Nanoengineered Oxide Films and Heterostructures by Laser MBE

Principle Investigator: Xiaoxing Xi  
Address: Temple University, Barton Hall, 1900 N. 13th Street, Philadelphia, PA 19122  
Email: xiaoxing@temple.edu

Program Scope

The objective of this project is the enhancement of magnetoelectric coupling in nanoengineered oxide films and heterostructures that are predicted to show strong magnetoelectric coupling via control of oxygen octahedron rotations. The main focuses of the project are the (BaTiO3)n/(CaMnO3)n short-period superlattices, which have been predicted to exhibit interface-induced giant magnetoelectric coupling.

According to a first-principles calculation, BaTiO3, which is highly resistant to oxygen octahedral rotations and strongly ferroelectric, suppresses the MnO6 octahedral rotation in CaMnO3, leading to a ferroelectric ground state whose polarization depends strongly on the magnetic ordering. The enhancement of the magnetoelectric coupling is the strongest for the shortest superlattice period \( n = 1 \). This mechanism is different from the enhancement of magnetoelectric coupling by the strain and charge mediation at oxide interfaces, which has been studied extensively. It represents a new and novel paradigm in the search for strong multiferroic materials.

The (BaTiO3)n/(CaMnO3)n short-period superlattices will be grown by laser MBE from separate oxide targets. This approach is different from laser MBE practiced in most other labs, where compound targets are used to grow films (for example, growing SrTiO3 films from a SrTiO3 target). In our research, targets of BaO, TiO2, CaO, and MnO2 will be used and ablated alternately to deposit one atomic layer at a time. For example, the basic sequence of the atomic layer deposition for a (BaTiO3)1/(CaMnO3)1 superlattices will be BaO-TiO2-CaO-MnO2, which repeats itself. The atomic layer-by-layer mode of the laser MBE growth is superior to the conventional laser MBE in achieving stoichiometry control and more suitable for the synthesis of the short-period superlattices and layered perovskites.

Recent Progress

1. Atomic layer-by-layer growth of SrTiO3 by laser MBE from separate targets

A technical key element for this project is the atomic layer-by-layer growth of the nanoscale heterostructure by laser MBE from separate targets. This is a completely different approach of laser MBE from the common practices. It mimics the alternate monolayer growth in reactive MBE. For example, to grow SrTiO3 films, separate SrO and TiO2 targets are used. The targets are switched back and forth to be ablated by the pulsed laser beam alternately, thus depositing one atomic layer at a time. As in reactive MBE, the intensity oscillation of the RHEED diffraction streak is used to help achieve atomic level control. Figure 1 shows RHEED intensity oscillation taken from the 1st order (#2, #3) and 2nd order (#4, #5) diffraction spots.
during the growth of a SrTiO$_3$ film from SrO and TiO$_2$ targets. Each time the SrO target is ablated, the RHEED intensity increases. When the TiO$_2$ layer is being deposited, the RHEED intensity decreases.

Figure 2 shows x-ray diffraction $\theta$-2$\theta$ scans around the (200) peak of five Sr$_{1+x}$TiO$_3$ films of different compositions controlled by the different numbers of laser pulses on the SrO and TiO$_2$ targets, respectively. When the exact 1:1 Sr/Ti ratio is achieved, the film peak overlaps with that of the substrate. Off-stoichiometric films show lattice expansion and smaller film diffraction angles. However, UV Raman spectroscopy shows that strong first-order Raman peaks are observed even in the stoichiometric film (Sr/Ti ratio is 1:1), which indicates that there exists broken inversion symmetry in the films. The problem is most likely the atomic layer coverage. Even though the 1:1 stoichiometry is achieved, each atomic layer may not be 100% covered: more or less material than required by a complete atomic layer may be delivered to the substrate.

To achieve 100% coverage, we have pursued the active control of the number of laser pulses based on the close real time inspection of the RHEED intensity oscillation. We varied the number of laser pulses during growth of each layer to prevent beating of the RHEED intensity. Figure 3 shows the number of laser pulsed on each target for one atomic layer of SrO or TiO$_2$ as the film grew to more layers. For example, the number of laser pulses for each SrO layer was around 270 at the beginning, dropped to around 180, and drifted down to around 130. This may arise from the fluctuation of the laser energy or the nonuniformity of the targets, as issue to be addressed in the future research. Such active control has achieved much better quality films. Figure 4 shows XRD $\theta$-2$\theta$ scans for several stoichiometric SrTiO$_3$ films in comparison to the SrTiO$_3$ substrate diffraction peak. The sample GZ101 did not employ the active control of laser pulses, and its spectrum shows a shoulder around the substrate peak, indicating defects. The bottom three samples are grown with the active control of laser pulses. They show better quality, in particular sample 121016a, whose diffraction spectrum is indistinguishable from that of the substrate peak.

2. Atomic layer-by-layer growth of LaAlO$_3$ by laser MBE from separate targets
The atomic layer-by-layer growth by laser MBE from separate oxide targets is further used for LaAlO$_3$ films. La$_2$O$_3$ and Al$_2$O$_3$ targets are used and switched back and forth to be ablated by the pulsed laser beam alternately, thus depositing one atomic layer at a time. Figure 5 shows RHEED intensity oscillation taken during the growth. Each time the Al$_2$O$_3$ target is ablated, the RHEED intensity increases. When the LaO layer is being deposited, the RHEED intensity decreases. Figure 6 shows an XRD spectrum of a stoichiometric LaAlO$_3$ film grown by laser MBE from separate oxide targets and compared to that of the LaAlO$_3$ substrate. The film peak overlaps with that of the substrate, indicating stoichiometry in the film.

3. Stoichiometry of SrTiO$_3$ films grown by pulsed laser deposition

Pulsed laser deposition (PLD) is one of the most widely used growth techniques for oxide thin films to a large extent because of the ease of reproducing the target composition in films.

![Fig. 3](image1.png) Adjusted number of laser pulses on SrO and TiO$_2$ targets to achieve 100% atomic layer coverage.

![Fig. 4](image2.png) XRD spectra of stoichiometric SrTiO$_3$ films grown by laser MBE from separate oxide targets.

![Fig. 5](image3.png) RHEED intensity oscillation from the diffraction spots during the growth of LaAlO$_3$ from LaO and Al$_2$O$_3$ targets.

![Fig. 6](image4.png) XRD spectrum of stoichiometric LaAlO$_3$ film grown by laser MBE from separate oxide targets.
However, it has been shown that stoichiometric SrTiO$_3$ films can only be obtained under certain conditions. We have investigated the effects of laser energy density and oxygen pressure on the cation stoichiometry of homoepitaxial (001) SrTiO$_3$ thin film grown by pulsed laser deposition. Figure 7 shows the results for 25 samples in a contour map of the lattice expansion $\Delta c$ as functions of laser energy density and oxygen pressure. Further, using the published result of the relationship between the $c$-axis expansion and the Sr off-stoichiometry $x$, the $|x|$ values in Sr$_{1+x}$TiO$_3$ are also shown in the figure. From the figure, we find that all the films deposited at 10$^{-1}$ Torr have $|x| < |0.04$±$0.05|$, and all the films deposited with a laser energy density of 0.9 J/cm$^2$ have $|x| < |0.05$±$0.05|$. 

**Future Plan**

Continue the establishment of atomic layer-by-layer growth of oxide films by laser MBE from separate targets. Use prototypical materials such as SrTiO$_3$ and LaAlO$_3$ to firmly establish the growth methodology in terms of RHEED intensity oscillation-assisted active growth control.

Atomic layer-by-layer growth of BaTiO$_3$ and CaMnO$_3$ films by laser MBE from separate targets. The behaviors of the RHEED intensity oscillation, in particular for CaMnO$_3$, will be established.

Growth of (BaTiO$_3$)$_m$(CaMnO$_3$)$_n$ short-period superlattices by laser MBE from separate targets. Structural, electrical, and magnetic characterizations of the superlattice samples.

**Publications of DOE sponsored research (2011-2012)**


Session VII
SOLID-STATE SOLAR-THERMAL ENERGY CONVERSION CENTER (S$^3$TEC CENTER)

DOE Grant Number: DE-SC0001299/ DE-FG02-09ER46577


Boston College: D. Broido, C.P. Opeil, Z.F. Ren

Oak Ridge National Laboratory: O. Delaire, D.J. Singh

Rensselaer Polytechnic Institute: G. Ramanath, T. Borca-Tasciuc

Scope: The $S^3$TEC Center aims at advancing fundamental science and developing materials to harness heat from the sun and convert this heat into electricity via solid-state thermoelectric (Fig. 1a) and thermophotovoltaic (Fig.1b) technologies. Solar thermophotovoltaics (STPV) first uses solar radiation to raise the temperature of a terrestrial object, which then emits photons optimized to the bandgap of a photovoltaic cell to generate electricity. Solar thermoelectric energy conversion uses solar radiation to create a temperature difference across a solid-state material to generate electricity. These technologies have transformative potentials: solar thermophotovoltaics has a theoretical maximum efficiency of 85% with a single junction photovoltaic cell, while solar thermoelectrics could potentially reduce solar electricity generation cost. Thermoelectrics can also be used in combination with current solar technologies. Both thermoelectric and thermophotovoltaic technologies can be applied to terrestrial heat sources, for example, geothermal, waste heat from industrial processes, transportation and buildings. Thermoelectric devices can also be used for refrigeration and air-conditioning without producing any greenhouse gases.

The efficiency of solar thermoelectric generators (STEG) depends on spectrally selective surfaces with a high absorptance to the solar radiation and a low emittance in the infrared range. It also depends on the availability of thermoelectric materials with high figure of merit, which is linearly proportional to the electrical conductivity, the square of the Seebeck coefficient, and inversely proportional to the thermal conductivity. The $S^3$TEC center aims at advancing thermoelectric materials through detailed experimental and theoretical studies of electron and phonon transport in nanostructures and bulk materials. Optical pump-probe and neutron

![Image](https://example.com/image.png)

Figure 1 Solid-state solar-thermal energy conversion technologies to be pursued at the $S^3$TEC Center (a) low-cost solar thermoelectric generators (STEGs) built from high performance nanostructured thermoelectric materials, and (b) high efficiency solar thermophotovoltaics achieved via precision spectral control.
scattering will be used to understand phonon transport, together with quantum and classical simulations of phonon transport in bulk and nanostructured materials. Electron spectroscopy will be performed in both thermoelectric materials and at the electrical contact regions, together with transport modeling. Both thin films and bulk nanostructures will be investigated, aiming at eventual large scale applications. Proof-of-principle prototypes will be built to demonstrate the concepts and the potential of the solar thermoelectric generation. Neutron spectrometers and STEM at Oak Ridge National Laboratory will be used for phonon spectroscopy and high-resolution imaging of interfacial structures. Fundamental studies will be conducted to understand high temperature stability of nanostructured materials and electrodes to thermoelectric materials.

Spectral control is not only important for STEG, but also crucial for STPV. Ideal selective absorbers should absorb all solar radiation, but not lose heat via their own thermal emission. In a solar TPV, broadband solar insolation is first absorbed by a surface, which heats the absorber to 1000-2000 °C. On the other side of the absorber is an emitter, which reradiates photons that are optimized to match a photovoltaic cell. The maximum efficiency of such solar TPV converters is 85.4%, very close to that of multi-junction cells with an infinite number of stages (86.8%), but it can be achieved with a single junction cell. Selective surfaces for solar TPV are more challenging due to their higher operational temperature. Key questions for solar TPV are: (1) How can we push structure design to reach the theoretical limit for selective absorbers and emitters? (2) Will the structure be stable at operational temperature? (3) How can we achieve high performance selective surfaces at low cost? Finally, (4) how can we deliver high photon flux in a narrow spectral band? Our proposed research includes selective absorber and emitter design, fabrication, testing, high temperature stability studies for both thermoelectric materials and spectral control structures, and solar TPV prototyping. Other novel concepts taking advantages of the high-temperature photonic spectral control are also being exploited.

Recent Progress:

**Task 1: Thermoelectric Transport Simulation and Materials Design.** This task aims at understanding electron and phonon transport in thermoelectric materials and identifies promising materials and nanostructures. The theoretical and numerical works are closely coupled to experimental work in thermoelectric materials synthesis, optical and neutron spectroscopy, and transport measurements to provide closed loop feedback to the experimental effort. Key progress made includes: (1) using density functional theory (DFT) to guide the search of materials with promising thermoelectric figure-of-merit ZT; (2) developing first-principles based simulation approaches to compute phonon thermal conductivity and successfully applying it to thermoelectric materials, revealing details of the phonon scattering mechanisms; and (3) conceiving new concepts to improve electron performance such as modulation doping and electron cloaking, and experimentally demonstrating the modulation doping concept in 3D random nanostructures.

**Task 2: Spectroscopy.** The aim of this task is to probe the details of phonon and electron transport experimentally. There is an especially dire need for tools that better characterize phonons. Thermal conductivity measurements alone are not enough because the measured values are integral effects of contributions from many phonons. Experimental effort in this group is closely coupled to simulations in task 1 and to materials synthesis in task 3. Major achievements in this task are as follows. (1) Neutron spectroscopy in PbTe highlights the role of the proximity of PbTe to a ferroelectric lattice instability, which results in strongly anharmonic
Experimental data for phonon linewidths in PbTe have been used to compare with first-principles computations of phonon lifetimes performed and showed good agreement. Two optical techniques to determine contributions from phonons with different mean free path values to the total thermal conductivity have been developed, one based on pump-probe thermoreflectance technique and the other based on transient grating experiment. Our team has recently observed coherent phonon heat conduction contribution in superlattices, opening up a potential way to further engineer thermal conductivity.

**Task 3: Thermoelectric Materials Synthesis and Characterization.** Fundamental understandings on phonon and electron transports described in task 1 and task 2 provide guidance to engineer better thermoelectric materials. The thermoelectric materials synthesis and characterization efforts are geared towards developing materials synthesis methods and structural and property characterization tools to achieve anticipated enhancement in the thermoelectric figure of merit. Structure and property characterizations also provide feedback to theoretical and experimental efforts described in previous sections. Major achievements include (1) developing a microwave based wet-chemistry approach to synthesize nanoparticles and achieving high ZT values; (2) experimental demonstration of the modulation concept; (3) improving the ZT values of half-Heuslers to above one; (4) observation of resonant states in PbSe-based materials; and (5) fundamental understanding on materials stability and grain growth.

**Task 4: High Temperature Photonics and Solar Thermophotovoltaic.** For solar TPV, the key is to control the absorption and re-emission of light. Selective absorbers that maximize the absorption and minimize the emission of thermal energy are needed on the side facing the sun, for both STPV and STEGs, and selective emitters are needed to emit photons near the bandgap of photovoltaic cells. A challenge is to maintain the stability of nanostructures fabricated for photon control during their high temperature operation. Major achievements include (1) designing and fabricating photon control structures that are stable at high temperatures, (2) developing the angular photonic crystal concept for emission control.

**Task 5: Prototyping of Proof-of-Principle Devices.** Device prototyping is important to S3TEC for several reasons. First, material properties will ultimately be validated through device performance. Second, thermoelectrics and TPV energy conversion are not proven technologies. Proof-of-principle demonstrations are therefore crucial to establish their viability for future solar energy conversion systems. In addition, fundamental challenges exist in engineering electrodes for thermoelectric devices since the interfaces are subject to high thermomechanical stresses and device performance demands low electrical and thermal contact resistance with strong interfacial bonding. Major achievements include (1) demonstration of a prototype solar thermoelectric generator with 4.6% efficiency at AM1.5 illumination condition without any optical concentration, and (2) modeling and developing a STPV prototype device testing platform.

**Journal Publications (over 110 publications from 2011-2012, only cited ones are listed)**


The "Light-Material Interactions in Energy Conversion" Energy Frontier Research Center (LMI-EFRC) is a national resource for fundamental optical principles and phenomena relevant to solar energy conversion, and for design of the optical properties of materials and devices used for energy conversion. The LMI-EFRC features a team that spans the campuses of Caltech, Berkeley, Illinois, and Harvard, and creates a foundational partnership between scientific leaders in optical properties of matter with experts in solar energy conversion and innovators in the design and fabrication of novel electronic and photonic materials.

To improve energy conversion efficiency with photonic design and materials requires the simultaneous development of theoretical methods (new photonic principles, mathematical methods, electromagnetic designs and computational approaches) and experimental methods (synthetic methods for nano- and micro-scale fabrication of materials with controlled refractive index profiles and complex two- and three-dimensional architectures). The confluence of these new photonic methods, the performance requirements for solar energy conversion and scientific opportunity has framed the challenges that define the research groups in the LMI-EFRC:

i) **Full Spectrum Conversion:** The most substantial near-term opportunity for increase in solar energy conversion efficiency is via exploitation of the full solar spectrum. Researchers are investigating designs and materials that utilize the entire solar spectrum, including phenomena such as up-conversion, down-conversion, down-shifting, and spectrum splitting.

ii) **Spontaneous Emission and Absorption Enhancement:** Solar cells suffer substantial efficiency losses due to incomplete light trapping. While the principles of light trapping in the ray optical regime are well-established, wave optical light trapping principles are largely undeveloped and are the focus of current intensive worldwide effort. Initial work from RG-2 has identified new optical designs for light trapping beyond the ray optical light trapping limit, using both scattering structures and also by exploiting internal photon recycling via spontaneous emission.

iii) **Transformation Optics for Photovoltaics:** Transformation optics is a recent approach to control electromagnetic power flow in materials in which the complex dielectric function is spatially inhomogeneous in an optical medium. This paradigm has already led to cloaking of two dimensional scattering objects and transformation optical designs suggest the possibility to create a ‘black hole’ perfect broadband light absorber using materials with spatially inhomogeneous refractive index profiles.

iv) **Complex Architecture and Self-Architected Absorbers:** New synthetic methods have enabled complex three-dimensional solar absorber architectures that were previously not possible to make. As an example, arrays of high aspect ratio semiconductor structures such as photonic crystals and Si microwire arrays give rise to unusual optical properties not found in conventional bulk or thin film solar absorbers. Perhaps the ultimate method to control light absorption in materials is to utilize light absorption itself to regulate material growth, another area of current LMI-EFRC focused research.
Session VIII
Atomic and Mesoscopic Study of Metallic Glasses

T. Egami (egami@utk.edu)
Joint Institute for Neutron Sciences, University of Tennessee, Knoxville, TN 37996
Oak Ridge National Laboratory, Oak Ridge, TN 37831

Program Scope

The goal of this project is to gain a fundamental understanding of the science of metallic liquids and glasses and provide guides to the experimental development of new bulk metallic glasses (BMG) with superior properties. The recent development of BMG has greatly improved the potential for application of metallic glasses as a structural material. However, the basic science of metallic glasses at the atomistic level remains poorly developed. In this program we will advance a fundamental understanding of structural and dynamic properties in metallic liquids and glasses through combination of tightly-coupled simulation, theory and experiment. The computational effort includes molecular dynamics simulations and the first-principles calculation of atomic level stresses. Experimental studies include neutron scattering using the superior power of the Spallation Neutron Source, synchrotron x-ray scattering and nanoscale mechanical testing. The ultimate goal is to develop a general atomistic understanding of deformation, dynamics and the glass transition in metallic glasses. This project makes full use of excellent scientific and technical expertise of the co-PI's and the PI, and outstanding facilities at ORNL and other DOE laboratories.

Recent Progress

1. Atomic Mechanism of Flow in Liquid

Earlier we found that the mechanical failure of metallic glasses is a consequence of shear-induced glass transition [P1]. Even well below the glass transition temperature applied shear stress melts a glass into a liquid if it is strong enough. We proceeded to determine the atomic mechanism of flow under shear. We found that if the flow direction is $x$ and the velocity increases along $z$, an atomic bond near the $[10\overline{1}]$ direction (A-B) gets cut, and soon after a new bond (C-D) is formed along $[101]$ (inset of Fig. 1). The time between cutting the bond and forming the bond is of the order of $1/\nu_D$ ($\nu_D$ is Debye frequency) as shown in Fig. 1 [P3], so the two actions can be regarded as one action of bond exchange. This bond-exchange was observed also for anelastic creep deformation by x-ray diffraction [1], suggesting it may be the universal atomistic mechanism of deformation in metallic glasses.

![Fig. 1 Hystogram of the time delay between the bonds cut (A-B) and formed (C-D), in the unit of $\tau_0 = 0.7 \times 10^{13}$ sec. The inset shows the bond-exchange mechanism [P3].](image-url)
2. Non-local Nature of Viscosity

Viscosity $\eta$ can be expressed in terms of the auto-correlation function of the shear stress, $\sigma_{xy}(t)$, by the Green-Kubo equation,

$$\eta = \frac{kT}{V} \int \langle \sigma_{xy}(0) \sigma_{xy}(t) \rangle dt$$

We re-expressed the stress in terms of the atomic-level shear stress, $\sigma_{i}^{xy}$ [2, P11] as,

$$\sigma_{xy} = \sum_{i} \frac{\Omega_{i}}{V} \sigma_{i}^{xy}$$

where $\Omega_{i}$ is the atomic volume of the $i$-th atom. Fig. 2 shows the spatial and temporal correlation function of atomic-level shear stresses [P3]. The stresses are correlated over surprisingly large space and time, showing the non-local nature of the viscosity. In Fig. 2 diagonal streaks are due to shear waves, and horizontal lines reflect the atomic pair-distribution function (PDF).

3. Elementary Excitation and Origin of Viscosity in High Temperature Liquid

It has long been assumed that the atomic motion in high temperature liquid was totally random and atoms diffuse almost freely [3]. However, viscosity shows thermally activated Arrhenian behavior above the crossover temperature, $T_A$ [4]. By examining the viscosity of various alloy liquids by MD simulation we found that the Maxwell relaxation time, $\tau_M$, is equal to the time-scale for local configurational excitation (LCE), an action for an atom to lose or gain ONE nearest neighbor, $\tau_{LC}$ [P5], at temperatures above $T_A$, as shown in Fig. 3 [5]. Thus LCE determines viscosity, and they are the elementary excitation in liquids. Here not only the composition was varied but the potentials and methods are different (a pairwise soft potential for Fe, Lennard-Jones potential for KA, EMA for Zr-Cu and Zr-Cu-Al, and ab-initio MD for Zr-Cu), suggesting that this result is universal. We also determined the origin of the crossover phenomenon in terms of localization of the transverse sound wave. Above $T_A$ $\tau_{LC}$ is shorter than the time for the transverse phonon with the velocity $c_T$ to travel one atomic distance $a$, $c_T a$, so LCE’s cannot communicate to each other. But below $T_A$ they can interact with each other, and the rapid increase in viscosity below $T_A$ could be described in terms of the interactions among LCE’s. $\tau_{LC}$ is not the same for each atom, and is dependent on the local coordination number, $N_C$. From this dependence we determined the local energy landscape as a function of $N_C$ [5].
Other achievements include the experimental determination of the structure of a metallic glass under elastic stress by x-ray anisotropic PDF method [P2] which confirmed the prediction of local anelasticity [6], the nano-indentation study to identify the critical role of surface defects in initiating the shear bands and thus determining the strength of metallic glasses [P10], the first \textit{ab initio} calculation of the atomic-level stresses using the density functional theory [P14], and the extension of the STZ theory to explain the viscous behavior of liquid [P19].

\textbf{Future Plans}

We have recently built an electro-static liquid levitator for neutron scattering in collaboration with K. Kelton of Washington University. We plan to carry out a study of the structure and dynamics of metallic liquid without contact with a container, thus enabling deep supercooling, using this method. We will use this system with NOMAD (SNS) to study the structure, and with ARCS (SNS) to study the dynamics. The levitator will give us clean scattering data with less background, which will be helpful in obtaining the dynamic PDF with less noise. We hope to confirm the LCE in the liquid described above using this levitator using the dynamic PDF method. Theoretical and simulation study will focus on the supercooled liquid at $T < T_A$, and attempt to elucidate the rapid increase in viscosity toward the glass transition in terms of the interaction among LCE’s, in an effort to resolve the long-standing theoretical challenge, the question of why a liquid becomes a glass.

\textbf{References}

5. T. Iwashita and T. Egami, “Elementary excitation and crossover phenomena in liquids”, \textit{unpublished}.
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Program Title: Domain Microstructures and Mechanisms for Large, Reversible and Anhysteretic Strain Behaviors in Phase Transforming Ferroelectric Materials

Principal Investigator: Yu U. Wang

Mailing Address: Michigan Technological University, Materials Science & Engineering Department, 405 M&M Building, 1400 Townsend Drive, Houghton, MI 49931

E-mail: wangyu@mtu.edu

Program Scope

This project performs theoretical and computational studies of fundamental principles and mechanisms and their synergistic operations for achieving advanced strain behaviors in phase transforming ferroelectric materials. The research aims to advance the fundamental understanding of field-induced strain behaviors to achieve desired combination of advanced attributes of large, reversible and anhysteretic strains (these strain attributes usually compromise each other, leading to trade-offs that limit material’s applicability). The objectives are to: (i) develop phase field approach-based computational tools and perform simulation studies of domain microstructures and mechanisms for achieving advanced strain behaviors; (ii) develop nanodomain diffraction analysis technique, identify domain microstructures and mechanisms from diffraction experiments, and correlate computations and experiments; (iii) investigate domain microstructure engineering to exploit the full potential of phase transforming ferroelectric materials; and (iv) advance state-of-the-art understanding of strain behaviors of ferroelectric materials, and shed light on other phase transforming materials such as magnetostrictive materials, conventional and magnetic shape memory alloys.

Recent Progress

Our recent studies focus on understanding the microstructure and property relations in ferroelectric polycrystals and develop nanodomain diffraction analysis. The effects of crystallographic texture and grain shape on polycrystal properties are studied. It is found that grain shape plays a minor effect, crystallographic texturing significantly improves the polycrystal properties, and the critical degree of texturing is determined to achieve single crystal-like behaviors. Templated grain growth and texture development in ferroelectric polycrystals are simulated to investigate the effects of template seed volume fraction and sizes on final grain structures and textures. It is found that reducing template size and shortening seed distance is critical to achieve higher texture at lower template volume fraction. Two-phase ferroelectric composites consisting of template seeds and textured matrix grains are modeled to study the competing effects of grain texture and interfacial clamping. It is found that while a higher template volume fraction increases grain texturing, it also tends to erode away the advantage of textured polycrystals due to inferior properties of the template seeds, thus achieving higher texture at lower template volume fraction is critical for property improvement. Diffraction analysis of nanodomain microstructures is developed, which is integrated into phase field modeling to calculate diffraction patterns of simulated microstructures. Three-dimensional diffuse scattering technique is developed to characterize phonon domains in high-static-symmetry phase prior to phase transformations.

(1) Effect of Crystallographic Texture and Grain Shape on Polycrystal Properties

We performed computer simulations to study the effects of crystallographic texture and grain shape on dielectric and piezoelectric properties of polycrystals. As shown in Figure 1, it is found that, while grain shape plays a minor effect, crystallographic texturing significantly improves the polycrystal
properties, and a critical degree of texturing, i.e., about 15° in [001] uniaxial texture, is required to achieve dielectric and piezoelectric properties in polycrystals approaching that of single crystals.

![Diagram](image1.png)

**Figure 1.** Simulation study of the effects of crystallographic texture and grain shape anisotropy on dielectric and piezoelectric properties of polycrystals.

![Diagram](image2.png)

**Figure 2.** Simulation study of templated grain growth, texture development, and effects of template seed volume fraction and template dimensions on the structures and properties of matrix-template two-phase polycrystal composites.

(2) Ferroelectric Composites Textured by Templated Grain Growth

Templated grain growth process for texture development in ferroelectric polycrystals is studied by computer simulation to find ways and understand the mechanisms to achieve higher uniaxial texture with lower template volume fraction, which is desired for improved piezoelectric properties. Diffraction peak intensities of the simulated polycrystals are computed during grain structure evolution to provide a direct
link to experiments. Texture development is characterized by the evolution of Lotgering factor. The effects of template seed volume fraction and template dimensions on the final grain structure and texture are investigated. As shown in Figure 2, it is found that, while the degree of crystallographic texture increases with increasing template volume fraction, the average template seed distance also plays an important role, and reducing the template size and shortening the seed distance is an effective way to achieve higher texture at lower template volume fraction.

To study the competing effects of grain texture and interfacial clamping in templated grain grown polycrystals, two-phase ferroelectric composites consisting of template seeds and textured matrix grains are modeled. As shown in Figure 2, it is found that, while a higher template volume fraction increases grain texturing, it also tends to erode away the advantage of crystallographic texturing due to inferior properties of the template seeds, thus achieving higher texture at lower template volume fraction is critical for property improvement.

(3) Diffraction Analysis of Heterogeneous Nanodomains

![Figure 3. Diffuse scattering of softened phonons and first principles density functional perturbation theory calculation of phonon dispersion under stress.](image)

To characterize nanodomain microstructures and identify domain mechanisms, diffraction analysis is developed, which is not only integrated into phase field modeling of microstructure evolutions but also combined with synchrotron diffraction experiments. Taking untransformed crystal lattice as a reference state, a nanodomain microstructure is characterized by a displacement field $u(r)$, which in diffraction produces the scattering intensity distribution as a sum of coherent and diffuse intensities:

$$I(k) = I_{coh}(k) + I_{diff}(k)$$

where

$$I_{coh}(k) = \frac{N}{V} \left\{ \sum_G |\tilde{n}_0(G)|^2 \left[1 - \langle G \otimes G \rangle \cdot \langle u \otimes u \rangle_k \right] \delta(k-G) \right\}$$

and

$$I_{diff}(k) = \frac{1}{V^2} \left\{ |\tilde{n}_0(k)|^2 \langle k \otimes k \rangle \cdot \tilde{u}(k) \otimes \tilde{u}(-k) \right\}.$$

In particular, the diffuse scattering intensity distribution around a fundamental reflection point $G$ (i.e., a Bragg peak) can be rewritten as

$$I_{diff}(G + \rho) = \frac{1}{V^2} |\tilde{n}_0(G + \rho)|^2 \left[ \langle (G + \rho) \otimes (G + \rho) \rangle \cdot \tilde{u}(\rho) \otimes \tilde{u}(-\rho) \right],$$

where $\rho = k - G$. This analytical result can be extended to dynamic atomic displacements and explains the experimentally observed three-
dimensional diffuse scattering of softened phonons: as shown in Figure 3, each diffuse scattering rod corresponds to one branch of softened transverse acoustic TA\(_2\) phonons with \((1\bar{1}0)\) wavevectors and \((1\bar{1}0)\) polarizations, where systematic extinction of diffuse rods arises from \(G\cdot\mathbf{u}\). The temperature and stress dependences of phonon diffuse scattering reveal existence of nanoscale phonon domains in high-static-symmetry phase prior to phase transformations. First principles density functional perturbation theory calculations of phonon dispersion are carried out, which agree with the experimental observation and theoretical interpretation.

**Future Plans**

We will perform further computational study of the diffraction effects of various simulated nanodomain microstructures. The above diffraction intensity formula can be integrated into the phase field modeling to calculate the scattering intensity distributions and diffraction patterns. Figure 4 illustrates some representative nanodomain microstructures as simulated by phase field modeling, which consist of multiple domains and/or multiple phases. Due to coherent scattering and interference effects important for nanoscale domain microstructures, the diffraction patterns are difficult to predict, and computational approach is highly desired, which is able to explicitly treat the domain microstructures. The computational diffraction study not only augments the domain microstructure simulations but also, more importantly, correlates modeling and simulation to experiments and help investigate new domain-level mechanisms. Such domain-level computational diffraction has not been implemented in existing works thus represents an advancement in computational materials science.

![Figure 4](image)

**Figure 4.** Representative nanodomain microstructures as simulated by phase field modeling, whose scattering intensity distributions will be calculated to study the diffraction effects.

**References**


Title: Mesoscale Interfacial Dynamics in Magnetoelectric Nanocomposites
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Mailing Address: 201 Holden Hall, Dept. Materials Science and Engineering, Virginia Tech, Blacksburg, VA 24061.
Email: viehland@mse.vt.edu; spriya@vt.edu; khach@jove.rutgers.edu

Problem Scope: Multiferroic materials have a coexistence of at least two ferroic orders (ferroelectric, ferromagnetic, or ferroelastic). In multiferroic materials, the coupling interaction between the different order parameters can produce new phenomena, such as the magnetoelectric (ME) effect. The ME response is the appearance of an electric polarization $P$ upon applying a magnetic field $H$, and/or the appearance of a magnetization $M$ upon applying an electric field $E$. Magnetoelectricity has been observed as an intrinsic effect in some natural materials at low temperature; however, such single phase materials suffer from extremely weak ME exchange. Better alternatives are two-phase composites consisting of magnetostrictive and piezoelectric phases, which have been shown to have large ME coefficients. Said composites exploit a unique product ME tensor property that depends upon the individual strictions of the piezoelectric and magnetostrictive phases, the elastic stiffness and integrity of the interphase interfaces, the phase distribution and the dimensionality of its connectivity, and any elastic constraint; amongst other things. The specific objectives of this program are as following (i) development of new self-assembled morphologies and anisotropies in two phase ME epitaxial layers; (ii) determine microstructure of the interfaces between magnetic and piezoelectric phases, using electron microscopies; (iii) find the correlation between local and bulk magnetoelectric responses, the interfacial microstructure for fine scale composites of various phase connectivities, and (iv) develop a 3D Phase Field model of spontaneously self-organizing nano-scale microstructures.

Recent progress:

(i) Engineered Magnetic Shape Anisotropy in BiFeO$_3$-CoFe$_2$O$_4$ Self-Assembled Thin Films: We have deposited BFO-CFO self-assembled thin films on three differently oriented STO substrates with different phase architectures. An example of our results are shown in Figure 1 for layers grown on (001) STO. CFO forms rectangular nanopillars on (001) STO with a lateral size of around 100 nm, where the aspect ratio can be manipulated by the height of the nanopillars. An easy axis rotation from in-plane to out-of-plane direction was shown as the film thickness was increased from 300 nm to 500 nm. Complete magnetization switching in each CFO nanopillar was observed in the MFM images. In addition, nanostriped CFO was also deposited on (110) STO substrates with an in-plane aspect ratio of R=5:1. An easy axis was found in the length direction with strong magnetic shape anisotropy. An intractable in-plane easy axis indicated a strong demagnetization field induced by a large magnetization gradient in each triangular pillar along the in-plane direction. These results illustrate an important relationship between magnetic properties with specific shapes and aspect ratios for BFO-CFO self-assembled heterostructures. Development of ferromagnetic artificial patterns of nanometer size with controllable magnetic anisotropy may offer application in high-density perpendicular storage.

(ii) Engineered microstructures and grain morphologies in oriented BTO films for ME composites: We have made significant progress towards the understanding of the self-assembled microstructures and morphology evolution of the (111) orientated BaTiO$_3$ films grown by pulsed laser deposition on platinized silicon substrate. This understanding is important for the integration of multiferroic system with silicon. Based on the
detailed scanning probe microscopy and high resolution transmission electron microscopy investigations (Fig. 2), a model was developed to explain the growth process and the surface morphology transformation from pyramid to hexagram. At the beginning of the growth process, (111)-faceted BTO nuclei were favorably formed on the (111) Pt surface to minimize the interfacial energy. The strain caused by the lattice mismatch between the BTO and Pt can be accommodated by the elastic deformation as the film is thinner than the critical thickness. During the initial stages, epitaxial growth occurs where grain growth was mainly along the thickness direction because the lateral growth was restricted by the competing neighboring grains and the substrate itself. Subsequently, the film assumes a columnar structure while maintaining the pyramid shape surface morphology given by (111) orientation. As the thickness of the film increased, the influence of the substrate will decrease and a competitive grain growth between different orientations occurs. According to the Drift’s “evolutionary selection theory”, the fast growing grains keep growing, while the slow growing grains do not grow continuously. Thus, the grains above the plane growing along the equivalent directions of <111> orientation possess higher growth rate, but the growth velocity is higher along the normal-to-plane direction due to the less competition from the neighboring grains. There are 8 possible <111> growth directions: 2 normal-to-plane, 3 above the plane and 3 below the plane along the diagonal axis. Once the film thickness increases beyond the critical dimensions, the grain structure with high aspect ratio attempts to achieve equiaxed configuration which has higher thermodynamically stability. This results in coarsened columnar structure where surface morphology changes from pyramid to hexagrams. If further grain growth occurred, then the final shape would be (111)-faceted single crystal rod. HRTEM investigations were able to identify the role of the twin lamellae’s in controlling the nucleation and growth of oriented structure.

Figure 2. TEM characterization of BTO thin film synthesized by pulse laser deposition at 800°C on platinized silicon substrate (a) Bright field image of the BTO thick film; (b) HRTEM image of BTO film in Region A, the image corresponding to the region marked as ‘A’ in (a); (c) An HRTEM image corresponding to the region marked as ‘B’ in (a); (d) The lattice fringe of the BTO and Pt interface, which corresponding to the region marked as ‘C’ in (a); (e) HRTEM image depicting magnified view of lamella twins, inset is showing FFT pattern corresponding to twin lamella regions; (f) Simulated twin lamella structure.

(iii) Domain rotation induced strain effect on the magnetic and magnetoelectric response in CoFe$_2$O$_4$/Pb(Mg,Nb)O$_3$-PbTiO$_3$ heterostructures: We have observed good control of both magnetic and electric properties with electric and magnetic fields, respectively, for epitaxial CoFe$_2$O$_4$ (CFO) films on Pb(Mg,Nb)O$_3$-PbTiO$_3$ (PMN-PT). X-ray reciprocal space mapping (see Fig.3) revealed a transformation between $a$- and $c$-domains in the PMN-PT under electric field (E). Magnetic hysteresis loop (Fig.4a-4b) and magnetic force microscopy (MFM) measurements showed a considerable change in the magnetic properties in specific
areas of CFO layers poled by MFM probe tips. Furthermore, a pulsed electric field applied to the substrate was found to switch the magnetization of CFO between high and low values (Fig.4c), depending on the polarity of E.

**(iv) Giant piezoelectric responses in soft matrix with hard inclusions:** A giant strain response of the ferroelectrics near MPB of the ferroelectric solid solution is considered. The effect is associated with low polar anisotropy against a coherent rotation of the polarization. The abnormally low polar anisotropy near MPB follows from both general thermodynamic arguments and first principle calculations. However, an easiness of rotation of polarization of the matrix near MPB results in a reduction of the blocking force. To prevent this detrimental effect, we investigated a possibility of the use of the same concept as in the development of Spring Ferromagnetics. This is the use of a composite material consisting of "soft" ferroelectric matrix with the low dipolar anisotropy and inclusions of a "hard" ferroelectric material with high dipolar anisotropy. In this situation, the polar inclusions generate built-in fixed electric and stress fields caused by the crystal lattice misfit. They align the polarization of soft matrix along this local field, which results in the large macroscopic shape change (extrinsic piezoelectric strain). If the precipitates are randomly oriented and initial state is not poled, the resultant polarization of non-poled state vanishes. Poling aligns the polarization of the inclusions along the poling direction if the poling field is sufficiently strong. This, in turns, aligns the inclusion-induced polarization of the matrix along the same direction producing the net dipole moment.

Application of the external electric field rotates the polarization of the soft matrix from their local energy-minimizing orientations. This rotation induces an abnormally large strain, which is large because it is of the order of crystal lattice misfit between the tetragonal and rhombohedral phases, i.e. it is of the order of percents. Therefore, in this case, the application of the external field generates a large strain response, which is a piezoelectric effect. However, the most important circumstances are that this electric field-induced strain is recoverable and blocking force is increased: a removal of the external field should results in a
recovery of the initial energy-minimizing state (and strain) by the reverse rotation of local polarization of the matrix. The driving force of the recovery is not a weak intrinsic polar anisotropy of the matrix but a strong coupling of the matrix/inclusion polarizations provided by the strain and dipolar interaction of the inclusions and matrix. A hysteresis of such a system upon application of the cycling electric field should be small as long as the applied electric field is not sufficient to switch the polarization of the hard ferroelectric inclusions. However, the hysteresis should be high if the electric field is sufficiently high to switch polarization of hard ferroelectric inclusion, which will be followed by the corresponding rotation of the polarization of the matrix coupled with the polarization of the matrix by the high electrostatic and stress-induced interactions. The coercive electric field significantly increases because a very reason for coercivity in this case is not the intrinsic polar anisotropy, which is small for the matrix, but the strong electrostatic and stress-induced interaction of polarization of the matrix with the built-in static polarization of the inclusions. To investigate this effect, we carried out the computer modeling assuming, for certainty, that the soft ferroelectric matrix is a generic PZT system near the morphotropic boundary and hard particles are described by the free energy with high polar anisotropy. Experimental validation is being conducted by synthesizing PZT-based ceramics with controlled microstructure and using scanning probe microscopy to measure the changes in local polarization and piezoelectric response. These changes are being compared with the matrix without any inclusions to quantify stress-induced interactions.

**Future Plans:** We will try to develop smoother and flatter atomic surfaces on substrates that have been terminated for the deposition of two phase thin layers with nanostructures. Such finely tuned substrates could have significant implications in controlling the size, shape and phase distribution of vertically integrated ME nanocomposites and ME nano-chessboard structures. With highly ordered nano-structure aligned in out-of-plane direction, the elastic coupling between two phases are expected much stronger than any other two phase ME composites in use. We will continue to conduct experiments on self-assembled multiferroic structures on silicon and novel microstructures consisting of hard inclusions. These manuscripts are under preparation.

**References:** list of papers (already published, in press, submitted) in which DOE support is acknowledged.

Program Scope

The ability to design and control the microstructure of materials promises revolutionary advances in new materials development. In addition to the processing technology for precise control of materials microstructure at the nanometer to micron scales, the most formidable challenge in developing this ability is to predict the material properties from its chemical composition and multiscale microstructural features. No simulation tool currently exists for such prediction. This project aims to meet this challenge by (a) establishing a concurrently coupled atomistic-continuum methodology that can be used to understand and design materials with microstructural complexity, and (b) demonstrating the methodology through predicting the mechanical and thermal transport properties of thermoelectric materials. In pursuit of this goal, we have planned the following research tasks:

(1) Reformulate the classical statistical mechanical theory of transport processes to unify atomistic and continuum descriptions of balance laws.

(2) Recast the governing equations to facilitate coarse-scale finite element simulation of discontinuous material behavior

(3) Establish a concurrent atomistic-continuum (CAC) simulation tool to simultaneously study microstructural, mechanical, and phonon transport properties of materials

(4) Test the formulation and simulation tool through comparison of CAC simulations with fully atomistic simulations

(5) Validate through comparing simulation results of existing thermoelectric materials (Bi$_2$Te$_3$, nanostructured BiSbTe alloy, and nanostructured SiGe alloy) with experimental measurements

(6) Predict the lowest possible phonon thermal conductivity in SrTiO$_3$ ceramics

Recent Progress

(1) Fundamental to the development of a concurrent atomistic-continuum methodology is a unified formulation of atomistic and continuum representation of balance laws. We have generalized Kirkwood’s statistical mechanical theory of transport processes to have a two-level structural description of general crystalline materials. The new formulation describes the structure of a crystalline material in terms of a continuously-distributed lattice cells, but with a group of discrete atoms situated in each lattice cell at sub-
structural level, in exactly the same way with the Solid State Physics approach in describing the structure of all crystals; correspondingly, the atomic deformation is expressed as the sum of the lattice deformation and the subscale internal deformation relative to the lattice, which is consistent with lattice dynamics description of the dynamics of atoms in crystals. This concurrent two-level material description then leads to (1) a new formalism by which fluxes (stress and heat flux) consist of components representing the distortions of lattice cells and the rearrangement of atoms within the cells, and (2) a new mathematical representation of balance laws that can be used to solve for both the motion of the continuously-distributed lattice cells and the internal motion of atoms within each lattice cell. Under elastic distortion, the new balance equations can fully reproduce the phonon dispersion relations. The information of the arrangements of atoms as well as the interaction of atoms in the crystal is thus all built in the new formulation. As a result, this new formulation enables us to model a general crystalline material as a continuous collection of lattice cells, but embedded within each material point is a group of discrete atoms. These coupled continuum-atomistic features make this formulation distinct from all existing coarse-grained atomistic or multiscale formulations.

(2) The continuum representation of conservation equations involves spatial derivatives. The presence of these spatial derivatives requires continuity of the material. Therefore, defects within a material have to be treated as surface boundaries of the material. This means that the obstacle in continuum modeling of defects lies in the mathematical framework. To overcome this obstacle, we have been working to seek a different mathematical representation of the conservation equations, including the balance equations of linear momentum and the conservation equations of energy. The balance equations of linear momentum have been rewritten in terms of internal force density and kinetic temperature, this the allow simulations of defects, including dislocations and cracks to emerge as a consequence of the governing equations. We are still working on the energy equations.

(3) The numerical implementation of our new formulation leads to the concurrent atomistic-continuum (CAC) models in which non-uniform FE meshes can be employed for a concurrent multi-resolution simulation and coarse-grained (CG) atomistic simulation when uniform coarse FE meshes are used. We use standard Gauss integration along with linear interpolation within each element to reduce the computational cost. We have developed a preliminary version of the CAC simulation tool. We have simulated the mechanical behavior of Cu, Al, Si, and SrTiO3, and have compared the accuracy and efficiency with respect to MD simulations in simulation of the dynamics of defects. The CAC simulations have shown to allow dislocation loops to grow from several nanometers to 45 nm~75 nm in radius, significantly larger than that have been modeled using existing MD simulations (Fig.1), and comparable with that observed in experiments. We have also started to model phonon thermal transport and the phonon-dislocation interactions in crystalline materials.
Fig. 1. Dislocation loops and stacking fault structures in (a) Cu, (b) Al, (c) Si and (d) strain sequences of snapshots of mesh deformation and shear stress distributions in Cu under tension from CG simulations.

Fig. 2. Strain sequences of snapshots of loop interactions in (a) Al and (b) Cu from CG simulations.
Future Plans

A key objective of this research project is to reformulate the energy equation from atomistics to allow heat to pass from atomistic to continuum region. This will enable measurement of thermal conductivity in materials with dislocations, grain boundaries and phase boundaries through concurrent atomistic-continuum simulations. We are currently working on one method based on phonon dynamics and another formulation based on the thermostating formalism.

The ability to represent higher frequency lattice vibrations is typically compromised via coarse-graining, which influences anharmonic effects and temperature, because the usual linear-shape function in the traditional FE method will cut off waves whose wavelengths are smaller than the element size. We will formulate a new shape function to overcome this problem. Our strategy is to add the displacements that having been cut off by the size of a linear finite element back to the displacement interpolated via standard finite element method interpolation.

Like the length scale problem, the time scale problem is also a significant challenge to multiscale methods. Multiple time-scale algorithms developed for atomistic simulations may be utilized in the numerical implementation of CAC. One particularly algorithm that fits well with CAC is the “reversible reference system propagator algorithm”. We plan to adapt the reversible reference system propagator algorithm according to the different time scales and the dynamic characteristics of the CAC models. We expect the multiscale computation will be partitioned into several portions with different time steps assigned.

Finally, we will perform CAC simulations of thermoelectric materials Bi2Te3, nanostructured SiGe alloy, and ceramics SrTiO3, and then compare the simulation results with existing experimental measurements. We will predict the lowest possible phonon thermal conductivity in SrTiO3 ceramics through simulations of SrTiO3 ceramics with different nano/microstructures.

References to publications of DOE sponsored research (07/2011-02/2013)
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Program Scope

IV-VI quantum dot (QD) solids are a novel class of granular electronic materials with great technological potential (e.g., in photodetectors, field-effect transistors (FETs), and solar cells), but their oxidative and thermal instability present a barrier to practical applications. Poor stability is a fundamental issue facing many nanoscale materials. Basic studies are needed to elucidate the most important mechanisms of degradation and develop robust countermeasures if QD materials are to become technologically important.

This project aims to determine the degradation mechanisms of IV-VI QD solids (primarily PbSe and PbS) and to introduce new chemical strategies to drastically improve their operating lifetimes and overall performance. The approach is based on (1) detailed testing of QD thin film materials (principally FETs and solar cells) as a function of oxidative and thermal stress, and (2) using organic and inorganic approaches to (i) link the QDs into strongly electronically coupled, high-mobility films, (ii) prevent their oxidation and (iii) eliminate internal degrees of freedom that lead to film degradation.

Stability against oxidation and thermal degradation is the major focus of this project. We are evaluating the stability of QD thin films and interfaces at temperatures less than 100°C (the regime most relevant to applications). Low-temperature, long-term oxidation and sintering of QD films are investigated using current-voltage, capacitance-voltage, SKPM, Fourier transform infrared spectroscopy (FTIR), and X-ray photoelectron spectroscopy (XPS) techniques. Scanning Kelvin probe microscopy (SKPM) is being used to map the potential profiles of operating QD FETs and solar cells as a function of air exposure, illumination and temperature, which will provide detailed information on how the work functions, potential drops and charge concentrations within these materials change with oxidation and other factors. We are pursuing two strategies to fabricate QD films with stable electrical characteristics: (1) the use of robust molecular surface ligands, and (2) “matrix engineering,” the creation of inorganic matrices by low-temperature atomic layer deposition (ALD) that function to passivate surface states, prevent oxidation, lock the QDs into position, inhibit diffusion, and tune the height and width of the inter-QD potential barriers that govern charge transport.

Poor stability is a common feature of nanoscale electronic materials, yet stability is all too rarely the focus of basic research. Fundamental studies are therefore needed to elucidate the most important mechanisms of degradation and develop simple yet effective countermeasures. By revealing both how QD solids degrade in response to environmental stresses (oxidative, photothermal, and electric) and how to prevent this degradation, the project is greatly improving our ability to develop practical QD materials for real-world applications.

Recent Progress

Oxidative and Photothermal Degradation of PbS QD Films. We combined optical absorption spectroscopy, transmission electron microscopy (TEM) imaging, and variable-temperature measurements to study the effect of ultraviolet (UV) light and heat treatments on ethanedithiol-treated PbS quantum dot (QD) films as a function of ambient atmosphere, temperature, and QD size. Film aging occurs mainly by oxidation or ripening and sintering depending on QD size and the presence of oxygen. We can stop QD oxidation and greatly suppress ripening by infilling the films with amorphous Al2O3 using room-temperature ALD (Figure 1).
We have found that UV illumination causes preferential oxidation of large QDs but preferential ripening/sintering of small QDs. This difference is due to the greater driving force for ripening/sintering of smaller QDs. The main mechanism of UV action is not simple film heating; instead, it seems that UV-generated electron-hole pairs (i) cause photo-oxidation and (ii) create hot spots that trigger diffusion and ripening/sintering (particularly in small QDs). We can completely freeze out UV-induced ripening/sintering in inert gas by cooling films to 80 K, which suggests that ripening/sintering are strongly activated processes. However, UV-induced oxidation could not be eliminated even at temperatures as low as 110 K. From the temperature dependence, we identify two stages of oxidation, with self-terminating oxidation of the outermost monolayer of surface atoms occurring at low temperature and strongly activated subsurface oxidation important at higher temperature. We also find that moisture is responsible for most of the increase in size distribution of PbS QD films aged in air. Our results will be useful in ongoing efforts to fabricate truly stable QD films for next-generation solar cells.

Figure 1. a, Optical absorption spectra of an uncoated, EDT-treated film of 3 nm PbSe NCs exposed to UV light (365 nm, 1.4 mW cm\(^{-2}\)) at 50°C in a glovebox (1-5 ppm O\(_2\) and H\(_2\)O) for one month. b, Spectra of an identical film infilled with 20 nm of Al\(_2\)O\(_3\) at 27°C. c, Energy and, d, width of the first exciton absorption peak over time for both samples. The ALD matrix greatly suppresses UV-induced ripening/sintering of the NCs. e, TEM images of EDT-treated PbS NCs (no ALD treatment) before and after four days of UV exposure in air.

**Robust, high-performance QD devices by ALD infilling.** The fabrication of practical solar cells based on films of PbX QDs depends on preventing oxidation, surface diffusion, ripening, sintering, and other unwanted physicochemical changes that plague these metastable materials. We used low-temperature ALD to infill conductive PbSe QD films with amorphous alumina to produce inorganic nanocomposites in which the QDs are locked in place and protected against oxidative and photothermal damage (Figure 2). ALD infilling stops oxidation, prevents internal atomic and molecular motion, and modifies inter-QD barrier heights, surface trap densities, and other electronic characteristics of QD films. Infilling yields PbSe QD field-effect transistors and solar cells that operate with enhanced performance indefinitely in air. ALD infilling with ZnO lowers the height of the inter-NC tunnel barrier for electron transport, yielding PbSe NC films with electron mobilities of 1 cm\(^2\) V\(^{-1}\) s\(^{-1}\). ALD infilling is a general, manufacturable approach to making truly robust QD films for next-generation solar cells. The unrivaled ability of ALD to
conformally coat nanostructured substrates with functional materials, including semiconductors, metals, and catalyst layers, offers many exciting opportunities to fabricate high-performance, robust nanomaterials for optoelectronics.

This approach has been hugely successfully in overcoming most of the stability problems associated with QD films. In many ways, the success of ALD infilling has altered the course of the rest of our research program, steering it away from more basic studies of degradation to focus instead on non-stability performance improvements.

**QD Films with Air-Stable Electron Mobilities above 7 cm² V⁻¹ s⁻¹.** In order to produce high photocurrent and efficiency, a solar cell must normally have a minority carrier diffusion length (the characteristic distance that an electron or hole moves before recombining) that is longer than the thickness of the active layer. A critical challenge in the field of QD solar cells is that the diffusion length of existing QD films is too short by a factor of 10-20, limiting currents and forcing the use of optically thin active layers (“depleted heterojunctions”) that will never achieve high efficiency. Increasing the diffusion length depends on increasing the carrier mobility-lifetime product as much as possible, which calls for new strategies to simultaneously maximize interdot electronic coupling and minimize disorder and recombination. The electron mobility of QD films used in solar cells is less than 0.1 cm² V⁻¹ s⁻¹ (about 10 times smaller than the value for amorphous silicon). We have achieved electron mobilities above 7 cm² V⁻¹ s⁻¹ in ambipolar PbSe QD FETs by using ALD infilling of amorphous alumina (a-Al₂O₃) to tune the carrier concentration and reduce the trap density in QD films prepared via dip coating with sodium sulfide (Na₂S) ligand exchange (Figure 3). Sulfide capping results in a very small interdot distance, strong electronic coupling, and high-conductance p-channel FETs prior to infilling. Alumina infilling is found to systematically lower the free hole concentration by eliminating acceptors at the QD surface. As a result, the FETs evolve from p-channel to ambipolar and then to dominant n-channel behavior, with linear electron mobilities of 4-5 cm² V⁻¹ s⁻¹ and 6-8 cm² V⁻¹ s⁻¹ for fully-infilled devices made at ALD temperatures of 54°C and 75°C, respectively. Using partial ALD infilling, we can for the first time control the dominant carrier type and equilibrium film conductivity to make p-type films that feature high minority carrier mobilities, favorable for efficient thin-film QD solar cells. Since the high electron mobility is achieved partly by passivating surface defects, the mobility-lifetime product and diffusion length should be especially large in these films. Moreover, the ALD coating renders the FETs indefinitely.

**Figure 2.** a. Conductive QD films made by ligand exchange with short-chain organic molecules are infilled with metal oxides/sulfides by low-temperature ALD, creating stable inorganic nanocomposites. b. XPS depth profile of a PbSe QD film infilled with ALD Al₂O₃ at 70°C. c. XPS profile of an EDT-treated QD film overcoated (not infilled) with CVD Al₂O₃ at 70°C in the same deposition chamber.
stable in air. These sulfide-treated, ALD-infilled PbSe QD FETs are the first high mobility, air stable PbX QD solids and should be useful in the development of high-performance QD solar cells.

**Figure 3.** High-mobility, air-stable QD solids. *(left)* Fabrication scheme for ALD-infilled, sulfide-capped PbSe QD films. *(middle)* Electron mobility of QD field-effect transistors as a function of ALD temperature. Mobility reaches 6-8 cm² V⁻¹ s⁻¹ at a deposition temperature of 75°C. *(right)* Electron mobility versus time in air for two films, one made at 54°C and another at 75°C, showing that the FET performance is stable indefinitely in air.

**Future Plans**

Our major efforts over the next year will include completing SKPM and EFM studies of working QD solar cells to determine their mechanisms of operation and to probe the real-time effects of oxidation, heat, light, and electric fields on the internal physics of such cells. We will also use our high-mobility, air-stable QD films made by ALD infilling to fabricate p-n heterojunction QD solar cells with record photocurrent and efficiency, with a short-term target of over 8%. This work will likely involve outdoor stability testing at our Amonix two-axis tracking tower testing facility at UCI. Finally, we are interested in combining electronic and spectroscopic measurements to study the surface states that limit carrier mobility, increase recombination rates, and promote oxidative degradation of PbX QD films, both in the QD film bulk and at the interfaces between QDs and metals or other semiconductors. These efforts will occupy us through the end of the project period and beyond.

**References to DOE-Sponsored Publications (2010-2012)**

Excitonic semiconducting polymers are interesting and promising materials because of their fundamental physical properties and potential for photovoltaic applications utilizing the charges created by the controlled dissociation of photoinduced excitons. However, until now, coupling of exciton with magnetic and mechanical degrees of freedom has been elusive, although exciton magnetism is a well-known property. Here, we report on the observation of substantial visible light-, electrically and mechanically induced changes of the magnetization of an organic exciton multiferroic consisting of single crystal P3HT doped with C$_{60}$. An electric field of 5 MVm$^{-1}$ switches the room temperature saturation magnetization on and off, resulting in a magnetoelectric coupling coefficient of 40 mV/cm Oe at 100 Oe. Illumination of the composite with 615 nm light increases the room temperature magnetization about two fold. Stress changes the magnetization by $\partial M/\partial \sigma_{H,T} \approx 4 \cdot 10^{-6}$ Oe$^{-1}$,[1] significantly more than that of crystalline metallic ferromagnets.

Morphology control of the active layer is crucial to achieve high magnetoelectric coupling efficiency. It can be exercised through decomposition of polymer blends or ordering of block copolymers (BCPs)[2] with appropriate blocks which could spontaneously self-assemble into nanostructured films. This can be achieved by block polythiophenes with not only crystallinity contrast but also distinct electronic properties of the two blocks further demonstrating the potential of this mode of morphology control toward a new type of organic exciton multiferroics. Our strategy is to deposit nanostructured films from all conjugated block copolymer solutions.[3] The bicontinuous network formed within two distinct electronic blocks will facilitate high charge separation yielding efficient charge transport and excitonic magnetism. The multiferroic devices prepared using this strategy display high ME coupling coefficient of 79.6 V/cm Oe, achieved at a hexagonal block ratio (3:1).

Program Scope

Conventional Grätzel cells are called n-type dye-sensitized solar cells or n-DSCs because n-type semiconductors such as TiO₂ are used as the support for accepting electrons injected from photoexcited sensitizers. These sensitized photoanodes have been studied extensively in the last two decades. In contrast, much less work has been done on cells based on dye-sensitized photocathodes, which use p-type semiconductors as the support for accepting photo-injected holes.³ They are called p-DSCs in this proposal. A tandem DSC, consisting of a dye-sensitized TiO₂ photoanode and a dye-sensitized photocathode, represents an attractive structure for achieving a high energy-conversion efficiency (see Fig. 1). Currently, the efficiency of a tandem DSC is limited by the relatively poor performance of the p-DSC side. Therefore, the focus of this proposal is to identify and synthesize new p-type semiconductors and dye molecules, and to understand the fundamental charge transport and transfer processes at the p-semiconductor/dye/electrolyte interfaces.

Summary of our achievements

This project has three aspects of activities: (1) designing new dye sensitizers for p-DSCs, (2) synthesizing new nanostructured p-type semiconductors with proper valence band (VB) position, high visible transparency and high hole mobility, and (3) investigating the charge carrier kinetics of the solar cells. We have made significant progresses in all three aspects in the past three years.

a: Dye sensitizers
Dye sensitizers are a key component in a DSC for the efficient light harvesting and charge separation. In the past three years, we have synthesized 10 cyclometalated Ru(II) dyes that allow us to tune the HOMO/LUMO positions and the regeneration/recombination kinetics. We have also synthesized three new organic donor-acceptor dyes with different linker groups. For example, we have designed and synthesized the first series of cyclometalated ruthenium complexes as sensitizers for NiO p-DSCs (see Fig. 2). We have also carried out femtosecond (fs) transient absorption (TA) to study the interfacial charge injection and recombination rate at the sensitizer/NiO interface. The results suggest that hole injection from the excited dye to NiO occurs within sub-ps time window. Due to the heterogeneous nature of the NiO/dye interface, multiple exponential charge recombination processes, spanning from ps to ns, were observed (Fig. 3). In addition, the charge recombination rate decreases as the spacer length increases. The correlation of the charge recombination rate is further analyzed in terms of attenuation factor $\beta$ according to the equation:

$$k_{et} = k_0 \exp(-\beta r),$$

where $k_{et}$ is the electron transfer rate, $k_0$ is the rate constant, and $r$ is the distance for electron transfer.

b. CuGaO$_2$ Nanoplates for high-photovoltage p-DSCs

The p-type wide-bandgap semiconductor is another key component in a p-DSC. It supports the adsorption of a monolayer of dye molecules, collects the holes injected from the photoexcited dye molecules and transports the injected holes to the conductive substrate. Till date, the predominant p-type semiconductor used in p-DSCs is NiO. An exciting finding from our prior studies is the first application of delafossite CuGaO$_2$ nanoplates for p-DSCs. The reason we have selected CuGaO$_2$ is its high hole mobility due to the mixing between the Cu-3d$^{10}$ orbitals and the oxygen-2p$^6$ orbitals at the valence band maximum. It is also more transparent than NiO, because it does not contain partially occupied d-orbitals. The white-yellowish CuGaO$_2$ nanoplates (~200nm in size) barely compete with the dye sensitizers for visible light absorption (Fig. 4). Saturation photovoltage of 464 mV and open-circuit voltage $V_{oc}$ of 357mV under 1sun AM 1.5
illumination have been obtained from CuGaO$_2$-based p-DSCs. These are among the highest values that have been reported for p-DSCs. This area will be the focus of our future work.

**Figure 4.** CuGaO$_2$ nanoplates: (a) a digital photo of the CuGaO$_2$ particles dispersed in water; (b) TEM image and (c) XRD pattern of the CuGaO$_2$ nanoplates.

c. **Understanding NiO p-DSCs**

NiO is a magnetic insulator. Ni$^{2+}$ has the partially filled and localized 3d-orbitals. The band picture resulting from the orbital overlap is not accurate for describing the electronic properties of NiO. Some basic questions of NiO have not been well elucidated, despite its common use in p-DSCs. What controls the photovoltage of NiO-based p-DSCs? How to describe the hole-transport in NiO? Is the transport a bulk property or just a surface property of NiO? Therefore, in our study of p-DSCs, we not only pursue new semiconductors such as CuGaO$_2$ delafossite, but also try to establish a better understanding and control of NiO.

A major effort is to use impedance spectroscopy to probe the device physics of the NiO p-DSCs. We have carried out the first systematic electrochemical impedance spectroscopy (EIS) study of the NiO-based p-DSCs and measured the key parameters in the charge recombination processes including the recombination resistance, chemical capacitance, and the hole lifetime. From the measured resistances, we have quantitatively interpreted the shape of the current-voltage J-V curves of NiO p-DSCs and identified the overwhelming recombination of the photo-injected holes with the reduced dye anions as the factor responsible for the low fill factor in NiO p-DSCs (Fig. 5). We have also used atomically deposited alumina to slow down the recombination reactions in NiO p-DSCs, and used cation doping to tune the valence-band edge of NiO. The transport mechanism in NiO has also been explained.

**Figure 5:** J-V curve of a typical NiO p-DSC, before and after eliminating the series resistance and the recombination with reduced dye.
**d: A list of papers from 2010 - 2012**


**e: Future plan.**

Our prior results have clearly shown that CuGaO<sub>2</sub> holds a great promise as the p-type semiconductor in p-DSCs. Therefore, in our future plan, we will systematically investigate Cu(I)-based p-type delafossite semiconductors including CuAlO<sub>2</sub>, CuGaO<sub>2</sub> and CuScO<sub>2</sub>. The goal is to understand the basic chemistry and crystallization process in the hydrothermal synthesis of these delafossite nanocrystals, determine their band energies, and measure the charge carrier dynamics at the semiconductor/dye/electrolyte interface. The results are expected to have an impact to the fundamental materials science of delafossites. The knowledge will establish an understanding of the crystallization of delafossite nanocrystals, and also the physical properties of the delafossite/electrolyte junctions. Moreover, these delafossites have the technologically important applications as the p-type transparent conducting oxides. Our results will have an impact not only to p-DSCs, but also to other areas such as transparent electronics and photoelectrochemical reduction of water and CO<sub>2</sub>.
Recent Progress
A central goal of this project is to understand the mechanisms that govern extraction of photogenerated charge from quantum-confined nanocrystals and the transport to external electrodes. In the context of photovoltaic devices, we seek to gain a deeper understanding of how photogenerated excitons dissociate and the subsequent transport of free electrons and holes from the site of generation to the external contacts. We have performed studies of charge transport in the thin films of nanocrystals, and we have also made advances in the charge-transport layers adjacent to the nanocrystal film. A highlight is the demonstration of confined-but-connected films of semiconductor nanocrystals.

Quantum-dot solids
We studied charge transport in PbSe nanocrystal films deposited onto prefabricated field effect transistor structures (Fig. 1a). Nanocrystals were coupled by chemical treatment with ammonium sulfide, which completely removed the original oleic acid ligand (Fig. 1b). Temperature-dependent transport measurements revealed positive and negative correlation between mobility and temperature (Fig.1c). At low temperature we observe thermally activated transport. The solid line in Fig. 1c represents the mobility predicted for nearest-neighbor hopping with an activation energy of 22 meV, particle diameter of 5.2 nm, wavefunction decay parameter of 1 Å⁻¹, and hopping distance of 5 Å. Mobility measurements revealed decreasing mobility with increasing temperature (Fig. 1). The negative correlation between temperature and mobility has previously been interpreted as ‘band-like’ charge transport through delocalized states. Given the extent of electronic disorder prevailing in nanocrystal films, we have adopted alternative models. The transport data are well described by models adopted from transport in disordered solid. We can describe the ratio of trap-limited mobility (at high temperature) to the intrinsic mobility as a function of the trap density relative to the density of states at the Fermi level and the trapping energy (Fig. 1d).

An alternate model of charge transport in polycrystalline thin films describes the charge transport limitation in context of grain boundary scattering. This model predicts charge transport limited by acoustic phonon scattering at high temperatures and a T⁻⁵² temperature dependence; at low temperatures grain boundary scattering dominates. Our current work focuses on refining this hypothesis by testing a range of grain sizes, which we can tailor by changing the diameter of the nanocrystals.

Fig.1: Charge transport in quantum dot solids. (a) field effect transistor device structure, (b) infrared spectra confirm that the ammonium sulfide (AS) treatment completely removes oleic acid (OA) ligands, (c) Field effect mobility vs. temperature. Measurements were made from 293 K to 80 K (blue) then 80 K to 295 K (red), (d) trap-limited and intrinsic mobility, the solid line is a fit to the trap-limited model trap density relative to the density of states at the Fermi-level N_F/N = 12 ± 2 as well as trapping energy [E_F-E_T] = 48 ± 3 meV.
**Nanorod solids**

Nanorods may offer some advantages over spherical nanocrystals for photovoltaics. They have larger absorption cross-sections, which is significant because very thin layers of nanostructures may be required by the electron transport in the layer. There will be much interest in nanorods for solar cells, because carrier multiplication is significantly stronger in nanorods than in dots \([1,2]\). As a first step toward making nanorod cells, we studied films of 4x30-nm PbSe nanorods. An interesting aspect in nanorod thin films is the preferred orientation of the rod axis relative to the plane of the film. We have investigated thin film formation by drop-casting and spin-casting and are characterizing the film structure by electron microscopy and X-ray scattering. We have investigated optical signatures of inter-rod charge transport. With long-chain oleic-acid ligands, mixtures of two diameters of nanorods exhibit clear signatures of resonant energy transfer (Fig. 2). This information will be critical as we start to study charge transfer in nanorod films.

**Confined-but-connected quantum dots**

The presence of long-chain organic ligands on the surface of colloidal quantum dots has presented a long-standing challenge to achieve efficient electronic coupling between proximate dots. Several ligand exchange methods have been developed to displace ligands and ‘cross-link’ the dots. Unfortunately, these methods generally disrupt the orientational and translational order of the quantum dot assembly. We have recently discovered a novel ligand exchange method that balances the dynamics of ligand exchange and particle assembly in a way to yield confined-but-connected structures. Importantly, quantum dots in these structures are coupled in specific crystallographic directions (i.e., \(<100>\)). We have confirmed the confined-but-connected structure using electron microscopy and X-ray scattering (Fig. 3). Absorbance spectra reveal excitonic peaks, which confirm that the electronic structure of the treated films is still quantum confined. The ability to create confined-but-connected ‘quantum grid’ structures presents an interesting experimental platform for optical and electronic measurements.

**All-inorganic nanocrystal photovoltaics**

Organic materials such as PEDOT are commonly used as hole-transport layers in photovoltaics. We are eager to improve on the performance of PEDOT, and for stability it is desirable to eliminate organic materials and organic/inorganic interfaces. We are assessing NiO for this purpose. First, we confirmed that charge transfer from PbS nanocrystals to NiO occurs, by monitoring the fluorescence of PbS nanocrystals linked to nanoparticles of NiO. Fast quenching of the nanocrystal fluorescence (Fig. 4) is the signature of charge transfer.
Our typical prototype solar-cell structure is shown in Fig. 4. The design of the device stack is guided by an optical model employing a transfer matrix formalism to calculate the reflected and transmitted waves at each interface in the device stack. Solar cells made with sol-gel NiO hole-transport layers produce encouraging results, reaching 2.5% efficiency. However, the sol-gel film requires thermal treatment, which increases the resistivity of the ITO contact layer. Furthermore, thermal treatment will be a problem for the creation of tandem cells. Finally, it is difficult to control the thickness of sol-gel films adequately. We are currently investigating room-temperature sputtering as a possible route to production of the films. We have succeeded in sputtering NiO and ZnO films for the structure of Fig. 4. Energy conversion efficiency above 5% has been reached (Fig. 4). Although it has not been completely optimized, this all-inorganic structure offers performance that is not far from the best reported for a nanocrystal solar cell, which is 7% efficiency [3].

Development of atomic layer deposition
We are working on methods to infiltrate thin films of semiconducting nanocrystals with inorganic materials, preferably semiconductors. This will require investigation of methods to remove the organic ligands, along with methods to fill the interstitial spaces with inorganic materials using atomic layer deposition. To develop a better understanding of these processes, we are developing a high-pressure probe/reaction cell. This cell will enable the investigation of vapor phase deposition processes under realistic reaction conditions, and direct in situ analysis in UHV without exposing the thin film to the atmosphere.

The design of the cell consists of a central channel where the reactants are input. This central channel is surrounded by an annular region where these reactants are pumped out. Separately, a purge flow is also introduced in the surrounding UHV chamber, and this flow is also pumped through the annular region. This surrounding purge flow acts to minimize the contact of reactant gases with the inner walls of the UHV chamber, thus preserving UHV conditions once the (inert) purge gas is pumped away.

Fig.3: TEM images and FFT of quantum dot films before and after chemical treatment. (a) TEM image of a PbSe film cast prior to treatment (inset) FFT of the TEM image, showing clear hexagonal ordering. (b) film after 1 minute of chemical treatment (inset) FFT of image (b), showing clear square ordering. (c) High-resolution TEM image of film (b) showing clear and consistent fusion along (100) crystallographic axis. (d) FFT of image D) with crystallographic (200) and (220) periodicities labeled. (e) model of confined-but-connected structure (f) absorbance spectra of confined-but-connected structures with varying exposure to chemical treatment.
We have developed a design for a high-pressure probe/reaction cell that can produce realistic reaction conditions ($p \sim 1$ Torr) and fast cycle times for ALD ($<10$ s), and this design results in minimal exposure of the inner walls of the UHV chamber to reactive gases ($< 10^{-6}$ Torr). Components of the cell have been ordered, and we expect construction of the cell to commence in May of 2013.

**Publications under DoE Support**

None yet.

**Future Plans**

Our plans for the near future include the following:

- Ligand exchange on lead-salt nanorods, and investigation of the resulting films
- Fabrication and characterization of solar cells with PbSe nanorods
- Systematic structural, electronic, and optical characterization of the quantum-grid structures
- Calculation of the electronic states of the quantum-grid structures
- Construction of high-pressure cell for studies of ligand removal and filling interstitial spaces in nanocrystal solids
- Characterization of nanocrystal solids treated by atomic layer deposition
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Program scope or definition:
The overarching goal of this project is to achieve a fundamental understanding of light-matter interaction through engineering material properties at the subwavelength scale. This enables tailoring of electronic and photonic density of states, and the phase-space of light and matter. The ultimate goal is to control the flow of energy between photons, phonons and electrons in ways that are not possible with natural materials. We seek to achieve a fundamental understanding of how the electromagnetic phase space and density of states can be engineered to tailor the spectral content of electromagnetic energy at the surface and interior to nanostructured photonic materials. The objective of this research effort is to exploit the design flexibility offered by nanostructured materials to produce advanced electromagnetic materials with enhanced properties and functionalities. We will also study the dynamical behavior of energy transport between nanostructure materials. Specifically, we studied surface plasmon polariton (SPP) and epsilon-near-zero modes as a mean to enhance photonic density of states in Indium Tin Oxide and hyperbolic metamaterial systems.

Recent Progress:
High photonic density of states surface plasmon polariton and epsilon-near-zero (ENZ) modes

Photonic nanostructures supporting large momentum photonic modes can store more electromagnetic energy than conventional materials, since the phase space for such modes can be quite large, leading to a large total number of modes. Furthermore, spectral content of the electromagnetic energy can be tailored by manipulating the photonic density of modes. A large photonic density of states can be achieved using high Q photonic crystal cavities, however, such structures to no lead to large photonic momentum because the lattice constant is comparable to the wavelength[1]. The SPP mode has both a large photonic momentum and a large photonic density of states due to its flat dispersion property near the surface plasmon frequency. This optical mode has been studied for many years and continues to be of interest. Indeed recent investigations of SPP modes have shown: strong interaction of quantum dots (QD) with SPPs[2]; and using the SPPs field profile to enhance the mode confinement of nanowire lasers[3]. However, demonstrations of good plasmonic materials and tuning the surface plasmon frequency have been limited. Photonic nanostructures offer a route to the development of better infrared and near-infrared plasmonic materials that can form the basis for a new regime of electronic and photonic density of states control.

Indium tin oxide (ITO) is a well-known transparent conductive oxide that is widely used in many optoelectronic devices. ITO is accurately described by a simple Drude model, and has a plasma frequency that is located in the near infrared (1.3-1.6μm). To accurately determine the density of states enhancement at the SPP frequency, we performed a comprehensive
experimental characterization of high quality ITO films. The results of these characterization efforts are presented in Figure 1 which shows the measured dispersion curves for the ITO film. We observe the SPP dispersion lying to the right of the light-line and tending towards horizontal as the parallel wavevector is increased. From the slope of the dispersion curve we can determine the group velocity index of the SPP mode which provides us with a measure of the density of states enhancement. We experimentally determine this enhancement to be approximately 4.

In addition to the SPP dispersion, we also measure the dispersion of the epsilon-near-zero mode in detail for the first time. Importantly, as seen in Fig. 1, this mode exhibits a very flat dispersion behavior suggesting this mode will be associated with a high photonic density of states. The measured dispersion is in excellent agreement with the complex frequency solution to the thin-film eigenvalue equation. Enhancement of the electromagnetic energy at the ENZ frequency can also be realized when the material is in contact with a high index material by virtue of the boundary condition that the normal displacement field is continuous. In this manner, thermally excited fields, QD or quantum well emissions in the substrate are enhanced in the ENZ material by a factor of $\eta_2/\eta_{ENZ}$, where $\eta_2$ and $\eta_{ENZ}$ are the dielectric constant of the substrate and material respectively at the ENZ frequency. Based on finite difference time domain simulations (Fig. 1), the $|E|^2$ enhancement factor is 7 for a 70nm ITO film on a glass substrate, where E is the normal component of the electric field. The enhancement factor can be significantly higher using Si as a substrate or using a high index metamaterial substrate[4].

![Fig. 1](image)

**Fig. 1**: (left panel) The surface plasmon polariton (SPP) and ENZ mode dispersion of a 138nm thick ITO layer on a glass substrate. The diamonds are the experimentally measured values and the dots are from transfer matrix calculations. The solid curve is the single interface SPP dispersion relation; the dashed line is the air light-line; and the light dotted line is the substrate light-line. The crosses to the left of the light-line show the ENZ mode dispersion obtained by solution of the three-layer dispersion equation. The inset is the inverse of the group velocity which is proportional to local photonic density of states. (Right panel) FDTD simulation of the spatial and spectral dependence of the electric field enhancement inside the 70nm ITO film for p-polarized light at an angle of incidence of 43.5 deg. (a) Light is launched from the glass to the ITO film (Kretchmann geometry) and (b) light is launched from air side.
**SPP and ENZ modes from hyperbolic metamaterials**

Hyperbolic metamaterials (HMM), also known as indefinite metamaterials, have very rich optical properties. These materials are characterized by a permittivity tensor which contains both positive and negative values on the diagonal. As a result, the iso-frequency surfaces of these materials are open hyperboloids, rather than the customary ellipsoids of conventional materials (see Fig. 2). This is of great significance since the open surfaces allow modes over a large span of wavevectors, and leads to a large number of modes for each frequency. Since the equipartition theorem states that each mode will possess kT/2 energy in thermal equilibrium, it is anticipated that large energy densities can be achieved within these materials. This type of metamaterial material can be designed to support surface...
plasmon polaritons and ENZ modes also and these modes can be tuned with the metal filling fraction as shown in Fig. 3. We demonstrated this property by using subwavelength periodic metallo-dielectric thin film stack of Au and SiO$_2$. These results have been submitted for publication [5].

Dynamical energy transport by high photonic momentum states
In order to liberate electromagnetic energy stored in spectrally controlled high-photonic momentum states, a nanophotonic antenna is needed. For complex nanophotonic antenna structures, such calculations are typically quite involved. We have developed a theoretical formalism which combines the fluctuation-dissipation theorem and temporal coupled mode theory (CMT) to arrive at simple formulas for the emission properties of resonant thermal emitters. This work was recently published in Applied Physics Letters[6]. The comparison of this formalism and the Finite Difference Time Domain (FDTD) calculations is shown in Fig. 4.

Future plan
1. Since ENZ and SPP modes both have large photonic density of states, emission properties of QDs interacting with these modes will be studied.
2. Low loss SPP and ENZ states in the infrared region can be tuned using highly-doped semiconductor. Angular dependence study of ENZ emission will be performed.
3. Energy coupling and relaxation behavior of high photonic momentum states to free-space will be studies through nano-antenna.
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Program Scope: To study a) crystallization of silicon structures at small scales through self-heating; b) thermoelectric phenomena in silicon micro- and nano-structures under extreme electrical stress (which play an important role in the crystallization process).

Recent Progress:
- Experimental and computational analysis of the high temperature thermoelectric phenomena that lead to significant asymmetric self-heating; contribution of minority carrier generation-transport-recombination is identified as the main cause\(^{(1)}\);
- Extraction of high-temperature electrical resistivity and thermal conductivity of nano-crystalline (nc) Si up to high-temperatures and under extreme thermal gradients (up to ~ 1700 K, ~ 1 K/nm)\(^{(2)}\);
- Computational granularity models for percolation and nanoscale filament formation\(^{(3)}\);
- Analysis of crystallization of silicon micro/nano-structures through self-heating and impact of thermoelectric effects on crystallization (relative importance of Joule and thermoelectric heating)\(^{(4, 5)}\);
- Development of high-temperature measurement setups for resistivity and Seebeck coefficient (~ 30 C - 600 C) and Hall carrier mobility and concentration (~ 30 C to ~ 450 C) for thin films\(^{(1, 6)}\);
- Application of some of the developed electrothermal models to phase-change memory devices\(^{(7, 8)}\);
- Training of students in experimental and computational methods related to crystallization and electrothermal transport at small scales.

High-Temperature Thermoelectric Transport at Small Scales: Electrothermal phenomena have been typically studied in the context of thermoelectric energy conversion or solid-state cooling\(^{(9)}\) using large-scale devices, and electronic transport at small-scales has been mostly studied in the lower temperature range (< 400 K) where the behavior of the charge carriers can be understood by examining the potential energy profiles. Thermoelectric studies at high-temperatures (~1000 K), where the thermal energy of the carriers in semiconductors becomes comparable to their potential energy, and under extreme thermal gradients (> 1K/nm), which lead to uncommon electrothermal phenomena, have been limited due to difficulties in performing controlled experiments. We have shown the significance of thermoelectric effects for high-temperature electronics through self-heating of current-carrying highly-doped silicon wires which consistently start melting at one end. This extreme asymmetry in melting reveals the significance of energy transport by drift of thermally

Figure 1. SEM images of (a) an as-fabricated suspended n-type Si wire and (b-f) five wires pulsed using indicated durations and amplitudes. Moderately pulsed wires (b-c) show melting on the source side, whereas larger amplitude pulses (d-f) result in complete melting, sagging and breaking. SEM acceleration 2.5 kV.
generated minority carriers and their recombination downstream. This minority-carrier generation-
transport-recombination (GTR) process is a distinct behavior in highly-doped semiconductors under
extreme thermal gradients at high temperatures and opposes the direction of the electronic-convective
heat flow which dominates in semiconductors at lower temperatures and in metals. These results are
directly applicable to emerging electrothermal nanoscale devices such as phase-change memories in
which thermal gradients even greater than those in our experiments are expected. Studies on
electrothermal effects at high-temperatures and small scales can contribute to large scale implementation
of such devices and utilization of their full capacity for information processing.

The experiments were performed with highly doped \((n \sim 6 \times 10^{19} \text{ cm}^{-3})\) silicon microwires self-
heated to very high temperatures (up to melting, \(\sim 1690\) K) (Figure 1)\(^{(1,10)}\). These wires with large contact
extensions were lithographically defined and the SiO\(_2\) layer was partially removed, suspending the wires
between the contact-extensions anchored to the substrate. Tungsten probes were used to make electrical
contact at these large extension regions. Extremely asymmetric partial melting of these symmetric nc-Si
wires is observed for voltage levels and durations that are not sufficient to melt the whole wires (Figure
1b,c). Melting is consistently observed closer to the lower potential end, where the electrons (majority
 carriers) enter the wire. We attribute this extreme asymmetry to thermoelectric effects that come into
play due to high current densities (2 - 7 MA/cm\(^2\)) resulting in steep thermal gradients (\(\sim 1\) K/nm). The
polarity of the asymmetry – hottest point is where the majority charge carriers enter the wire – is in
agreement with our optical observations of asymmetric self-heating in n- and p-type silicon wires\(^{(10)}\) as
well as other similar observations on silicon micro-structures and PCM nano-bridges, all attributed to
thermoelectric Thomson heat\(^{(11,12)}\). However, there has been very little or no explanation in the literature
for the underlying physical phenomena giving rise to this asymmetry, largely due to difficulties in
performing reliable and repeatable measurements at elevated temperatures.

The thermoelectric effects, Seebeck and Peltier effects due to junctions of two different materials,
and Thomson effect (heat) in uniform materials experiencing a thermal gradient and electric current, are
the results of the energy exchange between the charge carriers and the lattice\(^{(13)}\). The average total energy
of a charge carrier, or the magnitude of the Peltier coefficient \(\Pi(T)\), is the product of the Seebeck
coefficient \(S(T)\) of the material and the local temperature. Strong \(\Pi(T)\) gradients lead to increased energy
exchange between the carriers and the lattice as the carriers move along the temperature gradient (large
Thomson effect). The contribution of this thermoelectric transport can be modeled as a Seebeck field
\((-SVT)\) in the electronic drift-diffusion model and as a thermoelectric heat drift term \((-\nabla \cdot (JST))\) in
the thermal model\(^{(14)}\).

We have performed 3D finite element simulations using COMSOL Multiphysics including
temperature dependent experimental, extracted and calculated material parameters\(^{(1,2)}\). The simulation
results show melting of approximately one half of a 2.5 µm long wire at the source (lower potential) side
for 1 µs pulses, in agreement with the experiments, the experimental asymmetry being stronger. Our
modeling results (Figure 2) show that thermoelectric transport is the dominant mechanism leading to the
observed asymmetric heating. The charge carriers transport energy in their flow directions, which
increases with temperature for electrons \(TS_e\) and decreases for holes \(TS_h\) as the Fermi level approaches
mid-gap and the band-gap shrinks (Figure 2e,f). On the other hand, the minority carrier concentration
increases exponentially with temperature. Hence, the net energy transported by the charge carriers \(TS_e\)
\((\sigma_e/\sigma + TS_h \sigma_h/\sigma)\) sharply decreases as the material turns intrinsic, diminishing to metallic values upon
melting (Si \(T_{\text{mel}} = 1690\) K). The contribution of the minority carriers becomes significant at elevated
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temperatures for highly doped semiconductors (at ~ 1300 K for \( n\)-type Si with \([N_D] = 6 \times 10^{19} \text{ cm}^{-3}\)), leading to a shift of the hottest spot towards the drain for minority carriers.

**Future Plans:** Continue our studies on electrothermal behavior under extreme conditions on Si (large area electronics, photovoltaics) and expand these to other high-temperature electronic materials - SiGe (thermoelectrics), SiC (power electronics) and GeSbTe (phase-change memory).

Specific future planned activities include:

- High-temperature characterization of relevant materials (including metal contacts, interfacial and insulation layers); electrical and thermal conductivities, Seebeck, carrier mobility and concentration;
- High-speed device-level characterization of metastable amorphous and crystalline phases, crystallization and amorphization dynamics, melting and crystalline growth-from-melt;
- Non-homogeneous materials (such as p-n junctions) under extreme thermal gradients;
- Extraction of thermal conductivity under large thermal gradients, as a function of structure size (hence thermal gradient) to study ballistic thermal transport (expected at ~ 1 K/nm and larger);
- Light emission from various types of structures to probe thermal profiles at micro-scale;
- Investigation of a integrated CCD technique to probe thermal profiles at nano-scale utilizing the identified role of generation-transport-recombination of minority carriers in self-heated structures;
- Expanded computational model to include self-consistent solution of Poisson charge equation (together with current and heat equations currently solved) for improved accuracy of role of bipolar conduction;
- Crystallization model incorporating experimentally determined nucleation rates and growth velocities to enable simulation of grain growth, growth-from-melt, filament formation and retention;
- Short range (~10 nm) electrothermal effects at interfaces: traps, bilayers, thermal boundary resistances;
- Alternative crystallization techniques such as high-frequency continuous wave and microwave anneal.

![Figure 2](image-url)

Figure 2. (a-d) Partially crystallized wires with indicated lengths after 30 V, 1 \( \mu \)s pulse, and corresponding simulated temperature profiles (white > \( T_{\text{melt}} = 1690 \) K). The current direction is indicated in (a). (e) Calculated energy-band diagram of 6\( \times 10^{19} \) cm\(^{-3}\) doped \( n\)-type Si with electron and hole distributions from 300 to 1500 K. (f) Calculated electron, hole (both unweighted and weighted) and total Peltier coefficients (sum of weighted \( \Pi_h \) and \( \Pi_e \)). (g) Cartoon illustration of carrier generation, transport and recombination (GTR), and energy exchange with lattice for a hypothetical wire with initially symmetric temperature profile. (h) Breakdown of thermoelectric heat (TH) leading to asymmetric melting: convective transport by electrons, by holes, and GTR of holes.
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DOE SunShot Initiative

Lidija Sekaric, DOE - EERE

The U.S. Department of Energy’s (DOE) SunShot initiative is a collaborative, national effort to reduce the total cost of solar-generated electricity to become cost-competitive with other energy sources by 2020. When the price of solar electricity reaches about $0.06 per kilowatt-hour over its lifetime, it will be cost-competitive with other non-renewable forms of electricity. This in turn will enable solar-generated power to grow from less than .05% of the current electricity supply to roughly 14% by 2030 and 27% by 2050, as projected in the SunShot Vision Study.

The SunShot initiative builds on the Department's significant research and development (R&D) efforts in solar energy over the past decade, conducted in partnership with American universities, national laboratories, and the private sector. In the last ten years, DOE has invested more than $1 billion in solar energy research that has been leveraged with significant private industry funding to support more than $2 billion in total solar R&D projects. This includes investments by DOE's Office of Science, Solar Energy Technologies Program, and ARPA-E, the Advanced Research Projects Agency-Energy. Innovations in both science and technology have driven the cost of solar down 60% since 1995, and have yielded a number of critical breakthroughs in solar technologies’ performance and cost.

Since the SunShot Initiative was announced in February 2011, the Solar Office has funded more than 150 projects in the areas of photovoltaics, concentrating solar power, balance of systems costs and systems and grid integration. Past and future programs will be described and their role in achieving the overall grid-parity metrics. Through its programs, SunShot is supporting a range of key activities by private companies, academia, and national laboratories.

In addition to investing in the activities that drive down the cost of solar installations, an important SunShot initiative mission is revitalization of U.S. solar industry. As recently as 1995, the United States maintained a dominant position in the solar marketplace, manufacturing 43% of the world's PV panels. The U.S. market share has steadily declined in recent years, shrinking to 27% by 2000 and to 3% by 2012. SunShot aims to help re-establish American technological and market leadership, improve the nation's energy security, and strengthen U.S. economic competitiveness.
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**Light-Stimulated Epitaxy of Novel Semiconductor Alloys and Heterostructures**

Kirstin Alberi  
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**Project Scope and Recent Progress**

New semiconductor alloys and heterostructures are currently under exploration to meet the needs of a variety of energy-related applications, including photovoltaics and solid-state lighting. However, the synthesis of many semiconductors, especially those composed of a mixture of disproportionately large/small atoms, is often challenging and limits our ability to investigate their inherent properties or incorporate them into devices. The objective of this program is to investigate the interaction of light with a growth surface as a means to selectively manipulate processes that enhance adatom kinetics and enable the growth of new semiconductor material systems. Absorption of light can affect the growth surface through three primary pathways: photo-dissociation of bonds and species, local enhancement of thermal energy, and generation of free carriers, which can influence bonding processes and surface reconstructions. Some of these processes are shown in Fig. 1. Exploration of the fundamental mechanisms by which photons may alter the growth of a material is intended to deliver further insight into the physical processes that impact the growth surface and expand our understanding of alloy synthesis and heterovalent interface formation.

Light-stimulated growth is carried out in a dual chamber III-V/II-VI molecular beam epitaxy (MBE) system that is specifically designed with near-normal optical access to the substrate. A broadband Xe halogen lamp (with optical filters) and a KrF excimer laser (ns pulsed, 248 nm) are coupled to the growth chambers as the primary light sources, allowing for adjustment of the excitation conditions. Recent work has focused on understanding the how the growth surface responds to external stimulation with light in well-known material systems, including GaAs and Al\textsubscript{x}Ga\textsubscript{1-x}As. Reflection high-energy electron diffraction, atomic force microscopy and photoluminescence have been used to study the growth rate, surface morphology

![Figure 1](image)

**Figure 1.** Possible photo-assisted processes that affect the growth of a semiconductor.
and defect characteristics as a function of MBE growth conditions and illumination characteristics. This work will set the stage for future work on light-stimulated growth of metastable semiconductor alloys and heterostructures.

**Future Work**

Developing advanced in-situ measurement techniques to probe the growth surface will be critical for studying how light modifies growth mechanisms. To this end, we plan to build and incorporate light and He ion scattering measurement setups into the MBE growth chambers. Detection of scattered photons/He ions by adatoms will provide complementary information about the surface roughness on the micron (photon) and nanometer (He ion) scale that can be used to monitor surface coverage, step edge densities and the evolution of the surface morphology. These measurement capabilities will enhance our ongoing efforts to understand the mechanisms by which photons may affect adatom mobility, dimer dissociation rates, and the desorption of surface species.

Two types of material systems are targeted for further investigation. The first category consists of semiconductors alloyed with dilute concentrations of isovalent anions with much larger or smaller atomic radii than that of the host. Examples include GaAs_{1-x}N_x and GaAs_{1-x}Bi_x. The relatively low growth temperatures required for these species to incorporate into the lattice can affect the adatom mobility and promote the formation of high concentrations of point defects. Strain due to the atomic size mismatch is also known to drive clustering, which further degrades the optical and electrical quality of these alloys. Light-induced cluster dissolution will be studied as a function of growth and illumination conditions. In this case, light will be investigated as a medium for controlling growth as well as a tool for exploring the less well-understood incorporation of large/small atoms into an alloy. The synthesis of alloys with a high degree of compositional uniformity will also allow us to probe their intrinsic properties rather than those dominated by defects.

The second material category under investigation is III-V/II-VI heterostructures. Heterovalent interfaces are difficult to form due to the need to achieve a delicate electrostatic balance of mixed anion-cation bonding that preserves charge neutrality. Consequently, they are often initiated by three-dimensional growth, which makes the interface more diffuse and can lead to higher defect densities. Future work will investigate the role that photons and photogenerated carriers can play in attaining favorable surface reconstructions for fabricating abrupt III-V/II-VI heterostructures.
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SCOPE/DEFINITION

The central goal of this project is to identify and understand the physical mechanisms responsible for large magnetocaloric effects observed in Heusler alloys and other intermetallic systems that undergo magnetostructural phase transitions near room temperature. The practical importance if this research is connected to the advancement of magnetic refrigeration technologies, which are both more efficient and more environmentally friendly than conventional, gas-compression technologies.

The complex, magnetostructural phase transitions observed in many of these compounds are often responsible not only for large magnetocaloric effects (normal and inverse), but also a throng of other pronounced physical properties including magnetoelasticity, large Hall effects, giant magnetoresistance, high spin polarization, and exchange bias. Some systems exhibit two or more of these properties (often in the same temperature regime), and are therefore defined to be multifunctional materials. The multi-properties are often a consequence of a common magnetostructural phase transition, and are therefore connected to each other. Identifying the connections between these properties, and their relationships to the phase transitions, is the primary objective of this project, as such advances will help us to better understand the origins of magnetocaloric effects, and to develop new magnetocaloric and multifunctional materials.

RECENT PROGRESS

Here we report some recent advances in understanding: (i) the role of Ni-Mn hybridization in Heusler alloys; (ii) the origin of strong electron correlations in a Heusler alloy near in the proximity of a non-collinear ferromagnetic state; and (iii) the effects of stress on the magnetostructural phase transitions in Heusler alloy thin films.

(i) Ni-Mn hybridization in Mn-rich Heusler alloys

We have performed an experimental study on Ni_{50}Mn_{37-x}Cr_x Sb_{13} and Ni_{50-x}Mn_{37}Sb_{13} Heusler alloys in order to determine the physical origins of the martensitic phase transitions in this system.[1] It is commonly accepted that the martensitic transition temperatures in Ni-Mn-Z (Z = Ga, In, Sb, Sn) based Heusler alloys directly depend on the valence electron concentration, e/a. Our work on Mn-rich systems shows that, regardless of the change in e/a, the martensitic transition temperatures (T_M) decrease with increasing Cr or Ni concentration. These results support the notion that it is the hybridization between the Ni atoms and the Mn atoms in the Z sites that plays the dominant role in driving the martensitic transformation.
We have determined in this study that it is likely that the driving force behind the martensitic transformation in these Mn-rich Heusler alloys is the hybridization between the Ni 3d \( e_g \) states and the 3d states of the excess Mn atoms on the Sn sites. In such a scenario, once the maximum hybridization is established, any change in the Ni or Mn content will tend to weaken the hybridization, and result in a decrease in the martensitic temperature \( T_M \). This idea is supported by the data in Fig. 1, where the dependence of \( T_M \) on \( e/a \) and Cr/Ni content is shown. It is clear in Fig. 1 that \( T_M \) does not depend monotonically on \( e/a \), but rather upon the Cr or Ni content (i.e., reducing the number of excess Mn atoms that are likely located on the Sb sites).

(ii) Mn\(_{1-x}\)Fe\(_x\)CoGe: a strongly correlated metal near a noncollinear ferromagnetic state

In recent years, considerable attention has been devoted to studies of MnCoGe-based systems due to the giant magnetocaloric effects observed in these materials near room temperature. It was therefore of interest to conduct a deeper study of these systems, perhaps to elucidate the physical origin of their pronounced physical behaviors. Specifically, we set out to closely examine the rarely studied experimental electronic properties of MnCoGe-based systems. The major outcome of this work suggests that Mn\(_{1-x}\)Fe\(_x\)CoGe is not a normal metal, but rather a new type of strongly correlated metal in the proximity of a noncollinear ferromagnetic (FM) state.

The development of strong electron correlations in Mn\(_{1-x}\)Fe\(_x\)CoGe arises when it passes through the noncollinear FM state for \( x = 0.2 \), as evidenced from our \( C_p(T) \) and \( \rho(T) \) data (Fig. 2). The zero-field \( C_p(T) \) data for \( x = 0.2 \) is shown in Fig. 2(a). The low-temperature data as shown in the inset of Fig. 2(a) was fitted by the standard expression, \( C_p = \gamma T + \beta T^3 \), and the fitted values of \( \gamma \) and \( \beta \) were found to be 27.6 mJ/mol K\(^2\) and 0.164 mJ/mol K\(^4\), respectively. The large value of \( \gamma \) indicates the formation of heavy quasiparticles with a mass enhancement of approximately 30 times that of free electrons. The Debye temperature obtained from the \( \beta \) value is 306 K. The DOS at \( E_F \) estimated from the \( \gamma \) value is \( D_0(E_F) = 16.5 \) states/eV/f.u. Previously it had been shown that, in the case of the CoMnX (X = P, Si, Ge), the noncollinear ground states (antiferromagnetic or ferromagnetic) are energetically preferable compared to the collinear FM phase, as characterized by the low total density of states at the Fermi level. A high number of states can make the collinear FM state unstable and promote a noncollinear magnetic arrangement in these types of compounds. Therefore, the more than three-fold increase in \( D_0(E_F) \) for Mn\(_{0.8}\)Fe\(_{0.2}\)CoGe relative to that of the parent MnCoGe (\( D_0(E_F) = 5 \) states/eV/f.u.) indicates the instability of the collinear FM state in this composition, and promotes the formation of a stable noncollinear FM state. A noncollinear magnetic state can be stabilized in any alloys or compounds through the formation of a hybridization gap at the Fermi energy.

The low-temperature $\rho(T)$ data for $x = 0.2$ was fitted by $\rho(T) = \rho_0 + AT^2$, suggesting a dominant electron-electron scattering behavior (inset of Fig. 2(b)). The value of $A$ obtained from the fit is 0.0324 $\mu\Omega\cdot\text{cm}\cdot\text{K}^{-2}$. Therefore, the Kadowaki–Woods ratio for $x = 0.2$ is $KWR = A/\gamma^2 = 43 \mu\Omega\cdot\text{cm}\cdot\text{mol}^2\cdot\text{K}^2\cdot\text{J}^{-2}$. This value is much larger than the value $A/\gamma^2 \sim 10 \mu\Omega\cdot\text{cm}\cdot\text{mol}^2\cdot\text{K}^2\cdot\text{J}^{-2}$ reported for a number of heavy fermion compounds, suggesting that $\text{Mn}_{0.8}\text{Fe}_{0.2}\text{CoGe}$ is a strongly correlated metal. Although the studied materials were synthesized from isotropic end-members ($\text{MnCoGe}$ and $\text{FeCoGe}$) similar to that of heavy fermion compounds, the development of strong electron correlation in $\text{Mn}_{0.8}\text{Fe}_{0.2}\text{CoGe}$ has an unexpected and unique anisotropic origin. In this case, interlayer transport of heavy quasiparticles due to the formation of a layered structure is the origin of the strong electron correlation. This has been explained in the context of the unified model developed by Jacko et al. [Nature Physics, 5, 422 (2009)] to describe the KWR by considering a dimensional analysis. Our findings can be extended to predict strong electron correlation effects in other classes of materials that stabilize in a noncollinear state.

(iii) Magnetostructural transitions in thin films

We have used pulsed laser deposition to grow thin films from $\text{Ni}_{50}\text{Mn}_{35}\text{In}_{15}$ and $\text{Ni}_{50}\text{Mn}_{35}\text{In}_{14}\text{Al}$ targets on Si, MgO, and SrTiO$_3$ (STO) substrates.[2,3] The $M(T)$ curve of a $\text{Ni}_{50}\text{Mn}_{35}\text{In}_{15}$ film grown on MgO (100) (see Fig. 3) is similar to those observed for bulk off-stoichiometric alloys. As the temperature increases, the first sharp magnetization decrease is observed at $T_{CM} = 286$ K, indicating a magnetic, second-order phase transition in the martensitic phase. At $T_A = 320$ K, a first-order phase transition occurs that is associated with the onset of the austenite phase. At this temperature, the magnetization sharply increases and then falls again at the Curie temperature $T_C = 334$ K. With subsequent cooling, the martensitic phase re-establishes at $T_M = 314$ K, yielding a 6 K temperature hysteresis, confirming that the phase transition is of first order. The inverse susceptibility increases linearly with increasing temperature above 334 K (see Fig. 3, right axis), confirming the paramagnetic state of the sample above 334 K. These results show promising avenues for studying magnetostructural phase transitions, and corresponding physical properties, in thin films and multilayers.

Fig. 2. (a) Heat capacity $C_p$ versus temperature $T$ for $x = 0.2$. Inset: the linear fit of $C_p/T$ versus $T^2$. (b) Electrical resistivity ($\rho$) as a function of $T$ with $x = 0.2$ and 0.4, respectively. Inset: the fit of $\rho(T)$ by $\rho(T) = \rho_0 + AT^2$ for $x=0.2$ as indicated by the solid curve.

Fig. 3. $M(T)$ for a 10 nm $\text{Ni}_{50}\text{Mn}_{35}\text{In}_{15}$ film grown on a MgO (100) substrate, clearly showing a martensitic transition at about $T = 320$ K. (Inset) $M(T)$ for the same film grown on STO (100).
**FUTURE PLANS**

We plan to carry out the following activities in the future: (i) study the effects of compositional variations and isoelectronic vacancies on the phase transitions and physical properties of Ni_{50}Mn_{50-x}In_x and Ni_{2-x}M_{x}(Mn,Al) Heusler alloys; (ii) Develop new metamagnets MnTX (T = Ni, Co, Cu and X = Si,Ge) and investigate the magnetocaloric effects in these systems; (iii) grow Heusler alloy and MnTX thin films and understand the ramifications of size-scale effects on the phase transitions and physical properties (including magnetocaloric effects); and (iv) synthesize new carbon nanotube/magnetic nanoparticle composites with the hope of revealing new and novel physical properties.

**REFERENCES PUBLISHED OR ACCEPTED (2010-Present)**


Program Title: Plasmonic Photovoltaics

Principal Investigator: Harry A. Atwater,
Mailing Address: California Institute of Technology, Thomas J. Watson Laboratories of Applied Physics, MS 128-95, Pasadena, CA 91125
e-mail: haa@caltech.edu

Program Scope
There is at present great worldwide scientific interest in nanophotonic mechanisms for light management and trapping in solar energy conversion. Researchers have recognized that many of the wave optical phenomena encountered in e.g., atomic physics, guided wave optics and quantum confined semiconductors have important manifestations for solar energy conversion. A very intriguing recent finding is that in the wave optic regime, the optical intensity and material absorption can greatly exceed their corresponding values in the ray optic limit. This has further concentrated interest on photonic structures for light trapping. Our project has concentrated on developing a comprehensive understanding of light trapping by plasmonic structures of interest for photovoltaics. Major themes include efforts to:

i) Investigate the role of the spatial frequencies and spatial correlations in light incoupling by textured back reflectors for thin photovoltaics.
ii) Develop a framework for the maximum intensity enhancement in the wave optics regime based on the local density of optical states (LDOS). Notably this LDOS approach allowed us to make specific predictions about conditions where, in the wave optic regime, the maximum intensity and absorption can exceed the $4n^2$ ray optical light trapping limit set by detailed balance considerations.
iii) Understand plasmon excitation in conducting ‘half-metallic’ oxides, which represents a promising direction to pursue the mitigation of metallic losses in plasmonic materials. Conducting oxides and other materials with electron densities intermediate between noble metals and semiconductors also have considerable promise for giant optical nonlinearities; we demonstrated unity-order modulation of refractive index by field effect modulation of the carrier density in indium tin oxide.
iv) Develop a concept framework for resonant guided wave networks, a new class of metamaterials that enable optical dispersion control in wavelength-scale structures.

Recent Progress
1. Light Trapping Structure Roughness: Power Spectral Density and Spatial Correlations
Thin and ultra-thin film solar cells are attractive candidates for low-cost replacement of thick, wafer-based devices. To achieve full absorption of the solar spectrum with ultra-thin semiconductor volumes, light trapping is required over a broad spectral and angular range. To date, several light trapping geometries based on nanowires, nanocones, photonic crystals, nanoparticles, gratings, and random textures have been demonstrated. While many researchers have demonstrated increased photocurrent due to scattering-mediated light trapping, the role of spatial correlations and surface topography of random or periodic arrangements of the scattering nanostructures has remained unclear. In work in press, we have identified the relation between these key parameters and the photocurrent spectrum for high efficiency (> 9.5%) ultra-thin (< 100 nm thick absorber) film a-Si:H solar cells containing both integrated plasmonic and Mie
scattering nanostructures. The enhanced performance of the nanostructure arrays signals a new direction for enhanced absorption in which light trapping nanopatterns, defined by their spatial coherence spectral density, are designed for broadband and isotropic response.

2. **Exceeding the 4n^2 Light Trapping Limit: A Local Density of States Perspective**

In 1982, Yablonovitch proposed a thermodynamic limit on light trapping within homogeneous semiconductor slabs using a statistical ray optics treatment. This limit imposes an upper bound on the intensity and absorption enhancement of 4n^2, where n is the refractive index, within the semiconductor. This model implies a bound on both the minimum amount of material needed to fully absorb the solar spectrum and the photovoltaic efficiency. However, this limit is not valid for a new generation of wavelength-scale and subwavelength solar absorbers with modified geometries, such as ultrathin or inhomogeneously structured solar cells, wire-based solar cells, photonic crystal based solar cells, and plasmonic solar cells. In this reporting period, we demonstrated that the conventional or so-called ergodic light trapping limit can in fact be exceeded by designing an elevated local density of optical states (LDOS) for the absorber, if the optical modes of the structure can be appreciably populated via an appropriate incoupling mechanism. Moreover, for any semiconductor we showed that it is always possible to exceed the 4n^2 enhancement and illustrated how the photonic design imperative to exceed 4n^2 depends on the thickness and wavelength under consideration. Using these principles, we articulated a number of new solar absorber designs that have the potential to exceed the ergodic light trapping limit. Our results imply that there is no fundamental limit to the maximum absorption enhancement nor a minimum amount of semiconductor material needed to fully absorb the solar spectrum, opening new avenues for solar cell design and cost reduction.

3. **Reducing Metallic Losses in Plasmonic Structures**

Noble metals have traditionally been the material of choice for plasmonic structures, but they suffer from high resistive losses—even metals with the highest conductivities, silver and gold, exhibit excessive losses at optical frequencies that restrict the development of devices in this frequency range. A different approach would be the discovery of better plasmonic materials that have a negative real part of dielectric permittivity, by improving the optical properties of the existing metallic materials via doping, or alloying and careful band structure engineering. The material losses are not the only consideration—the real part of the dielectric permittivity is critical because it determines the optical performance of the system. For example, although negative real permittivity is required for any plasmonic structure, an extremely negative value is not desirable for many applications. Both the loss issue and the ability to tune the real part of the dielectric permittivity are factors to consider when searching for alternative plasmonic materials. Materials can be classified on the basis of carrier concentration and carrier mobility. The carrier concentration has to be high enough to provide a negative real permittivity, but it also must be tunable so that larger negative values would be accessible with further increases in carrier concentration. Lower carrier mobilities translate to higher material losses. We have identified materials, such as conducting oxides, which by virtue of simultaneously high carrier density and carrier mobility, have potential for reducing metallic losses in plasmonic and metamaterial structures.

4. **Unity-Order Modulation of Refractive Index in Conducting Oxides**

We have developed a method for obtaining unity-order refractive index changes in the accumulation layer of a metal-oxide semiconductor (MOS) heterostructure with a conducting indium-tin oxide (ITO) layer as the active ‘semiconductor’ material. Under applied field, carrier
concentrations at the dielectric/conducting oxide interface increase from $1 \times 10^{21}/\text{cm}^3$ to $2.8 \times 10^{22}/\text{cm}^3$, resulting in a local refractive index change of 1.39 at 800 nm. When this structure is modeled as a plasmonic slot waveguide, the change corresponds to a modal index change of $n = 0.08$ for the plasmonic mode. This finding has stimulated investigation of heavily doped semiconductors and half-metallic oxides as potential candidates for low loss plasmonic and highly nonlinear materials.

5. Resonant Guided Wave Networks

In 2010, we introduced the concept of a resonant guided wave networks, which is an optical material design consisting of power-splitting elements arranged at the nodes of a waveguide network. The resulting wave dispersion depends on the network layout due to localized resonances at several length scales in the network. We showed that these structures exhibit both localized resonances with a Q similar to 80 at 1550 nm wavelength as well as photonic bands and band gaps in large periodic networks at infrared wavelengths. In this period, we investigated inhomogeneous resonant guided wave networks. Photonic functions (spectrum splitting, Boolean algebra, etc) can be programmed by manipulating wave interference in inhomogeneous resonant guided wave networks composed of power-splitting elements arranged at the nodes of a non-uniform waveguide network. Using a compact, yet comprehensive, scattering matrix representation of the network, the desired photonic function is designed by fitting structural parameters according to an optimization procedure. We used this design scheme to demonstrate plasmonic structures that act as dichroic and trichroic routers in the infrared frequency range, splitting and routing bands of a broad spectrum along different waveguide channels. In 2012, we designed dielectric analogs to plasmonic resonant guided wave networks and showed that they can exhibit similar optical dispersion features but with considerable reduced material optical losses.

6. Broadband Polarization Independent Ultrathin Plasmonic Superabsorbers:

Resonant plasmonic and metamaterial structures allow for control of fundamental optical processes such as absorption, emission and refraction at the nanoscale. Considerable recent research has focused on energy absorption processes, and plasmonic nanostructures have been shown to enhance the performance of photovoltaic and thermophotovoltaic cells. Although reducing metallic losses is a widely sought goal in nanophotonics, the design of nanostructured ‘black’ super absorbers from materials comprising only lossless dielectric materials and highly reflective materials and highly reflective noble metals represents a new research direction. In the last grant period, we demonstrated an ultrathin (260 nm) plasmonic super absorber consisting of a metal–insulator–metal stack with a nanostructured top silver film composed of crossed trapezoidal arrays. Our super absorber yields broadband and polarization-independent resonant light absorption over the entire visible spectrum (400–700 nm) with an average measured absorption of 0.71 and simulated absorption of 0.85. Proposed nanostructured absorbers open a path to realize ultrathin black metamaterials based on resonant absorption. Our work on plasmonics super absorbers was featured in Technology Review in November 2011 (see http://m.technologyreview.com/energy/39106/).
Future Plans

The integration of nanostructures in photovoltaics significantly changes the mechanism of light absorption. In bulk semiconductors, light is absorbed exponentially from front to back. When nanostructures are introduced, however, the absorption in the film will depend on many effects such as scattering, localized modes, and guided modes, which significantly modify both the magnitude and the location of absorption within the photovoltaic absorber. We will investigate how inhomogeneous excitation and carrier generation in nanostructures affects the internal photocarrier collection efficiency and external radiative efficiency of photovoltaic absorbers.
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Program Scope or Definition

The current research of this project builds on the experimental demonstration of electrically and optically detected coherent spin-motion in organic semiconductor materials which has been accomplished in the course of the first three project years. New, pulsed electrically (pEDMR) and optically (pODMR) detected magnetic resonance techniques have proven to allow for the qualitative discrimination and individual quantitative determination of spin-exchange, spin-dipolar, hyperfine, and spin-orbit coupling involving spin states that influence optical and electrical materials properties. Based on these experimental breakthroughs, the exploration of artificial pathways to the control of spin-coupling in organic semiconductors is pursued. The goal of these activities is finding ways to manipulate electrical and optical materials properties by adjustment of spin-coupling (type and magnitude) between electron spins as well as electron and nuclear spins. This is achieved by: (i) Control of spin interactions via materials structure and composition through the investigation of novel organic and organic/inorganic hybrid materials structures and blends illustrating how chemical structure, morphological properties, and isotopic composition correlate with spin interactions qualitatively and quantitatively. (ii) Control of spin-exchange and spin-dipolar interactions via electric fields, which is explored through pEDMR experiments on organic field effect devices. (iii) Control of hyperfine coupled nuclear spin states via electric current, utilizing Overhauser spin-transfer as well as electrically generated polarons with the goal of testing the suitability of hydrogen nuclei in organic semiconductors for nuclear spin quantum storage. Methodologically, the different spin-spin coupling types are observed using pEDMR and pODMR, at excitation frequencies covering 6 orders of magnitude (1MHz to 330GHz). This previously inaccessible frequency range is achieved by utilization of the broadband range pEDMR/pODMR facilities in Utah and in collaboration with the National High Magnetic Field Laboratory in Tallahassee, Florida.

The goal of this project is to introduce a new parameter set (exchange, dipolar, spin-orbit, and hyperfine interactions) into materials- and device design concepts of organic semiconductors. New pathways for organic electronics and spin-electronics are explored, including spin transistors, sensor concepts and organic microelectronic circuitry. In the long term, this fundamental research could also stimulate the development of the first organic quantum information devices.

Recent Progress

During the first three years of this project, all technical requirements necessary for performing fast and efficient pulsed electrically detected and pulsed optically detected magnetic resonance experiments on organic semiconductor materials were implemented. This was accomplished by development of a photolithographically prepared organic sample template which defines device geometries of organic devices before the actual organic samples are deposited in an inert glove box environment in which lithography cannot be performed. These special templates are crucial to be able to apply high microwave fields to an organic device. Thus, the use of these templates allows a fast and well controlled pEDMR and pODMR sample preparation. After this initial development of experimental procedures, these techniques developed were then used for the electrical detection of spin coherence (Rabi flopping) in the device current of a π-
conjugated polymer OLED (poly-[2-methoxy-5-(2'-ethyl-hexyloxy)-1,4-phenylene vinylene], MEH-PPV) at room temperature [1-2, 4-5], which allowed a first estimate (a lower limit) to be placed on the spin coherence time of several hundred nanoseconds against, a result that was subsequently corroborated by electrically detected spin echo measurements [9]. The long room temperature coherence times are remarkable and for the first time, experimental data about this hardly accessible materials parameter became available.

The extensive exploration of coherent spin motion effects in electric currents in organic semiconductor devices even at room temperature greatly helped to understand the physical nature (the microscopic model) behind spin-dependent processes in these materials [3-4,7,9]. Astonishing analogies to recent discussions in the field of quantum biology should be noted, where similar spin coherence times have been speculated to exist in retinal photosystems of migratory avian species [13]. Figure 1 displays a sketch illustrating the qualitative nature of the weakly spin coupled excitonic precursor states (so called polaron pairs) which are electron-hole systems whose spin manifold determines whether the pair will undergo transitions into the singlet or triplet exciton manifold. Our experiments allowed us to significantly scrutinize this model as the origin for pEDMR and pODMR signals, magnetoresistance effects and quantum efficiency limiting mechanism of both organic light emitting diodes as well as organic solar cells while, at the same time, excluding other spin-dependent processes (e.g. the bipolaron pair mechanism, or the triplet exciton-polaron pair) which had been speculated on in the literature as being responsible for the observed spin-dependent effects at room temperature [14,15]. Among these mechanisms, only the triplet exciton-polaron process could be verified in MEH-PPV using pEDMR, yet, only under the condition of an imbalanced injection of electrons compared with holes and at rather low temperatures (<80K) [7].

The polaron pair mechanism controls electric current via spin pair permutation symmetry states (singlet vs. triplet), not through spin polarization states. Because of this, variables which drastically influence polarization (magnetic field strengths, temperature) do not influence magnetic resonant current effects caused by the polaron pair process. This has dramatic consequences as it allows electrically detected magnetic resonance at room temperature and extremely low magnetic fields (as low as 1.5mT).

Figure 2 displays magnetoresistance measurements conducted on an MEH-PPV device. The two measurements are made under identical conditions except for the presence of an oscillating electromagnetic field (supplied by a stripline) whose frequency is 50MHz in one case (right) and 200MHz in the other case (left).
The data is very similar for most magnetic fields. However, around distinct magnetic fields, the data sets differ, namely at those fields which establish magnetic resonance with the incident electromagnetic radiation. In the presence of magnetic resonance, which under the given continuous wave irradiation conditions drastically enhances spin mixing rates, a significant reduction of the current is observed. This effect is analogous to the magnetoresistance phenomenon which also reduces the current as magnetic fields lower than the hyperfine fields also cause a drastic enhancement of the spin mixing effect. The data in Fig. 2 is a remarkable example of how significant spin effects are for the properties of organic semiconductors. These materials obviously allow the observation of magnetic resonance by using a simple commercial current multimeter. Polaron EDRM is possible over a continuous frequency and magnetic field range. Figure 3 shows that the gyromagnetic ratio will always be constant, even at different temperatures and under degradation (oxidation) of the material. The gyromagnetic ratio is therefore an ideal natural magnetic field standard. By providing an accurate frequency (which is straightforward in the age of quartz oscillators), OLED devices can be used as highly accurate, calibration free, magnetic resonance low-cost thin-film magnetometers. Both, the patent [C. Boehme, D. R. McCamey, PCT International Application No. PCT/US12/20531, filed January 6, 2012], as well as the first demonstration [9] of this organic magnetic resonance based magnetometer (OMRM) device was an important but unexpected result of this project.

Due to the simplicity and, at the same time, the sophistication of the pulsed optically-detected (photoluminescence) magnetic resonance technique, we have also applied this technique to hybrid organic-inorganic semiconductor materials. These include CdS and CdSe nanocrystal quantum dot, quantum rod and light-harvesting tetrapod structures whose surfaces are terminated with organic ligands. [11-12]. A variety of spin dependent processes have been identified in these strong spin-orbit/weak spin-orbit coupled heteromaterials. The results are intellectually stimulating due to their conceptional analogies to pure organic structures, but on very different g-factor scales. The results could also be significant for hybrid organic-inorganic devices such as improved solar cells. Figure 4 summarizes some of these recent results.

**Future Plans**

In the coming project periods the main focus of this activity will be on the development of organic field effect transistor structures based on MEH-PPV, using Fullerene C₆₀ and PEDOT as electron and hole injectors, respectively. It is planned to demonstrate the control of charge carrier spin states in the MEH-PPV film by electric field induced spin exchange interaction within pair states. For the verification that electric fields control the exchange coupling, and, therefore, electron spin states, an electrically detected
spin measurement scheme will be employed which is based on pEDMR. It is planned to combine electric field control of electron spin states and the previously demonstrated electrical detection of spin states in order to explore the technical prerequisites for spin transistors based on organic semiconductors. These devices would behave electrically similarly to inorganic spin transistors, yet their working principles depart radically from previous concepts. In parallel to this work, the general spectroscopic exploration (pEDMR/pODMR) of spin-coupling parameters in various (newly synthesized and well established) organic semiconductor molecules will continue as much as the exploration of electrical nuclear spin readout concepts for hydrogen and $^{13}$C nuclei.
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Objective
The objective of this research is to:
1) Develop methods to predict structure in bulk and as function of particle size
2) Investigate and develop methods to understand the stability and morphology of materials in solution as function of pH and oxidation environment and integrate that with (1) to predict how structure selection can be modified by environment in aqueous solutions.

Stability and morphology of materials in solution

Stability of materials in aqueous solutions is critically important for many materials applications: corrosion, catalyst stability in fuel cells, synthesis of materials from solution methods, etc. To address this problem we have developed an approach which enables us to directly combine ab initio calculated solids with experimental Gibbs free energies of arbitrary aqueous states. The method takes advantage of the fact that formation energies of solids are essentially transferable between energy reference systems. However, the transferability is contingent on the level of accuracy of the calculation and on consistent reference states. Depending on the complexity of the electronic state of the material, ab initio solid formation energies can differ from their respective experimental counterparts by up to ± 0.5 eV/atom. Reaction energies in water are typically on the scale of hundreds of meV which means that for example, shifting a simple dissolution reaction by 200 meV/atom is equivalent to changing the pH by several units, which is unacceptable in a method striving for predictive power. We have developed a novel model by referencing the energy of dissolved ions in water to the DFT solid state energies through the

Figure 1: Calculated (left) and experimental (right) Pourbaix diagram showing excellent agreement
experimentally know dissolution energies of the elements. This approach allows us now to predict for any compound the dissolution energy in water as function of pH and potential. The accuracy of the methodology relies on two simple facts: 1) ions in a dissolved state are always the same, irrespective of whether they come from a surface or a nanoparticle and 2) solid state errors in DFT tend to be systematic and will to a large degree cancel between phases within the same chemistry. We have tested the methodology on most elemental metal and have now extended the approach to any multi-component system. For example, Figure 2 shows the ab-initio Pourbaix diagram of Fe-Cr alloys. We can now generate such aqueous stability diagrams for any solid for which one can perform ab initio computations. In Future Work we plan to extend this approach to predict how solids can be synthesized from aqueous solutions. Many aqueous synthesis approaches start from soluble precursors which then react to form an insoluble product. Using Ab-initio computed Pourbaix diagrams we will be able to predict the conditions under which such synthesis reactions need to be executed. This capability will also be made available through the Materials Project (www.materialsproject.org)

The Prediction of Surface Energies and Morphology in Aqueous Environments

An interesting interplay between surface chemistry and structure selection exists in solutions. By changing the composition and pH of a solution one can modify the surface energies of a compound (e.g. by modifying the surface adsorption). This gives one the ability to tailor morphology of particles in solutions, and even polytopism. Our objective is to develop an ab-initio approach to predict morphology and structure in aqueous solutions. As part of such an approach one needs to accurately determine the surface energy of nanoparticles with first-principles calculations. This requires the development of an approach that can predict all the stable surfaces of a material. In the past year we have developed robust surface slab generation algorithms that enable us to prepare generally oriented slabs for DFT calculations.
Since the development of the algorithm, we have successfully reproduced literature surface energy values for 6 structures, Anatase TiO$_2$, Rutile TiO$_2$, Monoclinic HfO$_2$, Corundum Al$_2$O$_3$, Rocksalt NaH, and NaAlH$_4$ (Figure 3). Discrepancies between calculated and literature values are generally differ by less than 10%, which is typically under 0.1 J/m$^2$, and the source of these discrepancies can generally be attributed to minor variations in input parameters.

Our Future Plans are to scale the surface algorithm to high-throughput and to develop models to study adsorption and reconstruction in aqueous environments. This will give us the capability to a) predict particle morphology in solution, and b) predict structure selectivity when materials form from solution. Figure 4 shows an example of the predicted LiFePO$_4$ morphology as function of pH.

**Figure 3. Literature vs. Calculated Surface Energies (J/m$^2$)**

**Figure 4: Computed shape of LiFePO$_4$ particles as function of pH in solution.**

**Papers with DOE- Support**


S.P. Ong, V. Chevrier, G. Ceder, Comparison of Small Polaron Migration and Phase Separation in Olivine LiMnPO4 and LiFePO4 Using Hybrid Density Functional Theory, Physical Review B, 83, 075112 (2011).


Near-field thermal radiation between two objects at extreme separations  
(DOE grant no. DE-FG02-02ER45977)

PI: Gang Chen, co-PI: Mehran Kardar  
Massachusetts Institute of Technology  
Cambridge, MA 02139  
E-mail: gchen2@mit.edu and Kardar@mit.edu

Program scope: This project aims to investigate both experimentally and theoretically heat transfer between two surfaces when their separation changes from physical contact to tens of nanometers. It combines experimental investigation on near field thermal radiation in nanoscale gaps with the development of theoretical models to describe heat transfer between two surfaces in near contact, via both radiation and conduction mechanisms.

Recent progress: To experimentally probe heat transfer across narrow gaps we use a bimaterial AFM cantilever, which is made by two materials with different thermal expansion coefficients. This measurement technique uses the deflection of the cantilever due to mismatched thermal stresses to measure heat transfer and temperature change. Using this experimental technique, we previously measured near-field thermal radiation for sphere-plate separations down to ~30 nm. We continued our experimental investigation by measuring near-field thermal radiation between a silica sphere and a silica substrate with separations as small as 1 nm. As we previously reported, the experimental results reasonably fit the theoretical calculation based on the proximity force approximation when the separation distances are larger than 100 nm. Below 100 nm, the experimental results start deviating from the theoretical calculation. Saturation in the near-field radiative conductance is observed below 30 nm. We have been investigating the possible reasons for this deviation, including the force effect, surface roughness, and the impurity of the sample material itself. The effect of the surface roughness is studied by doing measurements with spheres with varying surface roughness. The experimental results show that spheres with different surface roughness have very close near field conductance (Fig. 1a). Based on this result, hypothesis is made that the surface roughness has small influence on near field thermal radiation.

---

**Figure 1.** (a) Experimental results for near-field thermal conductance between a silica sphere (100 micron diameter) and a silica substrate for different levels of surface roughness of the sphere. (b) Optical microscopy image of a bi-arm cantilever, which prevents non-thermal bending effects by eliminating sample deflection and minimizing stray light absorption during heat flux measurements at the cantilever tip. Temperature difference between the sample section and chip base is maximized to enhance the sensitivity.
and we are continuing to cross examine the hypothesis by performing more experiments and improving the experimental system.

To measure near field thermal radiation more accurately, we have successfully fabricated and characterized a new type of cantilever which can decouple thermal and force signal to eliminate the parasitic deflection of the cantilever due to the force effect. In addition to enabling the force correction, the custom-designed bi-arm cantilever is over one order of magnitude more sensitive than current commercial cantilevers due to the significantly reduced thermal conductance of the cantilever sample arm. The proposed cantilever design is not commercially available and must be self-fabricated. By taking different material and process constraints into account, bi-arm cantilevers based on silicon nitride ($\text{SiN}_x$) and gold (Au) were created on a silicon (Si) substrate. The sample arm is made up of nitride while the detector arm consists of a nitride/gold bilayer. An additional metal absorber patch is added to the tip of the sample arm to allow for laser absorption during calibration process (Fig.1b). For quantitative thermal measurements, the system requires three calibrations: temperature calibration, heating laser calibration, and detector laser calibration. The thermal conductances of the different bi-arm cantilever sections are extracted based on the sensitivities determined in the calibration measurements. The thermal conductance of the sample section with the appropriate error propagation equals $G_S = 0.32$ W/K ± 0.04 W/K, which is much lower than that of the conventional triangular cantilever. The thermal conductance of the detector cantilever arm equals $G_D = 4.06$ W/K ± 9.48 W/K. This complete characterization enables the system to be used to measure near field thermal radiation more accurately from tens of nanometers down to direct contact. We are now using these cantilevers to conduct near-field experiment.

In parallel, the group of Prof. Kardar developed analytical/numerical tools to compute heat transfer in different settings, including rough objects at proximity. In particular, a small distance
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**Figure 2.** (a) Heat transfer near-field adjusted plot for a sphere in front of a plate for SiC (circles, left abscissa) and SiO$_2$ (squares, right abscissa), and . Exact numerical data, PTA and gradient expansion are shown as data points, solid red and dashed blue lines, respectively. Inset depicts the deviation of PTA from the exact data, where lines show the analytical form which follows from the gradient expansion. All curves shown depend only through . (b) Preliminary results modeling effect of roughness on near-field radiation heat transfer, showing drastic reduction of the divergence of heat transfer for sphere plate (red curve), due to modulations (blue for dome-like, or green for sharp pyramids) or roughness (magenta).
expansion for radiative heat transfer between gently curved objects was derived in terms of the ratio of distance to radius of curvature. A gradient expansion allows us to go beyond the lowest order proximity transfer approximation (PTA in Fig. 2a). The range of validity of such expansion depends on temperature as well as material properties. Generally, the expansion converges faster for the derivative of the transfer than for the transfer itself, which we use by introducing a near-field adjusted plot. Figure 2a demonstrates that the gradient expansion agrees remarkably with the exact numerical data for the case of a sphere in front of a plate. The expansion can be used to study arbitrary geometries, revealing the geometry dependence of the heat transfer at nano-scale.

When the spacing between two surfaces is less than the dominant wavelength of thermal radiation, heat transfer between the two surfaces can significantly exceed the blackbody limit. Radiative heat transfer at small spacing is described by Rytov’s fluctuating electrodynamics formulation, whereas in the contact limit, heat transfer is described in terms of heat conduction and phonon transport. Today there is no unified theory that can describe the power transferred between two bodies as a function of their separation down to the contact limit. We developed an approach using lattice dynamics and the microscopic Maxwell equations to bridge the theories of conduction and radiation. We incorporated both short range and long range forces in a state of the art atomistic Green’s function formalism to compute conjugate heat transfer due to both conduction and radiation. This is the first application of the Green’s function formalism to compute energy transmission including long range forces. Through this approach, we developed a comprehensive atomistic scale framework for predicting the interplay of short range and long range forces in transferring heat across very small gaps. This model is unique in that it is applicable for large gap spacing down to the contact limit, thus providing a unified theory of conduction and radiation. By using the developed model, we compared the transmission for the case of perfect contact with the one when a gap is introduced between two slabs. It can be seen in Fig. 3a that transmission drops sharply for the case of a gap. The integrated conductance data for several gap thicknesses shown in Fig. 3b, offers insight into the behavior of heat transfer as the slabs are spaced further and further apart. Our next steps is to extend the calculations for larger spacings, and to validate the model in this regime to the existing continuum approach based on fluctuating electrodynamic theory.

Figure 3. (a) Comparison of the integrated transmission for the cases of perfect contact (top) and for a gap of 2 atomic layers (bottom). A gap leads to a dramatic reduction in transmission and shifts the dominant modes that transmit from the acoustic regime to the optical regime, indicating the significant role played by long range electromagnetic forces. (b) Variation of the heat conductance as a function of the separation between two slabs. Increasing the separation diminishes the interaction forces, leading to the observed behavior above.
based on macroscopic Maxwell’s equations.

**Planned activities:** Our next steps include improving the accuracy of experiments to obtain reliable data on both near-field conductance and force by using bi-arm cantilever. On the theoretical part, we will extend the model that bridges conduction and radiation to dielectric materials. This will allow a direct comparison between theory and experiments, with the goal of furthering our understanding of heat transfer at nanometer length scales. A general method to compute heat transfer between curved and rough surfaces is also under development. While based on PTA, the approach provides in some cases exact asymptotic behavior, and in other cases qualitatively correct results, at short distances. The examples in Fig. 2b indicate the drastic reduction of the divergence of heat transfer for sphere plate (red curve), due to modulations (blue for dome-like, or green for sharp pyramids) or roughness (magenta). We are working out relations which allow inferring the of equilibrium properties from equilibrium fluctuations.

**Publications:**


Program scope: Compounds of interest for ion storage in advanced batteries frequently exhibit phase transformations, driven by large and variable electrochemical driving forces inherent to practical use. The scope of this program is to develop a predictive understanding of the interaction between materials variables such as composition, crystallite size, especially at the nanoscale, as well as the electrochemical conditions driving the phase transition. This will be achieved through a combined experimental-theoretical study carried out by MIT and Lawrence Livermore National Laboratory using phospho-olivine materials, LiMPO$_4$ ($M = Fe, Mn$) as the main model system.

The phospho-olivine materials are attractive positive electrode materials for rechargeable Li-ion batteries due to their high theoretical capacity, high lithium intercalation voltage, excellent power performance and high stability. LiFePO$_4$ is already widely utilized in power tools, electric vehicles and grid stabilization applications at up to MWh scale. The delithiation in this material typically occurs via a first order phase transition from the lithium-rich triphylite phase, LiFePO$_4$ (LFP) to the lithium-poor heterosite phase, FePO$_4$ (FP). Since the discovery of LFP as an electrode material much research has been devoted to elucidating the phase transformation mechanisms, which are of vital importance for practical applications as the reversibility and stability of the structural transformations determine the capacity, power, and lifetime of the system. Numerous models have been proposed to describe the phase transformation mechanism in LFP, including the core-shell model$^{1,2}$, various phase boundary migration models$^{3-5}$, solid-solution models$^{6,7}$ and spinodal-decomposition models$^{8-10}$. It is hotly debated which is the “correct” model.$^{11}$ Limited experimental evidence exists to support some of the models, and where experimental data exits, the material composition, particle size and shape, structural defects, or electrochemical conditions such as applied overpotential differ.$^{12}$ It is not necessarily the case that there is a single correct model; more than one may be applicable depending on experimental conditions. Hence, in order to resolve these controversies and obtain a predictive understanding of mechanism(s) in phospho-olivines, it is necessary to investigate phase transformation behavior while systematically moving through the relevant parameter spaces.

Within this program several projects have been initiated: 1) Electrochemical driven phase transitions in LiMn$_x$Fe$_{1-x}$PO$_4$, 2) Time dependent stability and structural evolution of disordered and amorphous phases in nanoscale olivines, 3) In situ TEM investigations of phase transformations in phospho-olivines and 4) Structural analysis of nanoscale olivine cathodes after extensively cycling in commercial Li-ion cells. Wherever possible, multiple structure analysis techniques are being used, taking advantage of the various DOE beamlines, including in situ powder X-ray diffraction (PXD) at X14A, NSLS, BNL, ex situ PXD and pair distribution function (PDF) data at ID11-B, APS, and ex situ PDF at NPDF, LANL. In this abstract we mainly focus on our recent progress within project 1.

Recent progress:

**Electrochemical driven phase transformation in LiMn$_x$Fe$_{1-x}$PO$_4$**

The Mn-based olivine LiMnPPO$_4$ has a voltage plateau around 4.1 V vs. Li/Li$^+$ compared to 3.45 V for LiFePO$_4$, and therefore has substantially higher energy density as a battery cathode. Unfortunately, LiMnPPO$_4$ exhibits slow charge-discharge kinetics even at nanoscale particle size, which has prevented its commercial use. However, with even a modest Fe addition, nanoscale LiMn$_x$Fe$_{1-x}$PO$_4$ (LMFP) exhibits...
amongst the highest rate capabilities of all the olivines. This has been explained by the existence of an intermediate solid solution (here denoted L,MFP, y = Mn-content) that reduces the misfit strain by breaking the single phase transition (observed for LFP) into two stages, first a transition of MFP to an intermediate phase L,MFP, then between L,MFP and L,MFP.\textsuperscript{13} However, at this stage there is still no clear conclusion as to whether the transformations are two-phase first-order reactions or involve formation of a metastable solid solution. Significant discrepancies are found in the literature between the (x,y)-phase diagrams for Li,Mn,Fe\textsubscript{1-y}PO\textsubscript{4} determined experimentally (by chemical delithiation) versus computationally.\textsuperscript{14,15}

Here we investigate a series of Li,Mn,Fe\textsubscript{1-y}PO\textsubscript{4} (y = 0.1, 0.2, 0.4, 0.6 and 0.8) powders with particle size of ~50 nm (based on BET surface area). This system allows systematic exploration of phase space by varying lithium concentration (e.g. with electrochemical cycling) as well as Mn:Fe ratio. A systematic study of the effect of applied over- and undervoltage (OV and UV = E\textsubscript{appl} − E\textsubscript{eq}) on the phase transformation during charge and discharge, respectively has been conducted using \textit{in situ} PXD at beamline X14A, NSLS, BNL.

Fig. 1 Example of typical \textit{in situ} PXD data for LiMn\textsubscript{0.4}Fe\textsubscript{0.6}PO\textsubscript{4} at selected state-of-charge (SOC) measured during charge (A) and discharge (B) at OV/UV = +/- 422 mV. Charge and discharge were each carried out in two potential steps, i.e. at the selected OV/UV over/below the OCV for the Fe\textsuperscript{2+}/Fe\textsuperscript{3+} (3.473 V) and Mn\textsuperscript{2+}/Mn\textsuperscript{3+} (4.046 V) plateaus, respectively. Each step as terminated when the current response decreased to C/50. The solid red lines indicate the expected positions of the (200) peak for the LMFP and MFP end-members, while the dashed red line indicate expected range for the observation of the (200) peak from the L,MFP solid solution intermediate (based on ref. 14).

Our main focus has so far been on the composition LiMn\textsubscript{0.4}Fe\textsubscript{0.6}PO\textsubscript{4} (i.e. y = 0.4), which has been studied under three different OV/UV conditions, i.e. +/-122 mV, 272 mV and 422 mV. During charge (Fig. 1 A) two-phase reactions are observed at both the Fe- and Mn-plateau, and the phase evolution from LMFP to L,MFP and L,MFP to MFP, respectively are found (by peak integration) to follow the binary lever rule. Hence, these results suggest that LMFP is less prone to exhibit crystalline-to-amorphous phase transformation as compared to LFP.\textsuperscript{16} It should be noted that L,MFP exhibits pronounced solid solution
behavior at the Mn-plateau observed by peak broadening and change in position towards that of MFP. This indicates that the Li-miscibility gap between L\textsubscript{y}MFP and MFP is significantly smaller than that between L\textsubscript{y}MFP to L\textsubscript{y}MFP or that in LFP-FP.

However, a significantly different phase transformation sequence is observed during discharge (Fig. 1B). The relatively sharp MFP peak formed during charge changes position continuously with decreasing state-of-charge (SOC), indicating formation of a continuously varying solid solution. Moreover, starting at 90% SOC, a broad shoulder is observed at lower 2theta compared to the MFP peak. The 2theta position is higher than that of the L\textsubscript{y}MFP intermediate phase, suggesting that it has an even greater concentration of Li vacancies. This peak broadens significantly upon discharge until between 40 and 30% SOC it becomes hardly distinguishable from the background. The phase responsible is most likely a crystalline phase with large local variation in Li concentration rather than an amorphous phase. At end of discharge, a broad peak appears, located between the positions of equilibrium LMFP and the lower end of the solid solution range for L\textsubscript{y}MFP expected from the published experimental phase diagram.\textsuperscript{14} Thus this also appears to be a metastable crystalline phase with significant local variations in composition.

We have therefore observed, firstly, that the electrochemically-driven phase transformation is highly hysteretic between charge and discharge, and secondly, that two different metastable and locally non-uniform solid solution compositions form upon discharge. The phase transition sequence upon discharge may be correlated with the high rate capability of nanoscale LMFP, since the broad peaks and extended solid solutions occurring during each step in the two-stage transformation (MFP to L\textsubscript{y}MFP and L\textsubscript{y}MFP to LMFP) imply reduced misfit strain if the co-existing phases exist in the same particles.

We have observed very similar results for experiments conducted at lower OV and UV, as well as at different C-rates, the only difference being that the UV appears to affect the Li-content in the L\textsubscript{y}MFP solid solution, especially at high SOC. The hysteresis in phase transformation behavior between charge and discharge may also explain the shape of the voltage curves obtained by galvanostatic cycling of these materials, i.e. during charge all compositions reveal two well divided plateaus suggesting two first-order phase transformations as observed by PXD, while during discharge the plateaus are only partly resolved and for large regions, especially at low SOC, the voltage is observed to decrease continuously.

To investigate the equilibrium phases in a wide (x, y)-space, \textit{ex situ} PXD data was measured at beamline ID-11-B, APS. Samples of Li\textsubscript{x}Mn\textsubscript{1-x}Fe\textsubscript{y}PO\textsubscript{4} (y = 0.1, 0.2, 0.4, 0.6 and 0.8) with varying x were prepared by electrochemical Li extraction or insertion at 1C. \textit{Ex situ} PXD was measured approximately one week after sample preparation, hence allowing for long relaxation times towards equilibrium phases. From the data a (x, y)-phase diagram for Li\textsubscript{x}Mn\textsubscript{1-x}Fe\textsubscript{y}PO\textsubscript{4} has been constructed (Fig. 2). This study revealed significant differences between the phases observed during dynamic cycling conditions \textit{(in situ)} and after relaxation \textit{(ex situ)}. For example, for y = 0.4, two-phase first order reactions are observed \textit{in situ} during charge (Fig. 1A), while single phase solid solutions are observed over the entire Fe-plateau by \textit{ex situ} PXD. This suggests that two coexisting phases, LMFP and L\textsubscript{y}MFP, may relax to one equilibrium solid solution of composition Li\textsubscript{x}Mn\textsubscript{1-x}Fe\textsubscript{y}PO\textsubscript{4}. Also, the crystalline phase with large local variation in Li concentration, observed \textit{in situ}
during discharge (Fig 1B) is found to relax into a solid solution of homogeneous Li-content (i.e. sharp diffraction peaks). For the majority of samples *ex situ* PXD shows no hysteresis between charge and discharge. Only for $y = 0.2$ minor hysteresis is observed at $x\sim 0.82$.

This clearly underlines the importance of observing these phenomena *in situ* to understand phase transformation behavior during real-world use, and points to the metastability of the phases obtained during dynamic cycling conditions, i.e. two coexisting phases. Metastability and time-dependent evolution may explain the significant differences between experimental and computational phase diagrams.

**Future plans:**

In order to gain more detailed insight into the structural changes during dynamic electrochemical conditions, *in situ* PXD will be measured for LiMn$_{1-y}$Fe$_y$PO$_4$ compositions ($y = 0.1$, 0.2, 0.4, 0.6, 0.8 and 1) during galvanostatic charge and discharge at selected C-rates at BM-17, APS (March 2013). The data will be collected using an image plate detector, which will allow for high time resolution and collection of data over a wide 2theta range, providing data suitable for analysis by Rietveld refinement. *In situ* powder neutron diffraction experiments will be performed at BL-7, ORNL (May 2013). The latter experiments are expected to first and foremost provide insight into the existence and effects of structural defects and disorder. Further PDF experiments are being planned to target the structural changes leading to instability in the composition space of high Mn- and low Li-content. In addition to these experiments conducted at DOE facilities, electroanalytical experiments such as GITT and PITT are being conducted at MIT, which will provide insight into transformation rates, limits of solid solution, and barriers to transition. And, we can already anticipate that the complex behavior observed experimentally will require new features in the corresponding theoretical models, under development with our colleagues at LLNL.

In parallel, we are initiating *in situ* TEM studies at EMSL, PNNL (April 2013) on the same family of olivines. *In situ* TEM has recently been successfully used to investigate lithiation-induced behaviors of high capacity anode such as Si and SnO$_2$. However, our initial studies at MIT show that it is quite challenging to apply this state-of-art technique to cathodes where the transformation strains are significantly smaller. Using the superior instrumentation available at EMSL we expect to resolve phase transformation details of cathode materials in real time. LiFePO$_4$, LiMn$_{1-y}$Fe$_y$PO$_4$, and oxide spinels, e.g. LiNi$_{0.5}$Mn$_{1.5}$O$_4$ are targets for this study.

During fall 2012 we obtained *in situ* PXD data at NSLS providing evidence for metastability of amorphous intermediates in LFP cathodes during charge, i.e. recrystallization is observed during OCV conditions. Further *in situ* PXD experiments will be conducted at NSLS (March 2013) with the aim of studying the time-dependent structural relaxation of amorphous LFP phases. We have also initiated a study of size- and temperature-dependent phase behavior in LFP by *in situ* PXD (at NSLS). It has been suggested that the Li-miscibility gap will disappear at ~50 °C for doped nanoscale LFP, but this has never been demonstrated experimentally.

Finally, structure data on the electrodes in commercial nanoscale olivine Li-ion cells before and after many thousands of cycles, representing in-field service of an EV over its projected life, have recently been obtained. These results will show in detail the extent of structural stability of intercalation electrodes after an entire life cycle, and are the first of their kind.

**References**
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Program Scope: Spintronic phenomena, most notably giant magnetoresistance (GMR) in metallic multilayers, tunneling magnetoresistance (TMR) in magnetic tunnel junctions (MTJ), and spin transfer torque (STT) effects, have provided some of the most exciting developments in condensed matter physics. Equal impressive, these discoveries have led expeditiously to important technologies. The spin-valve GMR field sensors earlier, and the MTJ field sensors more recently, are now in virtually all hard-drives. Magnetic random access memories (MRAM) are poised to be the universal memories with the unique attributes of non-volatility, high speed, and unlimited rewritability. However, the first-generation devices driven by magnetic field are not site specific and the second-generation devices driven by electrical current require very high current densities.

The next generation spintronic phenomena depend on new physics, new materials, new mechanisms, and new nanostructures. They transcend the present paradigm of spintronics based on metallic ferromagnets with in-plane magnetization, transmission of spin information via partially spin polarized currents, and altering the magnetic state with either a magnetic field or a current with large current density ($> 10^6$ A/cm$^2$). We exploit materials with perpendicular magnetic anisotropy (PMA), ferromagnetic insulators, voltage or electric field controlled phenomena and devices, novel Rashba and spin Hall switching, pure spin currents generated by charge current or heat current.

Recent Progress: A pure current can be generated by a few mechanisms that include spin Hall effect (SHE) and spin pumping. When a charge current of density $J_e$ traversing through a metal with strong spin-orbit coupling (SOC), the SHE generate a pure spin current $J_S = \theta_{SH} (\sigma \times J_e)$ in the transverse direction, where $\sigma$ is the spin polarization unit vector, and $\theta_{SH}$ is the spin Hall angle, which measures the efficiency of the conversion. Once generated, a pure spin current can be converted by the inverse spin Hall effect (ISHE) into a charge current and be detected by the charge accumulation on the sample edges. The ISHE has proven to be an indispensable tool for detecting pure spin current and confirming many pure spin current phenomena, most often employing Pt as the spin current detector.

Recently we have developed a new method to thermally inject a pure spin current using a ferromagnetic insulator into a number of 5$d$ metals (e.g., Pt and Au). The thermal injection method has the attributes of simple structure, very thin spin current detecting layer with a thickness comparable to, or less than, the spin diffusion length of only a few nanometers. We show that the thermal injection method can readily determine the sign of the spin Hall angle $\theta_{SH}$ and the determined $\theta_{SH}$ values are in good agreement with those determined by electrical means.

Future Plans: In spintronics, while the spin-polarized current enables the essential spintronic phenomena, the accompanying charge current generates heat. Indeed, the
large current density in spin transfer torque (STT) switching already threatens the integrity of the GMR or MTJ devices. The explorations of pure spin current are new advances.

A pure spin current carries no charge current. It efficiently delivers a maximal amount of spin angular momentum using a minimal number of charge carriers in a metal, or no carriers at all in an insulator. However, a pure spin current cannot be generated by electrical means except through a few special methods. In most cases, materials with a large spin-orbit coupling (SOC) play an essential role in generating, manipulating, detecting pure spin current, as well as controlling spin current devices. Some of our explorations include:

Rashba switching and spin Hall switching: We plan to study Rashba switching and spin Hall switching in suitable nanostructures. In these new mechanisms, unlike that in STT switching, the current does not flow through the device.

Thermally driven spintronic phenomena: Most electronic and spintronic devices involve electrical currents driven by electrical voltages. One can now in suitable situations use heat current to generate a pure spin current to explore new spintronic phenomena.

Voltage controlled spintronic devices: Recently we have demonstrated the first voltage-controlled spintronic devices consisting of MgO-MTJs using ferromagnetic layers with PMA [Nature Materials, 11, 64 (2012)]. We demonstrate site-specific switching using low voltages (<1.5 V), and mostly notably, with ultralow switching current densities (< $10^4$ A/cm$^2$), more than two orders of magnitude lower than previously achieved. We plan to exploit our initial success and further explore voltage-control spintronic phenomena and devices.
Program Scope

This program involves experimental studies of low-dimensional, bulk oxide conductors exhibiting extreme thermoelectric behavior. The investigations are motivated by preliminary research of the PI revealing a giant Nernst effect\(^1\) at low T in quasi-one-dimensional (Q1D) Li\(_{0.5}\)Mo\(_6\)O\(_{17}\) (“Li-purple bronze” or LiPB), and very large Seebeck anisotropy near room temperature in both LiPB and the Q1D perovskite-related compound, Sr\(_5\)Nb\(_5\)O\(_{17}\). It is argued that the novel characteristics of LiPB (Q1D electrons, large Fermi surfaces, bipolarity, low-D phonons, strong electron correlations) make it a model system for investigating the limits of conventional metals physics and the Nernst effect. Studies at room temperature and above are aimed at testing the PI’s hypothesis that extreme Seebeck anisotropy has its origin in interlayer (or interchain) resonant tunneling through defect states (e.g., via energy filtering). Additional studies are proposed to test recent band-structure predictions\(^2\) of extreme Seebeck (thermopower or TEP) anisotropy in the delafossite compounds, PdCoO\(_2\) and PtCoO\(_2\), for which interlayer transport is through coherent band motion.

While these compounds have in common highly anisotropic electronic structures, other, as yet unknown, material characteristics are clearly important to their extreme thermoelectric behavior. For example, TEP anisotropy of the magnitude observed is extremely rare in the many highly anisotropic bulk conductors that have been studied for decades (graphites, organics, other bronzes, cuprates, etc.). A central goal of this work is to determine which characteristics underlie this behavior by studying a spectrum of materials covering the range from coherent band to incoherent tunneling\(^3,4,5\) inter-layer (or inter-chain) transport. Insight from this work may help to inform the “rational design” of functional thermoelectric materials.

The physics and physical properties of the materials targeted for study overlap research interests in both the correlated-electron and thermoelectrics communities. The extreme thermoelectric effects being investigated have potential in thermoelectric applications (cooling, power generation, or energy detection). The surprising magnitude of the Nernst coefficient in LPB motivates proposed examination of its potential for application in Ettingshausen cooling. The PI’s thermal conductivity measurements suggest that its thermomagnetic figure of merit might be significantly enhanced through a reduction of the thermal conductivity transverse to its conducting chains. Partial chemical substitution at the Li site by more massive Na, K, or Rb ions is proposed as a means to achieve
the desired effect. In addition, these chemical substitutions provide a means to alter the distribution and/or energy of interchain defect states, thereby enabling tests of Seebeck anisotropy hypotheses.

Recent Progress

Seebeck anomaly correlates with Structural changes in LiPB

In parallel with our transport studies on the LiPB compound we have been using x-ray diffraction to determine lattice constants of individual single crystals. This work revealed a correlation between a large low-T (50 K) peak in the thermopower along the Q1D chains of LiPB and the crystallographic c-axis lattice parameter (Fig.’s 1). The c-parameter variations correlate with oxygenation (Fig. 2), suggesting that changes in the electronic structure associated with stoichiometric variations may explain the observations. Interchain couplings should be sensitive to lattice parameter variations, and thus oxygen content may tune the warping of the two Q1D Fermi surface sheets in this compound.

Extension of Seebeck and resistivity measurements to 500 K

We have completed construction of a high-temperature probe for measuring the thermopower and resistivity of small single crystals in vacuum to 500 K. Further modifications of the probe to extend the

---

**Fig. 1** Seebeck coefficient (TEP) versus temperature along the Q1D chains (b-axis) for LiPB crystals (letter labels). Open diamonds are data from Ref. 6. Inset: correlation between $T=50$ K peak in $S_b$ and c-axis lattice constant.

**Fig. 2** Correlation between EDS oxygen content and c-axis lattice constant for LiPB crystals. Arrows refer to specimens from Fig. 1.
measurement range to 800 K are in progress.

Preliminary measurements along (b-axis) and transverse (c-axis) to the Q1D conducting chains are shown in Fig. 3. The c-axis resistivity (right ordinate) exhibits metallic behavior at low T (dashed lines are linear-T), reaches a maximum near room temperature, and decreases with increasing T at higher T. This behavior has been widely observed for the interlayer or interchain resistivity in a variety of two-dimensional and Q1D metals, respectively. Thought to be associated with interlayer (interchain) resonant tunneling, the thermopower has rarely been studied in such a regime. For LiPB it is remarkable that the c-axis TEP becomes as large as 200 mV/K or more while the b-axis TEP continues its linear-T decrease. The anisotropy of the TEP is among the largest known for any material -- our most recent data (light blue circles in Fig. 3) indicate a maximum in the c-axis TEP near 440 K. We will explore the prospect of LiPB in energy detection utilizing the transverse thermoelectric effect.

**Future Plans**

Delivery of a new $^3$He probe and 5-T magnet system supported by this program is expected in late April. This system will enable us to study the low-T limiting behavior of the Nernst coefficient well below its zero-field superconducting transition near T=2 K where novel physics is suggested. We will begin investigating the Nernst coefficient and thermal conductivity of Li-substituted crystals. Measurements of TEP anisotropy at room temperature and above will proceed on LiPB and on other compounds targeted for study.

**DOE-Sponsored Research Publications**
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In Situ NMR to Understand Hydrogen Storage Chemistry

Mark S. Conradi

msc@physics.wustl.edu

Washington University Department of Physics, One Brookings Drive, Saint Louis, MO, 63130

Program Definition:

We have used NMR to gain understanding of simple and complex (ionic-covalent) hydrogen storage solids. These are static, often in situ NMR measurements taken at the reaction conditions, typically involving high temperatures and high pressures. The work described here builds on our group’s recent success with this technique in the discovery of a new mobile chemical species which evidently plays a key role in the dehydriding and rehydriding chemistry of NaAlH₄, the archetype of complex hydrogen storage solids. Other hydrogen storage compounds have also been explored in depth, and some of the pertinent results will be mentioned, though here we focus principally on our work with NaAlH₄.

Recent Progress:

Recent DOE funded work¹ revealed the presence of an apparent new chemical species found to form in NaAlH₄ treated to high pressures and temperatures. The species was termed S105 (named after its ²⁷Al chemical shift), and was found to persist at ambient temperatures and pressures. We have made an in-depth study of the S105 species, in particular of the influence of impurities on its generation. We have used various methods of spectroscopy to identify its origin and identity, and studied the changes in the dehydride/rehydride cycling behavior of NaAlH₄ when S105 is present in the compound.² We initially found that S105 can be reliably produced in undoped NaAlH₄ that has been briefly exposed to ambient air prior to heating above the 183 ºC melting point under 200 bar of H₂ pressure (T-P treatment). Figure 1a shows an ²⁷Al NMR spectrum obtained from a sodium alanate sample not exposed to the air before T-P treatment, while Fig. 1b shows that obtained from a sample that was air-exposed prior to T-P treatment. Further investigation revealed that exposure to water vapor in particular plays a key role in the generation of the mobile species. For example, sodium alanate exposed to any dry gas (helium, nitrogen, argon, oxygen, carbon dioxide) prior to T-P treatment show spectra similar to Fig. 1a, while samples exposed to the same gases that have first been saturated with water vapor show spectra similar to Fig 1b. S105 is also generated in samples that have been mixed with dry hydroxide powders before heating under H₂ pressure (so, similar to Fig 1a), but not in samples of sodium alanate that have been mixed with dry oxide powders (resulting in spectra similar to Fig. 1b). The oxides and hydroxides of Al, Mg, and Na were tested and all found to exhibit the same behavior. Samples doped with TiCl₃ or ScCl₃ prior to T-P treatment were also able to generate S105, though it is not known whether these samples also contained the small amount of hydroxides necessary to generate S105 alone.
Figure 1. $^{27}\text{Al}$ NMR (static) of samples at 22 °C after T-P treatment at 220 °C for 30 minutes under 210 bar of H$_2$ pressure. (a) NaAlH$_4$ sample unexposed prior to P-T treatment. (b) NaAlH$_4$ sample air-exposed prior to P-T treatment.

No matter which of the above methods is used to form S105, the Na$_3$AlH$_6$ peak is present with a comparable spectral intensity (area, or number of Al atoms) as that of the S105 resonance. Aluminum metal at 1640 ppm is generally found (after P-T treatment to 220 °C under 210 bar of H$_2$ pressure) whenever S105 is not evident. Either H$_2$O or NaOH can react with NaAlH$_4$ in strongly exothermic reactions,

$$4\text{H}_2\text{O} + \text{NaAlH}_4 \rightarrow 4\text{H}_2 + \text{NaAl(OH)}_4$$  \hspace{1cm} (1)

$$4\text{NaOH} + \text{NaAlH}_4 \rightarrow 4\text{NaH} + \text{NaAl(OH)}_4$$  \hspace{1cm} (2)

forming hydroxide (or new hydroxide) species. These resultant hydroxide species are, at least in principle, compatible with the ionic nature of the parent NaAlH$_4$. Thus, it seems most likely that hydroxides, not water itself, are the major players in the formation of S105. The addition of hydroxide, following Eq. (2), results in NaH; subsequently, the NaH can further react to yield the hexahydride evident in our spectra:

$$\text{NaAlH}_4 + 2\text{NaH} \rightarrow \text{Na}_3\text{AlH}_6.$$  \hspace{1cm} (3)

In the case of exposure to H$_2$O, reaction (1) results in hydroxide formation, which subsequently can yield NaH through (2) and Na$_3$AlH$_6$, through (3).

In attempting to identify and characterize the mobile S105 species, we used a variety of spectroscopic tools and characterization methods. X-ray diffraction on samples with and without S105 revealed no other crystalline chemical constituents apart from the Na$_3$AlH$_6$ evident in the $^{27}\text{Al}$ NMR. Raman and neutron spectroscopy on the same samples revealed the presence of amorphous hydroxide phases in the S105 bearing material, but no other chemical components apart from the sodium alanate and hexahydride companion in the S105 laden sample. DFT calculations were used to explore possible
atomic configurations, and concluded that only tetrahedral coordinations of AlH$_4^-$ ions can exhibit chemical shifts in the range were S105 is found. Finally, analysis of the field-dependent quadrupole-induced chemical shifts of the NaAlH$_4^{27}$Al MAS NMR at a variety of fields allowed us to show that the 101.6 ppm chemical shift of the S105 species is very close to that of the true chemical shift of sodium alanate (97.5 ppm), and almost identical to that of molten NaAlH$_4$. We therefore identify S105 as a very mobile version of NaAlH$_4$, with the mobility induced by the presence of hydroxide species in the samples. Despite the fact that S105 is simply NaAlH$_4$ in more rapid motion than the bulk, Fig. 2 shows that the presence of the S105 nonetheless has a significant positive effect on the rate of hydrogen evolution in undoped sodium alanate.

**Figure 2.** H$_2$ gas evolved from S105-bearing and non S105-bearing sodium alanate solids as functions of time at 175 ºC. Samples of approximately 1 g were heated into vacuum while the pressure buildup of H$_2$ gas was monitored.

Beyond NaAlH$_4$, we have recently examined other solid hydrides. These include the borohydrides LiBH$_4$ and Mg(BH$_4$)$_2$ which we have studied with the aim of better exploiting their large mass fractions of reversible hydrogen (14% and 15%). Simple ionic hydrides such as NaH have been studied and found to exhibit surprising atomic mobility in the presence of hydroxide impurities. Metallic hydrides such as palladium hydride and magnesium hydride were studied to determine their gas exchange rates, diffusion, and conductivity properties. Finally, more complex borane systems were studied in an effort to understand the volatile side products of their cycling properties.

**Future Plans:**

Figure 2 shows that the presence of S105 in NaAlH$_4$ enhances the hydrogen desorption kinetics in this material. As the slow rate of hydrogen evolution at reasonable temperatures is a major problem with many complex hydrides, we will examine other complex hydrides to see whether the mobile species are common to this class of solids. This will include other alanates (LiAlH$_4$, KAlH$_4$) because of their similar chemistry, and
the hexahydrides (Na$_3$AlH$_6$, Li$_3$AlH$_6$) because they are present whenever the alanates are cycled (or S105 is generated). The chemistry of the potassium system is the one most like sodium alanate but with the first dehydriding step at a higher temperature. LiAlH$_4$ has a small endothermic reaction enthalpy, so the equilibrium H$_2$ pressure of the first step is expected to be very high, suggesting very rapid dehydriding upon melting. Nevertheless, spectra of molten LiAlH$_4$ have been reported; it appears that surface contamination may prevent the rapid dehydriding of the liquid. We will exploit this method in trying to generate the analogue to S105 from molten LiAlH$_4$.
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Program Title: Characterization of Functional Nanomachines

Principal Investigator: M. F. Crommie

Mailing address: University of California at Berkeley, Physics Department, 366 LeConte Hall #7300, Berkeley, CA 94720-7300
e-mail: crommie@berkeley.edu

Co-investigators: C. Bustamante, M. L. Cohen, S. G. Louie, G. Marriott, A. Zettl

Program Scope / Definition: The overarching goal of this program is to explore the fundamental science of nanomachines that are engineered at the atomic scale and that have the ability to control energy and information through mechanical transduction processes. We are following two paths toward this goal. First, we are exploring naturally occurring biomotors to take advantage of the molecular mechanisms provided by Nature. Second, we are purposefully designing new synthetic molecular machines in a molecule-by-molecule fashion. This research helps to clarify the mechanisms by which nanomachines convert different forms of energy into directed mechanical activity, as well as how these processes are affected by different environmental dissipation mechanisms. The program is aimed at creating new categories of functional nanomachines, such as bottom-up fabricated synthetic molecular machines that operate on surfaces, top-down fabricated carbon-based nanomachines that exploit the electromechanical properties of nanotubes and graphene, and hybrid nanomachines composed of integrated synthetic and biological components. These efforts will help to form the basis of new molecular-mechanical nanotechnologies with applications in areas of importance to DOE.

This project has six co-investigators whose expertise span physics, chemistry, and biology. The experimental tools utilized by our collaboration range from synthetic chemistry, surface science, and scanned probe techniques (Marriott and Crommie), to photolithography, wet biology, and laser tweezers (Zettl and Bustamante). Cohen and Louie provide theoretical support through the use of ab initio density functional techniques and molecular dynamics calculations.

Recent Progress: We have made recent progress in a wide range of experimental activities that span synthesis and actuation of new nanomachine molecular elements, exploration of chemical-to-mechanical energy conversion in biomotors, and fabrication of nanotube-based nanomachines that operate on new nanomechanical principles (such as electromigration). Here I will highlight our activities in just one of these areas: optical actuation of molecular machine elements. The use of light to actuate molecular machines is an exciting topic because it has the benefit of not requiring nanoscale electrical contacts, of having extremely high bandwidth, and of having a wide range of optically active molecular candidates. Our work here is aimed at understanding and controlling the photomechanical properties of individual and combined nanomachine elements on different types of surfaces (including active surfaces). Recently we have made progress at developing a new STM-based technique for observing the response of molecular elements to infrared radiation (IR-STM), as well as exploring the behavior of molecular elements on electrostatically gated active substrates.

IR-STM (PROGRESS): The simplest molecular machine element is a single molecule adsorbed to a surface. To efficiently utilize such molecules for nanomachine applications we must be able to identify them, determine their surface conformations, and understand how they convert energy into mechanical (including vibrational) motion. Infrared (IR) spectroscopy is an extremely useful tool for extracting such information. A problem with applying it to molecular machines, however, is that it is an ensemble measurement with no spatial resolution. We have developed a new technique aimed to overcome this deficiency by combining scanning tunneling microscopy (STM) and infrared spectroscopy. This new technique, which we call “IR-STM”,...
utilizes infrared light to excite molecules adsorbed to a surface while STM is used to detect their oscillatory response. IR-STM marries the energy resolution of infrared spectroscopy with the spatial resolution of STM in order to give a combined picture of molecular resonant energy absorption and sub-nanometer spatially resolved structure.

A frequency-tunable IR laser was set up outside of a variable temperature ultra-high vacuum (UHV) STM in Crommie’s lab (in collaboration with F. Wang) and focused through a viewport onto a sample held at low temperature (T = 15 K) containing diamondoid molecules adsorbed onto Au(111) in submonolayer amounts (see sketch in Fig. 1). The STM tip was brought into tunneling position over the molecules and the IR light was swept through an energy range that includes the vibrational modes of these molecules. When the molecules on the surface absorb IR light in resonance with one of their mechanical modes, the photons’ energy is converted into mechanical vibrational energy. This oscillatory motion caused sub-Ångstrom expansion of the surface (“Z”), thus allowing the STM to detect the infrared modes of the adsorbed molecules. Fig. 1 shows an IR spectrum obtained in this way for [121] tetramantane diamondoid molecules (a simultaneously obtained STM image of the molecules can also be seen in the figure). The IR-STM spectrum is shown in red, whereas the IR spectral lines of bulk tetramantane are shown as blue dashed lines. The solid blue line shows the result of traditional inelastic STM spectroscopy (IETS) on the same molecule/surface system measured at a lower temperature (T = 5 K) and in the absence of IR light. The IR modes of the molecule are easily resolved by IR-STM, and clear differences can be seen between the IR-STM spectra and the bulk lines, showing the power of IR-STM to extract new spectral information. IR-STM is also seen to have significantly higher energy resolution compared to standard IETS (Fig. 1).

Nanomachine Molecules on Active Substrates (PROGRESS): Active substrates are surfaces whose properties can be dynamically tuned through an external control. By dynamically tuning active surface properties it should possible to tune the behavior of molecular machine assemblies bound to the active surface. An example of such a surface is the top of an electrostatically gated graphene field effect transistor. We have performed the first STM imaging of molecular adsorbates bound to the surface of a gated graphene device (Crommie, Zettl). Molecules provided by Marriott and F. Fischer were deposited onto our gated graphene devices in UHV and imaged using a cryogenic STM (Crommie). Fig. 2 shows an STM image demonstrating that BTC molecules form a well-ordered monolayer on a gated graphene/BN device (BTC = 3,3′,3″-(Benzene-1,3,5-triy)tris(2-cyanoacrylonitrile), BN = boron nitride). STM spectroscopy of BTC (Fig. 2) reveals that the LUMO state of this molecule can be controllably tuned (i.e., shifted relative to...
$E_F$) via application of a backgate potential. Gating can thus be used to vary the charge state of molecules adsorbed to graphene and, potentially, to control their nanomechanical response.

**Future Plans:** Here we highlight future plans regarding two topics in this particular area of our Nanomachines Program: (a) Single Molecule IR-STM, and (b) Molecular Machine Self-assembly.

**Single Molecule IR-STM (FUTURE):** Our goal here is to perform single-molecule-resolved IR spectroscopy on individual nanomachine elements. Our preliminary results (described above, see Fig. 1) are encouraging, but although we have achieved submonolayer detection sensitivity we have not yet achieved single-molecule sensitivity. We intend to increase the spatial resolution of IR-STM in order to directly observe how isolated single-molecule structures on surfaces absorb infrared light and resonantly vibrate in response. Success in this project would be a major breakthrough providing a significant new tool for understanding molecular behavior at the nanoscale. **Louie** has performed preliminary estimates of the magnitude of the IR-STM response for a single molecule and finds that it should be well within the signal-to-noise limits of a high quality STM. Performing IR-STM at the single molecule level would provide new information compared to standard STM inelastic tunneling spectroscopy (IETS) since standard IETS provides no direct photonic information (i.e., such as optical absorption, optical polarization dependence, optical intensity dependence, and optically-induced lifetime effects). The IR-STM signal, on the other hand, is governed by an optical matrix element and has higher energy resolution than IETS. IR-STM should also allow investigation of a wider range of molecular systems than single-molecule Raman spectroscopy, which is mainly limited to dye molecules. We have several strategies that we will pursue to increase our experimental signal-to-noise sensitivity in order to achieve our goal of single-molecule IR-STM: (i) improve IR-laser stability, (ii) reduce scattered light in our STM chamber, (iii) modify STM electronics to allow dynamic subtraction of surface background, (iv) modulate IR light to induce an IR rectification signal, (v) develop a fundamental theory to explain IR-STM molecular response (**Cohen, Louie**).

**Molecular Machine Self-Assembly (FUTURE):** Our goal here is to use “click-chemistry” to self-assemble a multi-molecule synthetic nanomachine at a surface using individual photomechanically switching molecular building blocks. We intend to covalently bond three different photomechanically switching molecules in a stepwise surface reaction to obtain a three-molecule synthetic nanomachine capable of converting optical energy into self-propelled uni-directional motion on a surface. Such a nanomachine would be a molecular inchworm crawler powered completely by light. This synthetic crawler would be capable of operating on a surface under non-physiological conditions. Demonstration of this type of nanomachine would be a significant breakthrough, as it would show a higher order of functionality than has ever been demonstrated for a synthetic molecular machine in a non-physiological, non-fluidic environment. The bandwidth (i.e., speed) of such a
nanomachine would not be limited by biological reaction times or catalytic activity, but rather by the intrinsic picosecond timescales of optical absorption and photo-isomerization. This is orders of magnitude faster than any known biological nanomotor or any known DNA-based nanomachine.

The inchworm will be composed of three components: a central “expansion/contraction” element and two “clamping” end pieces. The expansion/contraction element will be an azobenzene molecule (Fig. 3), capable of switching between cis (contracted) and trans (expanded) states when irradiated at wavelengths $\lambda_1$ (cis to trans) and $\lambda_2$ (trans to cis). The two clamping end pieces will be spiropyran molecules (Fig. 3) capable of switching between spiropyran (spiro1 and spiro2) and merocyanine (mero1 and mero2) states when irradiated at wavelengths $\lambda_3$ (spiro1 to mero1), $\lambda_4$ (mero1 to spiro1), $\lambda_5$ (spiro2 to mero2), and $\lambda_6$ (mero2 to spiro2). The clamping action will occur when the spiropyran is put into the merocyanine state, which lies flat and has a dipole moment an order of magnitude greater than spiropyran. Because of the flat geometry and large dipole moment, the merocyanine should bind to the surface (i.e., clamp) more effectively than the spiropyran isomer. Assuming the walker starts in a spiro1-azo(cis)-spiro2 state, then uni-directional inchworm motion will be induced by strobing the light source from $\lambda_1$ to $\lambda_6$ in order to cause the following actions: left-clamp ($\lambda_3$), expand ($\lambda_1$), right-clamp ($\lambda_5$), left-unclamp ($\lambda_4$), contract ($\lambda_2$), right-unclamp($\lambda_6$), and repeat. We have chosen azide-alkyne click chemistry and maleimide coupling (Fig. 3) to assemble this nanomachine because we want the coupling reactions to occur on ultra-thin insulating layers on metal in order to increase molecular photoactivity while retaining the ability to image the working nanomachine via STM.
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Program Title: Energy Transport in Graphene
Principal Investigator: Stephen Cronin
Institution: University of Southern California
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Program Scope or Definition
The objective of this proposed research is to develop a better understanding of phonon transport and coupled electron-phonon transport in graphene. As a monatomic layer of sp² carbon atoms, graphene is a promising material for future-generation energy-efficient electronic devices and thermal management solutions because of its superior charge mobility, mechanical strength, and thermal conductivity. This project aims to
(i) Clarify whether the flexural vibration modes make an important or negligible contribution to thermal conductivity of graphene.
(ii) Investigate the effects of inter-layer coupling, substrate interaction, stress and morphology on phonon transport in suspended and supported single- and few-layer graphene.
(iii) Characterize the interfacial thermal transport between supported graphene and underlying dielectric, metallic, and polymeric substrates.
(iv) Evaluate interfacial thermal transport between graphene and its surrounding gas environment;
(v) Determine whether or not coupled electron-phonon transport in graphene is highly non-equilibrium as in carbon nanotubes.
(vi) Reveal the effects of inter-layer coupling, substrate interaction, stress, morphology, and gas environment on electron-phonon coupling in graphene.

Recent Progress
Low-Frequency Acoustic Phonon Temperature Distribution in Electrically Biased Graphene:
We have measured the low-frequency acoustic phonon temperature profiles in electrically biased graphene using Raman spectroscopy and scanning thermal microscopy (SThM). The obtained temperature maps reveal bias-dependent hot spots in the operating graphene devices that were considerably smaller than those reported by infrared (IR) thermal imaging measurements. In addition, the high temperature sensitivity of the SThM technique allows us to examine the thermal behavior of the graphene device in the low-power density regime that was not accessible by the optical techniques due to limited temperature sensitivity. The measured acoustic phonon temperature was close to the anharmonic scattering temperature determined from the Raman peak shift on the same sample (Fig. 1b).

Figure 1. (a) Thermal images of a graphene device under different source-drain (V_DS) and gate bias (V_G) conditions, which result in different charge carrier distributions along the 6.7-µm long graphene. (b) Average graphene temperature rise measured by SThM and Raman G and 2D peak as a function of power density in the device.
Graphene-Silicon Schottky Diodes: We have fabricated graphene-silicon Schottky junctions, which exhibit rectifying behavior and finite photocurrents. Figure 2 shows a schematic diagram, optical microscope image, and SEM image of one such device. This device represents the simplest device we can make between graphene and another material and is an important first step in the eventual integration of graphene with silicon and fabrication of graphene-based heterostructures. In the device shown in Figure 2, the graphene forms a Schottky junction with the underlying silicon on the left, and an Ohmic contact with the Au on the right. In order to obtain a clean interface between the graphene and the underlying silicon, the native oxide is etched and the silicon surface is passivated using reactive ion etching (RIE) and wet chemical etching. The $I-V$ characteristics of this device exhibit rectifying behavior at zero and positive gate voltages (Fig. 3a). The $I-V$ characteristics of these graphene-silicon junctions can be actively tuned from rectifying to Ohmic behavior by electrostatically doping the graphene with a polymer electrolyte top gate. Over the applied gate voltage range, the low bias conductance can be varied by more than three orders of magnitude. By varying the top gate voltage from -4 to +4 V, the Fermi energy of the graphene is shifted between -3.78 and -5.47 eV; a shift of ±0.85 eV from the charge neutrality point. Since the conduction and valence bands of the underlying silicon substrate lie within this range, at -4.01 and -5.13 eV, the Schottky barrier height and depletion width can be decreased to zero for both n- and p-type silicon under the appropriate top gating conditions. $I-V$ characteristics taken under illumination show that the photo-induced current can be increased or decreased based on the graphene-silicon work function difference, as shown in Figure 3b. This unique ability to tune the work function of graphene is a direct result of graphene’s small density of states.

Negative Differential Resistance Observed in Suspended Carbon Nanotubes: The $I-V$ characteristics of carbon nanotubes observed at high bias voltages exhibit negative differential resistance (NDR) and thermal non-equilibrium phonon populations. Figure 7 shows a sudden drop in current or “kink” and NDR occurring above 0.4 V. The kink corresponds to the threshold for optical phonon emission, when the electrons gain enough kinetic energy to emit optical phonons. The optical phonons cause scattering in the nanotube, which lowers the electric current as the voltage is increased beyond 0.4 V. After subtracting the voltage drop across the contact resistance, the kink bias voltage is found to occur at 0.2 V, which corresponds to the optical phonon energy. The corresponding Raman data (also plotted in Figure 4) shows an abrupt downshift of the $G_\nu$ Raman mode at the position of the kink, which further corroborates the threshold emission of optical phonons. This behavior was observed consistently in a total of 25 nanotubes. In the proposed work, we will study the
coupled electron-phonon transport of tunneling heterostructures, which may exhibit negative differential resistance and non-equilibrium phonon populations.

**Optical Measurement of Heat Transfer at Nanoscale Interfaces:** We have developed a new optical method to measure the thermal interface resistance between CNTs and their surrounding gas environment using a two-laser technique. In this approach, the temperature of an optically-heated suspended CNT is measured using Raman spectroscopy in air and in vacuum, as shown in Figure 5. One laser focused on the center of a suspended CNT (bottom) is used as a local heat source, while another laser (top) is used to measure the spatial temperature profile along the CNT by monitoring the $G$ band downshifts in the Raman spectra. A constant temperature gradient is observed when the SWCNT is irradiated in vacuum, giving direct evidence of diffusive transport of the phonons probed by the Raman laser. In air, however, we observe an exponentially decaying temperature profile with a decay length of about 7µm, due to heat dissipation from the SWCNT bundle to the surrounding gas molecules. Based on the exponential decay curves measured in air, the heat transfer coefficient between the SWCNTs and the surrounding air molecules is found to range from $2.7 \times 10^3$ to $8.7 \times 10^4$ W/m$^2$·K. This measurement is insensitive to the thermal contact resistance, since no temperature drops occur at the ends of the nanotube, calibration of the $G$ band temperature coefficient. The optical absorption is also obtained from these results to be on the order of $10^{-5}$.

Using a similar approach, we have measured the temperature distribution of current-carrying, 5µm-long, suspended carbon nanotubes in different gas environments. At the same heating power, the measured $G$ band phonon temperature of the nanotube is found to be significantly lower in gaseous environments than in vacuum, indicating that approximately 57% of the heat dissipated in the suspended nanotube is removed by its surrounding gas molecules, and that the thermal boundary conductance is higher in carbon dioxide than in argon or helium, despite the lower thermal conductivity of carbon dioxide.

**Infrared Blackbody Emission Spectroscopy:** We have measured the thermal emission spectra from individual suspended CNTs under high voltage biases in the visible and near infrared wavelength ranges. Figure 6a shows an optical microscope image of one such nanotube suspended across a 2µm trench under high bias conditions. The corresponding thermal emission spectra, shown in Figure 6b, deviate significantly from normal blackbody emission (Plank’s Law) due to the $E_{11}^M$ optical transition in the CNT that is thermally driven under these high applied bias voltages. Semiconducting nanotubes exhibit a similar peak corresponding to the $E_{22}^{SC}$ transition. Nevertheless, accurate measurement of the electron temperature can be obtained above 800K. At these temperatures, the blackbody radiation spectrum peaks at a wavelength of 3.6 µm. However, it is not necessary to resolve this peak in order to determine the temperature accurately. Fan et al. have shown that accurate temperature measurements can be made from the intensity of blackbody emission at 980 nm, which can be easily measured in our spectrometer.
Future Plans

In the remaining funding period of this project, we will investigate non-equilibrium coupled electron-phonon transport in graphene and the effects of inter-layer coupling, substrate interaction, stress, morphology, and gas environment on electron-phonon coupling in graphene.

References to publications of DOE sponsored research that have appeared in 2010-2012 or that have been accepted for publication.

Proximity Effects in Charged Oxide Heterostructures
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Research Scope: This program studies how to control heterointerfacial charge in epitaxial complex oxide thin film heterostructures to beneficially increase ionic conductivity and influence ferroelectric behavior. We create charged interfaces to enhance mobile oxygen vacancy concentrations and suppress oxygen vacancy ordering. Polarization in ferroelectric layers is used to control interfacial charge and oxygen transport in adjacent ionic conductor layers. Conversely, we explore how the electrical boundary conditions imposed by charged interfaces impact polarization behavior in ferroelectric films. Proximity effects associated with charged interfaces are amplified when heterostructure layer spacings are reduced below distances where the charges at neighboring interfaces strongly interact. The resulting knowledge is furthering basic understanding of charge interactions near interfaces and has great potential to impact energy-related technologies.

Our approach employs forefront in-situ synchrotron x-ray scattering and spectroscopy techniques. We determine depth-resolved atomic-level structure and composition in real-time, both during thin film growth and post-growth, in the elevated temperature, controlled oxygen pressure conditions where behavior is most interesting. The model heterostructures we create are based on fluorite- or perovskite-structured materials. Growth techniques that enable precise control of each atomic plane in a growing heterostructure of these materials are employed, including a new capability in sputter deposition. X-ray characterization of interfacial structure/chemistry, strain/composition gradients, and defect behavior is combined with in-situ electrical characterization to provide unique insight into structure-property relationships. The program integrates experimental measurements with a theoretical effort that uses first principles calculations to elucidate the factors that control growth behavior and properties.

Recent Progress: Our program has made significant progress in using in-situ synchrotron x-ray techniques during growth and characterization of ionically conducting and ferroelectric thin film oxide heterostructures, complemented with first-principles computations that are revealing the energetics of polar interfaces. In the following, we describe two brief highlights of our recent progress that demonstrate capabilities and phenomena that will continue to be exploited in our future plans.

Oxygen Transport Behavior in Epitaxial Thin Film Heterostructures: Oxygen transport across interfaces is rate-limiting in many electrochemistry-based applications, adversely impacting performance in solar cells, batteries, and fuel cells, for example. Efficient energy conversion in those devices relies on limiting overpotential losses when charge is transported across interfaces. Understanding the series of electrochemical reaction steps associated with interfacial oxygen transport presents significant scientific challenges.

Oxygen transport behavior in thin film La$_{0.6}$Sr$_{0.4}$Co$_{0.2}$Fe$_{0.8}$O$_{3-d}$ (LSCF) heterostructures exposed to controlled perturbations of temperature, oxygen partial pressure, and electrical potential was investigated at the Advanced Photon Source. Applying electrical potentials across the heterostructures resulted in significant expansion or contraction of the out-of-plane LSCF lattice parameter (Fig. 1), indicating changes in the LSCF oxygen vacancy concentration. Oxygen transport across the LSCF/atmosphere interface was found to be rate-limiting under both cathodic and anodic conditions.

The results of this study, which were published in Applied Physics Letters (101, 051603 (2012)), provide needed fundamental insight into the electrochemical behavior of
interfaces in complex oxides. The techniques developed offer new avenues to study the electrochemical performance of surfaces and buried interfaces in thin film heterostructures.

**Equilibrium Polarization of Ultrathin PbTiO$_3$ Films with Surface Compensation Controlled by Oxygen Partial Pressure** In this study we discovered that electrochemical interactions with the environment strongly modify the phase transition behavior of ultrathin ferroelectric films. The results were published in *Physical Review Letters* (107, 187602 (2011)). In particular, we found that the film’s ferroelectric transition temperature and domain structure can be significantly varied by controlling the density of charged species at the film surface. The polarization structure of PbTiO$_3$ films was characterized as a function of film thickness, temperature ($T$), and the external oxygen partial pressure ($pO_2$) by *in-situ* synchrotron x-ray scattering at the Advanced Photon Source. By studying the structure of the film during cooling at different values of $pO_2$, we were able to construct a ($pO_2$, $T$) phase diagram for each film thickness (Fig. 2). We found that high or low $pO_2$ altered the sign of the charged species at the surface, and consequently led to positively or negatively polarized monodomain structures, respectively. However, intermediate $pO_2$ resulted in the formation of a 180° stripe domain structure with significantly suppressed paraelectric-to-ferroelectric transition temperature ($T_C$). The suppression of $T_C$ was found to increase as film thickness decreased. These results are in agreement with a thermodynamic model regarding the effects of surface electrochemical reactions on the ferroelectric phase transition. The phase diagrams established by this study show that the nucleation-free switching of ultrathin ferroelectric films we previously discovered is an equilibrium, rather than a kinetic, phenomenon.

Control of charge at interfaces is crucial to widespread energy technologies such as batteries, fuel cells, and catalysts. It is also key to modulating transport behavior in nanionic devices, a rapidly growing field of materials research. Progress in these areas depends on understanding the interaction between chemical environments and charged species. These studies of ultrathin ferroelectric complex oxides not only explored a potentially important new class of catalytic materials but also identified a new approach for understanding the strength of the interactions between external chemistry, surface charge, and polarization, enabling the development of a predictive model of behavior. Our discoveries suggest new pathways in which surface chemistry can be used to control the stability of ferroelectrics, and ferroelectricity can be used to tune the chemical reactivity of surfaces.

**Future Plans:** Our planned research explores promising opportunities for creating and characterizing new oxide heterostructures possessing enhanced material properties through control of heterointerfacial charge. Two examples of planned and on-going research are briefly described in the following.

**Enhanced Ionic Conductivity in Oxide Thin Film Heterostructures:** Modifications of interfacial charge to manipulate properties of the space charge layer provide a venue of changing transport properties in proximity of an interface. If the density of the interfaces is such that...

---

**Fig. 2** Temperature vs $pO_2$ phase diagrams for three thicknesses of PbTiO$_3$ on SrRuO$_3$, coherently strained to SrTiO$_3$ (001). Color scale indicates net polarization. Symbols show points measured and phase observed. Solid lines indicate $T_C$, and dashed lines are boundaries of 180° stripe domain regions.

**Fig. 3** Bader charge per plane (top) and DFT-optimized structure (bottom) of LaGaO$_3$/MgAl$_2$O$_4$ heterostructure. Dashed lines are for respective bulk oxides. The positive charge (top, circle) for the most favorable vacancy positions (bottom, squares) indicates that the vacancies are doubly positively charged and provide compensating charge to excess negative charge at the interface (blue line).
space charge layers overlap, one can expect emergent behavior of ionic transport properties that cannot be interpolated from the bulk counterpart behavior. One possible way of achieving enhanced in-plane interfacial ionic transport in systems is to induce oxygen vacancy enrichment layers. To guide and interpret experimental studies, we will explore computational models of such interfacial behavior. As an example, we consider LaGaO$_3$, which is a poor ionic conductor intrinsically, but exhibits a high conductivity with heterogeneous doping. Provided that a negatively charged interface with another material can be synthesized, one would expect an increased oxygen vacancy concentration in LaGaO$_3$ to provide charge compensation. A negatively charged interface between the spinel MgAl$_2$O$_4$ and perovskite LaGaO$_3$ would have only a limited number of possibilities for electronic compensation since each cation has only one valence state (Fig. 3). We will investigate different compensation mechanisms for excess negative charge at the interface to find conditions when the oxygen vacancy concentration in the interfacial region is increased and vacancy charge is retained.

Development of models based on first-principles calculations will help to create fundamental understanding of ionic transport in the vicinity of interfaces and to choose target materials and surface orientations for synthesis using computational materials design methods.

**Interplay between Ionic Conductivity and Ferroelectric Behavior:**
Studies of the interplay between different properties of complex oxides have drawn increasing attention in recent years. We have begun investigating coupled behavior in heterostructures containing a ferroelectric material in close proximity to an ionic conductor. Recent preliminary data (Fig. 4) indicate that the polarization in a ferroelectric PbTiO$_3$ layer affects the distribution of oxygen vacancies during growth of an adjacent layer of LaGaO$_3$. We will explore whether such heterostructures exhibit ionic conduction localized to the space charge region of the heterointerface, i.e., determine whether they show the ionic conduction analogue of the quasi-two-dimensional electron gas (q2DEG) behavior reported in oxide heterostructures such as LaAlO$_3$/SrTiO$_3$. Our studies will determine how changing the magnitude and direction of the ferroelectric polarization (by either changing pO$_2$ or an applied electric field) affect the oxygen vacancy distribution in LaGaO$_3$ and the resulting ionic conduction behavior. Both experimental and theoretical studies of heterostructures consisting of undoped LaGaO$_3$ layered with PbTiO$_3$ will characterize the polarization-induced changes in oxygen vacancy concentration and distribution, and determine the possible effects of ferroelectric polarization on ionic transport behavior. A key question that will be addressed is whether the oxygen vacancies induced in proximity to ferroelectric/ionic conductor interfaces are sufficiently mobile to contribute to altering the oxygen diffusion rate in the ionic conductor.

Studies of interface charge in heterostructures containing both ionically conducting and ferroelectric materials not only provide an opportunity to enhance ionic conductivity, but also are of interest because of the possible effects of interfacial charge on the behavior of the ferroelectric. We thus will also continue to investigate the behavior of PbTiO$_3$/YSZ heterostructures to determine the effects of ionic compensation on the switching behavior of PbTiO$_3$ films.

**Selected DOE Sponsored Publications (2010-2012)**

"In Situ X-Ray Studies of Oxygen Surface Exchange Behavior in Thin Film La$_{0.6}$Sr$_{0.4}$Co$_{0.2}$Fe$_{0.8}$O$_{3-δ}$", B. J. Ingram, J. A. Eastman, K.-C. Chang, S. K. Kim, T. T. Fister, E. Perret, H. You, P. M. Baldo, P. H. Fuoss, *Applied Physics Letters*, 101, 051603(2012).


Project Title: Nanophotonics-enhanced solar cells

DOE Grant: DE-FG02-07ER46426

Principal Investigators:

- Prof. Shanhui Fan, Professor of Electrical Engineering, Spilker Building, Room 314, Stanford University. Stanford, CA 94305. Email: Shanhui@stanford.edu
- Prof. Mark Brongersma, Professor of Material Science and Engineering, McCullough Building, Room 349, Stanford University, Stanford, CA 94305. Email: Brongersma@stanford.edu

1. Program Scope

The objective of our program is to develop a fundamental understanding of optical physics of nanophotonic solar cells from a wave-optics perspective, and to use this understanding to develop pathways towards ultra-thin high-efficiency solar cells with thickness on the wavelength or deep sub-wavelength scales. This objective is accomplished by a collaboration of theory and experiments.

In our theoretical efforts, we are developing a formalism based entirely on the electromagnetic modal structure of the solar cells. This approach has reproduced the conventional $4n^2$ limit for bulk solar cells, and moreover has pointed to the capabilities of ultra-thin nanophotonic solar cells to significantly exceed the conventional limit. In our experimental efforts, we have developed a testbed that enables systematic explorations of nanophotonic physics using very thin silicon photovoltaic structures. The combination of theory and experiments have enabled us to elucidate mechanisms of light trapping enhancement using aperiodic plasmonic structures on a ultra-thin silicon solar cells.

Building upon our previous accomplishments, in the next budget period we propose to direct the theoretical efforts towards understanding how nanophotonic engineering may impact both the open circuit voltage and the short-circuit current of ultra-thin solar cells. The theory efforts will be closely coupled with the experiments that explore a variety of ultra-thin absorber structures. The success of our project will open a pathway towards solar cell structures in a fundamentally different regime of performance as compared to conventional solar cells, with the potential to greatly enhance the efficiency/cost ratio.

2. Recent Progress

2.1. Thermodynamic constraint on broad-band light coupling

In the past budget period of 2007-2010 we have started the development of a light trapping theory based entirely on wave optics (Paper 1 in Section 4). However, the initial theoretical prediction was applicable only when the material absorption in the structure is infinitesimally small. For most of the solar spectral regime, solar cell materials have non-negligible absorption coefficient. Therefore, it is important to understand the upper limit of light trapping enhancement in the regime where material absorption is not infinitesimally small.

In this period we provided a definite wave optics theory of light trapping in the regime where material absorption is significant (Paper 12 in Section 4). In our statistical coupled mode formalism (Fig. 1a), each mode in the structure is characterized by both an intrinsic loss rate due to material absorption, and an external coupling rate due to radiation. Our key discovery here is to show that the external coupling rates are in fact subject to as an upper bound as dictated by the second law of thermodynamics. Using this upper bound, and combining with the statistical coupled mode theory formalism, we obtain the upper limit of light trapping absorption enhancement as: $A \leq \frac{ad}{ad + 1/F}$, where $F$ is the light trapping enhancement factor in the limit where the single pass absorption is infinitesimal, $ad$ is the single pass
absorption. This result is consistent with and generalizes over the conventional light-trapping theory in the regime of non-negligible single-pass absorption.

![Fig. 1. (a) Schematic of an optical resonance coupling with free space through the top surface. b) Solar absorber structure (with cut-out showing the scattering layer pattern). It consists of cladding layers (brown color) of thickness 125 nm and $\varepsilon = 12.5$. The cladding layers surround the 5 nm active layer (yellow color) of $\varepsilon = 2.5$ on both sides. Below the lower cladding layer, we place a 150 nm thick scattering layer with $\varepsilon = 12.5$ (green color), with an air hole pattern of 1200 nm periodicity etched into it. Below the scattering layer we place a perfectly reflecting substrate. Finally, on top of the structure is an optimized four layer anti-reflection (AR) coating (blue color). c) Absorption as the function of single pass absorption $\alpha_d$ of the active layer. The black black curve is for single pass absorption. Dots are simulated results for the structure shown in b. The red and green curves are the conventional ray optics limit and the theoretical limit for the structure in b.]

Our theory predicts that nanophotonic structure can achieve broad-band absorption enhancement beyond the conventional limit in non-negligible absorption regime. As numerical demonstration we consider the structure in Fig. 1b. The nanophotonic light trapping limit (green line in Fig 1c), and the actual simulated absorption (Blue dots in Fig. 1c) is indeed much higher than the conventional limit (red line in Fig. 1c) for most of the single pass absorption strength $\alpha_d$.

2.2. Optimized design for simultaneous anti-reflection and light-trapping

We have applied our theory of nanophotonic solar cells to the design of ultra-thin crystalline silicon solar cells (Paper 8 in Section 4). Commercial crystalline silicon solar cell has thickness of 100’s microns. However, there have been significant recent interests for the design of thin cell with a thickness of only a few microns for the purposes of cost reduction.

![Fig. 2. (a) Crystalline silicon thin film structure. Blue represents silicon. The nanocones are placed in a two-dimensional square lattice on both the front and the back surfaces. (b) The gray line is actual absorption spectrum, and the black line is spectrally averaged absorption, for the structure shown in a. The green line is the single-pass absorption for a silicon layer of 2 micron thickness. The red curve is the upper limit of light absorption when light trapping is performed on such a 2-micron thick silicon film.]

The goal of our design is to reach the theoretical limit for short-circuit current for such ultra-thin silicon structures. To do so, one needs simultaneously achieve two different objectives: broadband anti-reflection and effective light trapping. Since these two objectives have very different design considerations, we employ a double-sided grating design (Fig. 2a), with a front-surface grating optimized for anti-reflection, and a back-surface grating optimized for light trapping purposes. The resulting structure has a performance very close to the theoretical limit (Fig. 2b). When illuminated with AM 1.5 solar spectrum, our design has a predicted current density of 34.6 mA/cm², as compared to the theoretical light trapping limit of 35.5 mA/cm². We have therefore shown that, by reaching the theoretical limit of light-trapping enhancement, there is indeed great potential for ultra-thin solar cell structures to achieve substantial efficiency.
2.3. Aperiodic plasmonic nanostructures

In a collaboration between the Brongersma and Fan groups, we have demonstrated the significant benefits of engineering non-periodic particle arrangements for broadband light trapping in ultrathin solar cells (Paper 19 in Section 4).

The importance of some amount of disorder has a recognized beneficial effect in PV cells. However, there has not been systematic strategy currently available to achieve the best light trapping structures. Full-field electromagnetic simulations are unfortunately computationally too time intensive. We developed a semi-analytical light trapping model that allows for a more rapid optimization and a deeper understanding why some non-periodic arrays outperform others. This model allows us to relate light trapping enhancement to the Fourier spectra of different structures.

Fig. 3 schematically shows how the light trapping performance of different non-periodic light trapping layers on ultrathin crystalline Si films were quantified and compared. When the resulting structures are top-illuminated with sunlight, photocarriers are produced in the thin Si layer. These carriers can be extracted via laterally-spaced contacts. Photocurrent spectrum measurements facilitate a quantitative assessment of the spectral light trapping properties.

Fig. 3b shows the spectra for various light trapping structure as shown in Fig. 3c-f. We see that both the periodic and the quasi-periodic structure shows significantly enhancement over flat surfaces. The periodic structure features a few very sharp absorption peak, where as the optimal quasi-periodic structures shows a much wider set of peaks. This is expected as the multiple periods present in the spatial Fourier transform of the quasi-periodic grating enable effective coupling at many wavelengths. By integrating the spectral photocurrent we find that the periodic array gives rise to a 40 % increase in the photocurrent over the bare Si film. The non-periodic array does even better and provides an enhancement of 55 %. We have accounted such enhancement by showing that the quasi-periodic array has the optimal scattering strength profile. Our results therefore indicate the important advantage of aperiodic structure for light trapping enhancement.

3. Future Plan

We propose to continue to explore the optical physics of nanophotonic solar cells and ultra-thin absorbers. In the development of solar cells, there has been a continuous effort in seeking to minimize thickness of the cell while preserving the efficiency. In this regard, a fundamental question arises as to whether one can achieve broad-band absorption of light with active layer thickness that is far smaller than the wavelength of light, and even approaching single-atomic layer scale. We propose to use our understanding of absorption enhancement to push towards such a frontier in light management in ultra-thin absorbers. Also, both current and voltage characteristics of a solar cell are important. While the majority of the previous works have focused on optimizing for the the short-circuit current, there are in fact significant opportunities, especially in high-efficiency cells, to use the nanophotonic structure to control the open circuit voltage of the solar cell as well. Here we propose to develop a fundamental understanding of the basic thermodynamic constraints on voltage and current in nanophotonic structures.
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Abstract

“Elucidation of Hydrogen Desorption Mechanisms from Complex Metal Hydrides interacting with Carbon” Nanostructures

Jena, Purusottam

PROGRAM SCOPE

The goal of our project is to provide a basic understanding of the interaction of hydrogen with metal atoms supported on carbon nanostructures and examine their physicochemical properties. Our theoretical work is a joint effort with the experimental group of Dr. Ragaiy Zidan at Savannah River National Laboratory. This study is aimed at attempting to predict and control material properties at the electronic, atomic and molecular level that can form the foundation of new energy technologies. Research is aimed at developing and characterizing novel class of hydride materials based on metal-carbon nanostructures. The formation of these nano-composites (e.g. Na$_3$C$_{60}$) has been of great interest for many researchers in various fields, seeking nano materials with novel properties such as hydrogen storage, high ionic mobility, and superconductors. Our work involves hydrogen storage and other properties of a series of M$_x$-C-H$_y$ nanocomposites.

RECENT PROGRESS

The potential of a variety of nanostructures such as Li functionalized BC$_3$ nanotubes, Pd atoms adsorbed on activated carbon nano-fibers, Ti-doped nano-porous graphene, C$_{60}$ doped LiBH$_4$ and Li-N-H systems, Sc- doped phthalocyanine sheet, COF-10, Li$_3$N-based nanostructures, Li functionalized BC$_3$ nanotubes, functionalized boranes, highly porous borazine-linked polymers and Li$_8$C$_{60}$, for hydrogen storage, was examined. Several of these papers were published with experimentalists. The adsorbed metal atoms are found to store hydrogen in quasi-molecular form driven by the charge polarization mechanism introduced by the PI twenty years ago. The work on Li supported C$_{60}$ was in support of the recent experiment in Dr. Zidan’s group where the authors showed that Li$_6$C$_{60}$ can store up to 5 wt% hydrogen reversibly. We provided the theoretical understanding of the structure of Li$_6$C$_{60}$ and the sites hydrogen atoms bind to. A study of the energetics of the material revealed the manner in which hydrogen is desorbed and the energy necessary for the purpose. The PI also published an invited perspective in the Journal of Physical Chemistry Letters on Hydrogen Storage: Past, Present, and Future.

FUTURE PLANS

We are currently working with Dr. Zidan’s group on the structure and properties of a new hydrogen storage material KAl(BH$_4$)$_4$. This compound is made from mixing two well-known salts KBH$_4$ and Al(BH$_4$)$_3$. While the former releases hydrogen at elevated temperatures and the latter is a highly pyrophoric ionic liquid, KAl(BH$_4$)$_4$ is a much safer and more stable solid
compound at ambient temperatures. The electronic structure of this compound will be analyzed to study if this can be classified as a hypersalt recently postulated by the PI on the basis of the discovery of the hyperhalogens by the PI and his colleagues. Work is also planned to examine hydrogen storage properties of functionalized graphene. The role of defects in graphene as catalysts for the production of H₂ from water will also be studied.

REFERENCES TO PAPERS PUBLISHED in 2010-2012

Abstract

“Superhalogens and Beyond - Bare and Supported Clusters”

Jena, Purusottam

Department of Physics, Virginia Commonwealth University, Richmond, VA 23284-2000

pjena@vcu.edu

PROGRAM SCOPE

The goal of the project is to provide a fundamental theoretical understanding of the structure-property relationships of a novel class of highly electronegative clusters in the gas phase, study their interaction with support and counter-ions, and explore their potential as building blocks of materials with tailored properties.

The project exploits the unique size and composition specific properties of clusters in the atom-by-atom design of a new class of super- and hyperhalogens with unusual composition and properties. They are designed by using simple electron counting rules, such as the octet, 18-electron, and Wade-Mingos and are used to guide experimentalists in their focused discovery. It deals with four interrelated thematic areas: (1) Using first principles theory we design new highly electronegative clusters whose electron affinities far exceed that of chlorine and validate their properties by working closely with experimentalists. These species, called super- and hyperhalogens, usually consist of a metal atom at the core surrounded by halogen or oxygen atoms. Our goal is to see if super- and hyperhalogens can also be created without a metal, halogen, or oxygen atom by tailoring their size and composition and if their electron affinities can be pushed to values even higher than that currently known. (2) Next we identify suitable counter ions and explore the ability of their corresponding salts to store hydrogen. (3) Superhalogens with magnetic moments are designed using transition metal atoms as key components. (4) Using electronegative species as building blocks we explore the potential of multifunctional nanoparticles with Janus anisotropy for clean energy solutions.

RESEARCH PROGRESS

In addition to the work on super and hyperhalogens, we have also studied some problems that were motivated by either exciting experiments or by novel properties of matter at the nanoscale. These include: functionalized graphene, metal oxide clusters, magnetism of zero (clusters), one (nanotubes, nanowires), and two (monolayers) dimensional materials. Functionalized graphene with multifunctional properties were also examined. Working closely with experimentalists we have been able to identify a new class of magnetic superhalogens with composition (MnCl)xCl (x=1, 2, 3, ..).
Unlike conventional superhalogens that contain a metal atom at the core, the core of these superhalogens is $(\text{MnCl}_2)_x$ with each Mn carrying a magnetic moment of 5 Bohr magneton. Similar synergy has also led us to the discovery of hyperhalogens containing noble metal atoms (Cu, Ag, Au) at the core and BO$_2$ superhalogen moieties as ligands. Our efforts have resulted in 63 publications during 2010-2012 with three more articles in press. An invited perspective by the PI entitled “Beyond the Periodic Table of Elements: Role of Clusters” is scheduled for publication in the Journal of Physical Chemistry Letters in April 2013. This article describes the design of specific clusters as superatoms whose chemistry mimics that of an atom in the periodic table and demonstrates how superatoms can serve as building blocks of a new three dimensional periodic table. The article also summarizes the advancements that have been made in this field and the future challenges.

**FUTURE PLANS**

During the remainder of the project we will be studying an entirely new class of hyperhalogens that contain metal clusters or complexes as the core with BO$_2$ as ligands. The objective is to extend the limits of negative ions to complex species so that new salts with uncommon properties can be formed. One such class of materials is KAl(BH$_4$)$_4$ which is made from two well-known salts KBH$_4$ and Al(BH$_4$)$_3$. One can view KAl(BH$_4$)$_4$ as composed of a K$^+$ cation and Al(BH$_4$)$_4^-$ anion, the latter being as a hyperhalogen. These studies are complemented by simultaneous experimental investigations by our collaborators.

**PUBLICATIONS in 2010-2012**

*Due to space limitation the following list includes publications only in 2011 and 2012. The list of publications in 2010 (17 original papers, 2 review articles, and one edited book) can be obtained from the PI.*

37. Gupta, B. C., Konar, S., and Jena, P.: “Electric field induced metallic transition of (3,3) carbon nanotube supported on patterned hydrogen terminated Si(001)-1x1 surface”, J. Nanoparticles Research 14, 909 (2012)
Optical and Electrical Properties of III-Nitrides and Related Materials
Hongxing Jiang and Jingyu Lin, Texas Tech University
hx.jiang@ttu.edu; jingyu.lin@ttu.edu

Project Scope
Among the members of the III-nitride material system, boron-nitride (BN) is the least studied and understood. Due to its extraordinary physical properties such as ultra-high bandgap ($E_g \sim 6$ eV) and chemical stability, negative electron affinity, and a very large thermal neutron (0.025 eV) capture cross section, BN is very promising for applications of deep ultraviolet optoelectronic devices and solid-state neutron detectors to replace $^3$He gas detectors, which face serious issue of shortage. Moreover, hexagonal BN (hBN) has a close lattice match to graphene and is the most suitable substrate and dielectric/separation layer for graphene electronics and optoelectronics. Similar to graphene, low dimensional hBN is expected to possess rich new physics. Other potential applications of hBN include super-capacitors and electron emitters. However, our knowledge concerning the semiconducting properties of hBN is very scarce. The goal of this project is to study this “newest” family member of the III-nitride material system, hBN, and to address issues that have not yet been explored but are expected to profoundly influence our understanding on its fundamental properties and device applications. The research efforts include further development of epitaxial growth processes for achieving wafer-scale high crystalline quality hBN epilayers; to investigate the nature of band structures of different polytypes of hBN predicted by theoretical calculations; and to probe the two dimensional (2D) optical and electrical properties of hBN.

Recent Progress
- Achieved the synthesis by MOCVD of wafer-scale (2-inch) hBN epitaxial layers with high crystalline quality - reflected by the realization of the narrowest linewidth of x-ray diffraction ($0002$) rocking curve (<400 arcsec).
- Realized room temperature band edge emissions in hBN with very high emission efficiency. The observed band edge emission efficiency in hBN epilayers is more than two orders of magnitude larger than that in wurtzite AlN.
- Investigated novel optical properties of hBN resulted from its unique layered structure. We have shown that the large $p \rightarrow p$ transition rate combined with the large joint density of states of electron-hole pairs resulting from the 2D nature of hBN lead to high emission efficiency in hBN (in collaboration with Dr. Su-Huai Wei of NREL).
- Deduced exciton Bohr radius and binding energy in 2D hBN from the temperature dependent exciton recombinaction lifetime to be around 8 Å and 740 meV, respectively.
- Derived the effective masses of electrons and holes in 2D hBN from the dispersion relation of single sheet hBN to be $0.54m_o$, which is remarkably consistent with the 2D exciton reduced mass deduced from experiment.
- Demonstrated that hBN represents an ideal platform for probing 2D optical properties in semiconductors.

List of Publications (The following published works have acknowledged DOE support):
**Light Trapping and Solar Energy Harvesting with Photonic Crystals**

Sajeev John  
Dept. of Physics, University of Toronto, 60 Saint George St., Toronto, Ontario, Canada M5S1A7  
[john@physics.utoronto.ca](mailto:john@physics.utoronto.ca)  
www.physics.utoronto.ca/~john

We have demonstrated that using photonic crystal light trapping effects it is possible to reduce the optimal amount of silicon in a solar cell from over 100 microns to about 1 micron (with a slight reduction, 95%→85%, in the overall fraction of absorbed sunlight). Our conical nano-pore silicon photonic crystal absorbs more sunlight than proposed by the $4n^2$ Lambertian light trapping limit.

![Figure 1](image1.png)  
**Figure 1** Optimized slanted conical nano-pore photonic crystal yields MAPD of 36 mA/cm² with only 1 micron of silicon. Horizontal red arrows depict parallel to interface refraction of incident sunlight (downward arrows). Green circles depict optical cavity resonances where the electromagnetic Poynting vector exhibits vortex-like flow.

![Figure 2](image2.png)  
**Figure 2** Conical nano-pore photonic crystals consisting of one micron of silicon (left panel) reveal stronger light trapping than their nano-wire counterparts. Light absorption in the near infrared (850-1100 nm) exceeds the Lambertian statistical ray trapping (Yablonovitch) limit and yields a MAPD of 36 mA/cm² (right panel).
Our photonic crystal nano-pore solar cell designs, using only one micron of silicon, enable power conversion efficiencies in the range of 17.5-23% using lower quality silicon with a carrier diffusion length of only a few microns.

Our photonic crystal nanowire solar cell designs using only one micron of silicon enable power efficiencies in the range of 15-20% using lower quality silicon with a carrier diffusion length of only a few microns. For thick silicon solar cells similar efficiencies require very high quality (expensive) crystalline silicon with a diffusion length of about 100 microns.

**Figure 3** Solar cell geometry consists of modulated silicon nanowires placed on a perfect reflecting back contact and connected to a transparent upper ITO contact. The entire structure is encased in a SiO2 background that is weakly modulated at the top air interface. This modulation of the SiO2 packaging serves as a graded refractive index and offsets solar reflection from the ITO contact.

Photonic crystal designs for silicon-based solar cells (utilizing one micron of silicon) provide exceptional angular response to incoming sunlight. Unlike thick silicon solar cells that require mechanical tracking of the sun, our power conversion efficiencies remain in the 15-20% range even when incident (direct) sunlight impinges on the photonic crystal solar cell at an angle of 60 degrees relative to the normal.

**Figure 4** Left panel depicts the total solar absorption over the entire nanowire. Right panel depicts the maximum achievable photocurrent density (MAPD) assuming that all incident sunlight is collimated at a particular angle of incidence.
Figure 5 Comparison of solar cell power efficiencies in three geometries (each with 1 micron equivalent bulk thickness of silicon) as a function of the carrier diffusion length (measured in microns). For a diffusion length of more than 3 microns, the modulated nanowire photonic crystal achieves 15% power efficiency, whereas the optimized straight nanowire photonic crystal exhibits 12% efficiency. A solid film with (hypothetical) perfect antireflection coating and perfect back-reflector yields less than 6% power efficiency.

Using optimized GaAs photonic crystal nanowires and nano-pores, it is possible to absorb about 95% of available sunlight above the electronic band gap using only 200 nm equivalent bulk thickness of GaAs. With 200 nm of GaAs, the MAPD is nearly 28 mA/cm2. For 100 nm of GaAs, this MAPD drops only slightly to 25 mA/cm2.

Figure 6a depicts a MAPD map revealing maximal short circuit current of 27 mA/cm2 for the optimal lattice constant a=550 nm and upper slanted cone radius of 300 nm. Figure 6b depicts this structure placed in a solar cell architecture with 10 nm AlGaAs surface passivation layer, SiO2 packaging, a transparent ITO upper contact and a silver back-reflecting contact.

We studied various thicknesses of GaAs ranging from 50 nm to 500 nm and performed a similar optimization in each case. Unlike silicon, where the ideal thickness is about 1 micron, the ideal thickness of GaAs is 200 nm. Figure 7 shows that for very thin films (< 350 nm), the GaAs structure packaged with SiO2 performs better than the unpackaged structure. Moreover, our optimization reveals that the MAPD saturates to its highest value when the GaAs equivalent bulk thickness reaches 200 nm. Negligible improvement in MAPD is found using more than 200 nm of GaAs. By halving the amount of GaAs to 100 nm, a relatively large MAPD of 25 mA/cm2 is still obtained.
Fig 7 The maximum achievable photo-current density (MAPD) is plotted for various optimized GaAs slanted conical pore photonic crystals resting on a perfect metallic back-reflector for various choices of the equivalent bulk thickness of GaAs (effective width) ranging from 50-450 nm. The blue curve corresponds to photonic crystals packaged in SiO2. The red curve corresponds to no SiO2 packaging.

Photonic crystal based light trapping can improve the efficiency of dye-sensitized TiO2 solar cells by at least 33%. This is not as large an improvement as in the case of silicon solar cells. The reason for the diminished role of light trapping is the absorption profile of current dyes that absorb very strongly above a certain cut-off frequency and then absorb virtually nothing below the cut-off. A broader and more gradual dye spectrum would lead to greater synergy with light trapping mechanisms. The 33% improvement is nevertheless quite significant for this industry.

Cell geometry (not to scale) with linearly chirped sinusoidal modulation added to the lower portion of the nanotube array and triangular corrugation added to the air/glass interface. The modulation period increases towards the bottom of the array, with a constant amplitude. The height of the modulated region is set to 0.52 times the total array height. The corrugation has height h_c and period a_c. We study the cases a_c=a (shown on the left of the diagram) and a_c=a/2 (shown on the right).

8. S. Eiderman, Sajeev John, A Deinega, “Solar light trapping optimization in thin-film GaAs photonic crystals” to be submitted
Program Title: Bridging Atomistic and Continuum Scales in Phase-Field Modeling of Stressed Polycrystalline Materials
Principal Investigator: Alain Karma
Address: Department of Physics and Center for Interdisciplinary Research on Complex Systems, Northeastern University, 360 Huntington Avenue, Boston, Massachusetts 02115
Email: a.karma@neu.edu

Program Scope

This research focuses on the development of state-of-the-art scale-bridging phase-field methodologies to understand the physical behavior of stressed polycrystalline materials relevant for energy. A primary focus is the investigation of fundamental equilibrium and non-equilibrium properties of materials interfaces including solid-liquid interfaces, grain and compositional domain boundaries, and surfaces. This research takes advantage of a wealth of new observations from in situ imaging studies of those interfaces and recent advances in atomistic and continuum simulations. Conventional phase-field and phase-field-crystal (PFC) simulations are combined when possible with molecular dynamics (MD) simulations in an effort to bridge quantitatively atomistic and continuum length and time scales. MD simulations provide a direct quantitative link to interatomic force fields while PFC simulations access much longer diffusive time scales and provide a theoretical thermodynamics framework to understand generic behaviors. This makes the two approaches highly complementary. Specific phenomena under investigation include the formation of nanometer-thin intergranular liquid films at high homologous temperature and their impact on shear resistance that underlies important casting defects, fundamental mechanisms of curvature- and stress-driven grain boundary motion that impact the behavior of nanocrystalline materials, and the complex interaction of grain and compositional domain boundaries in the presence of large misfit strain. Multiscale modeling is expected to contribute new scientific understanding of interfacial processes relevant for the improved performance, design, and safety of diverse polycrystalline energy materials from structural alloys for the automotive and aerospace industries to energy storage materials.

Recent progress

**Premelting and shearing of hot grain boundaries in elemental materials and binary alloys.** The atomic structure of a grain boundary (GB) can exhibit pronounced disorder at high homologous temperatures. This structural disorder commonly involves the formation of nanometer-scale intergranular liquid films with liquid-like properties below the bulk melting point, a phenomenon commonly referred to as GB premelting. We have used PFC and MD simulations to investigate the equilibrium premelting and nonequilibrium shearing behaviors of [001] symmetric tilt GB at high homologous temperature in classical models of bcc Fe \[12,13\]. The premelting behavior was characterized using our previously developed methodology for computing the thermodynamic disjoining potential $V(W)$ as a function of the width $W$ of the disordered liquid-like intergranular layer. The derivative of this potential with respect to $W$ is a direct measure of the structural force between crystal-melt interfaces due to the spatial overlap of crystal density waves. We find that low angle GBs with misorientation $\theta$ less than about 15 degrees away from (100) or (110) planes display an
attractive potential with a shallow minimum (top of Fig. 1). Those GBs will therefore retain a finite layer width at the melting point, and remain “dry”. In contrast, GBs with a larger misorientation display a purely repulsive potential, and exhibit a diverging layer width at the melting point and become “wet”. The predicted misorientation ranges for dry and wet GBs PFC and MD simulations are in good agreement. We have also investigated the response to a shear stress of GBs as a function misorientation. We characterized this response by the coupling factor $\beta = v_n/v_\parallel$, which is the ratio of the normal GB velocity $v_n$ and the relative translation velocity $v_\parallel$ of two grains in a bi-crystal geometry, where the velocity is induced by an applied shear stress parallel to the GB plane. For small misorientation we find (Fig. 1) that the coupling factor follows well its geometrically predicted ideal value $\beta_{\text{ideal}}$ corresponding to a pure glide motion of dislocations. In contrast, for larger misorientation, we find that pure coupling only occurs for homologous temperatures below about 0.8. Above this temperature, GBs exhibit partial or complete sliding, with the range of misorientation corresponding to sliding increasing with temperature. These results establish a clear relationship between GB premelting and sliding for symmetric tilt GBs at high homologous temperature. Our ongoing extension of those studies to alloys have revealed a strong dependence of the disjoining potential on solute addition that can shift grain coalescence to lower temperature, thereby promoting hot tearing.

**New methodology for extracting grain boundary mobilities from equilibrium fluctuations.** In collaboration with Mishin’s group (supported by a grant in the Physical Behavior of Materials program), we have developed a new methodology to extract quantitatively the mobilities for GB migration (i.e. normal to the GB plane) and pure sliding from an analysis of equilibrium fluctuations [11]. Previous fluctuation analyses only predicted the migration mobility for high angle GBs that display an Edwards-Wilkinson $1/k^2$ capillary fluctuation spectrum. Our new results provide the means to also calculate the pure sliding mobility of those...
boundaries in response to a shear stress in the limit of vanishing driving force from an analysis of the random walk of the GB shear (i.e. the relative translation of the two crystals). They also provide the means to calculate the migration mobility for low angle GBs that display a distinct $1/k$ fluctuation spectrum dominated by elastic strain energy. These results shed light on the relationship between grain boundary fluctuation and motion coupled to shear deformation. Furthermore, they establish a new computational methodology for extracting nonequilibrium GB properties in the experimentally relevant limit of vanishing driving force that is notoriously hard to access by non-equilibrium MD simulations.

**Coupled motion of asymmetrical tilt grain boundaries: molecular dynamics and phase field crystal simulations.** In a collaboration with Mishin’s group, we have carried out a joint PFC and MD simulation study of the stress-driven motion of asymmetrical GBs [10]. Our first main finding is that the coupling effect exists for most of the asymmetrical GBs. Our second main finding is that the coupling factor $\beta$ exhibits a non-trivial dependence on both the misorientation and inclination angles. This dependence is characterized by a discontinuous change of sign of the $\beta$, which reflects a transition between two different coupling modes over a narrow range of angles. More importantly, we find that the magnitude of $\beta$ becomes large or divergent within this transition region. This divergence gives rise to a sliding-like behavior that is present even at low homologous temperature, in contrast to symmetric tilt GBs that only display sliding at high homologous temperature (cf. Fig. 1). The simulation results agree well with existing experimental measurements and also allowed us to identify different dislocation mechanisms responsible for the motion of asymmetrical tilt GBs in the absence and presence of dislocation climb.

**Novel surface modes of coherent spinodal decomposition.** In a collaboration with Ming Tang at LLNL, we have used linear stability theory and phase-field simulations to show that spontaneous phase separation in elastically coherent solids is fundamentally altered by the presence of free surfaces [9]. Due to misfit stress relaxation near surfaces, phase separation is mediated by unique surface modes of spinodal decomposition (Fig. 2). Those modes have faster kinetics than bulk modes and are unstable even when spinodal
decomposition is suppressed in the bulk. Consequently, in the presence of free surfaces, the limit of metastability of supersaturated solid solutions of crystalline materials is shifted from the coherent to chemical spinodal. Those novel surface modes are directly relevant to the phase separation kinetics of lithium-ion insertion electrode materials with a large misfit strain, and account for experimentally observed FePO$_4$/LiFePO$_4$ domains on the surface of thin plate particles. They are also more broadly relevant to nanostructured materials.

**Future Plan**
In our future studies, we plan to (i) extend our investigation of GB shearing to binary alloys for both symmetric and asymmetric tilt GBs, (ii) extend our new methodology to extract GB equilibrium and non-equilibrium properties from equilibrium fluctuations to GBs displaying mixed coupling and sliding behavior, (iii) use the identified dislocation mechanisms of GB motion for asymmetrical GBs as a basis to test the ability of the PFC approach to quantitatively model dislocation climb at high homologous temperature on diffusive time scales, (iv) extend the study of novel surface modes of spinodal decomposition to investigate the complex interaction of composition domain boundaries and GBs.

**References to DOE sponsored publications (2010-2012 and 2013 until 3/10/2013)**
Electron dynamics in nanostructures in strong laser fields

Matthias F. Kling
James R. Macdonald Laboratory, Department of Physics
Kansas State University, Manhattan, KS 66506
Email: kling@phys.ksu.edu

Program Scope

The goal of our research is to gain deeper insight into the collective electron dynamics in nanosystems in strong, ultrashort laser fields. The laser field strengths will be strong enough to pull out and accelerate electrons from the nanoparticles and to transiently modify the materials electronic properties. We aim to observe, with sub-cycle resolution reaching the attosecond time domain, how collective electronic excitations in nanoparticles are formed, how the strong field influences the optical and electrical properties of the nanomaterial, and how the excitations in the presence of strong fields decay.

Recent progress

Electron motion in condensed matter driven by intense light waves in the visible can proceed on attosecond timescales, where the propagation of electrons is restricted to nanometer dimensions. Laser pulses with well-defined electric field waveforms provide an ideal tool for manipulating this motion and offer unique spatio-temporal control on nanometer spatial and attosecond temporal scales [Hommelhoff et al.(2013)]. Such laser pulses in the few-cycle regime have been used to control the electron emission and acceleration from nanospheres [Zherebtsov et al.(2011)] and from nanotips and to control the electron emission from solids. Theoretical studies have furthermore predicted their application towards the control of the optical and electronic properties of solids [Durach et al.(2011)] and plasmonic fields in nanostructured surfaces for electron acceleration [Süßmann and Kling(2011)] and the generation of attosecond extreme-ultraviolet pulses [Yang et al.(2013), Feist et al.(2013)]. Consequently, the application of such laser fields to nanostructured materials has a high potential for the control of ultrafast nonlinear processes at the nanoscale, with important implications for enhancing laser-driven electron acceleration, the generation of extreme ultraviolet radiation at high repetition rates, and the design of lightwave driven electronic devices for information processing in optical communication.

The electric field of a laser pulse consisting of only a few optical cycles can be described as $E(t) = E_0(t) \cos(\omega t + \phi)$, where $E_0(t)$ is the amplitude envelope function, $\omega$ the angular frequency of the carrier wave, and $\phi$ the carrier-envelope phase (CEP). The field evolution of such ultrafast laser fields critically depends on the value of the CEP. Our previous work and most of the work of others was based on the generation of few-cycle laser pulses with well-defined waveforms employing CEP stabilization. Within the last year, in collaboration with Gerhard Paulus (University Jena) and others, we have developed and implemented single-shot carrier-envelope phase tagging in conjunction with 3-dimensional velocity map imaging as an alternative to the detection of CEP-effects implementing carrier-envelope phase stabilization [Rathje et al.(2012)]. As a result, we were able to significantly improve the signal-to-noise ratio in CEP-dependent measurements and acquire high-quality, long acquisition time measurements at kHz repetition rates for the first time. We will highlight the attosecond control of the electron emission and acceleration from nanoparticles, reported in [Zherebtsov et al.(2012)]. We are in the process of completing a new VMI setup for studies at higher intensities and we have built the first part of an attosecond infrastructure for studies with attosecond time resolution. The progress on both fronts will be reported.

Attosecond control of the electron emission and acceleration from nanoparticles

In our research on nanosystems, we have investigated the electron emission and acceleration from dielectric nanospheres in strong few-cycle laser fields. In our recent studies, intense $(1 - 4.5 \times 10^{13}$ W/cm$^2$) CEP-
stabilized laser pulses with a central wavelength of 720 nm and 5 fs pulse duration were focused onto a beam of 90 nm SiO$_2$ nanospheres [Zherebtsov et al.(2011)]. The nanoparticles were inserted into the gas phase by aerosol preparation and aerodynamic lens focusing and the momentum distribution of emitted electrons was obtained with a VMI spectrometer [Zherebtsov et al.(2011)]. By using a beam of isolated nanoparticles we can also explore the regime near, at and beyond the material damage threshold. The extremely short pulse duration of only a few cycles in our studies ensures that the electron dynamics responsible for the observed phenomena occurs before any nuclear dynamics. High kinetic energy electrons up to 100 eV were observed. The asymmetry of the electron emission in the direction of the polarization vector showed a pronounced CEP dependence in the energy range up to the cutoff energy [Zherebtsov et al.(2011)]. The intensity dependent measurements indicated a nearly linear dependence of the cutoff energy on laser intensity in the investigated intensity range with an average cutoff value of ca. 50 $U_p$ ($U_p$ is the ponderomotive potential of an electron in the laser field). This number is about a factor of five over the classical 10 $U_p$ cutoff for above-threshold ionization of atoms.

We have recently extended on these first results using our novel combined single-shot phase-tagged VMI approach [Süßmann et al.(2011)]. The phase-tagging approach allows efficient suppression of background contributions in the experimental data and the accurate retrieval of the CEP dependent electron yield amplitudes and phases for each point in the projected 2-dimensional momentum images. The advantage of working with the projected images is the absence of any assumptions on the symmetry of the electron momentum distribution, as imposed in the regular VMI-based photoemission analysis via the Abel inversion procedure. Furthermore, the direct analysis of the CEP dependent signal removes the cross-coupling of forward and backward emission channels in the usual analysis of forward-backward asymmetries.

The angle-resolved electron emission provided by the velocity-map imaging detection allows for a more detailed analysis of the CEP-dependent part of the electron emission. For each momentum projection on the detector plane, $(p_x, p_y)$, the CEP dependent electron yield was fitted with the function $A(p_x, p_y, \phi) = C(p_x, p_y) \times \cos(\phi + \Delta\phi(p_x, p_y))$. From this fit, angular resolved amplitude, $C(p_x, p_y)$, and phase, $\Delta\phi(p_x, p_y)$, maps of the CEP dependent part of the electron emission were obtained. To increase the signal-to-noise-ratio, the image data was binned with a bin size of 4×4 pixels (corresponding to an area of 0.03 a.u. × 0.03 a.u. in $p_y-p_x$ momentum space). The CEP-dependent electron yields and electron emission asymmetries excellently agree with the results from semi-classical meanfield Monte-Carlo simulations [Zherebtsov et al.(2012)], see Fig. 1. The comparison of the momentum-resolved amplitudes and phases of the CEP dependent signal to theory offers unprecedented insights into the underlying electron acceleration mechanisms. The symmetry of the amplitude and phase maps with respect to the direction of laser propagation demonstrates that the
nanoparticle response is not affected by field propagation and retardation effects in the investigated size regime. The overall structure and symmetry properties of the amplitude and phase maps in the direction of the polarization axis show the phase-selectivity of the emission from different sides of the nanoparticle and confirm that electron backscattering from the surface is the major process for the CEP dependent generation of energetic electrons.

**Velocity-map imaging of high-energy electrons from nanostructures**

Conventional velocity-map imaging (VMI) spectrometers with an einzell lens are typically able to image up to about 100 eV in electron energy while providing a resolution in the range of one percent or below. We have developed a new type of VMI with an achromatic thick lens to enable the detection of electrons up to 1 keV in energy with such a high resolution. The new design is advantageous for a range of experiments including high-energy electron imaging with mid-IR driver lasers and imaging high-energy electrons generated by field enhancement through nanolocalized fields near nanoparticles. In JRML we have designed and implemented a 'thick-lens’ velocity map imaging (TL-VMI) spectrometer. The thick lens design consists of 11 electrodes (compared to 3 in the standard design) as depicted in the Simion simulation of the design in Fig. 2. The extension of the spectrometer’s electric field allows for detecting charged particles with higher energies (up to 1 keV) with lower chromatic aberation using only up to 30 kV as the repeller voltage. Furthermore, simulations conducted by an REU student in the summer of 2012 have indicated that the resolution achievable with the TL-VMI is on the order of a few percent better than with the standard design. A full characterization of the TL-VMI and a technical paper on the design are underway.

![Figure 2: Schematic of the JRML 'thick-lens’ velocity map imaging (TL-VMI) spectrometer.](image)

**Work in progress and outlook**

We have built and successfully tested a single-shot CEP meter at JRML. The new laser lab together with the 10-kHz PULSAR few-cycle light source has been completed. Currently, in combination with the single-shot phase meter, phase-tagged measurements are being tested. For this purpose the PULSAR pulses have been compressed with a new set of chirped mirrors down to a regular operation with about 4 fs pulses. An extension of the present experiments towards higher laser intensities holds the promise of becoming a fruitful approach for investigating the onset of a highly nonlinear processes of the dielectric medium, such as field-induced metallization \cite{Durach et al. (2011)} or optical breakdown. Free nanoparticles will be particularly advantageous for exploring the nonlinear regime, as they provide constantly fresh samples for each laser shot. The CEP-dependent analysis used in our studies on the isolated 95 nm diameter nanospheres can further be applied to larger nanosystems, where the emission is expected to become asymmetric due to nanofocusing effects. Such experiments may elucidate the role of field propagation effects including nonlinear nanofocusing and local field distortions on the electron emission and acceleration.

We aim at tracing the electron dynamics in nanostructures with attosecond resolution using single attosecond XUV light pulses. In order to build a solid basis for our experimental studies, we have recently theoretically investigated the application of attosecond nanoplasmonic streaking for the real-time observation of collective electron motion in nanosystems for isolated nanoparticles \cite{Süssmann and Kling(2011)}. One of
the key aspects in traditional attosecond streaking on e.g. gas phase atomic targets is the spatial homogeneity of the driving laser field. In contrast, noble metal nanoparticles exhibit strongly enhanced, but highly localized optical fields, such that the assumption of spatial homogeneity is no longer valid.

Figure 3: (left) Attosecond nanoplasmonic streaking principle. (right) Simulated streaking spectrogram for 10 nm Au spheres. The red line shows the contribution of electrons emitted on axis with the laser polarization vector. From [Süßmann and Kling(2011)].

When applying attosecond streaking spectroscopy to nanoparticles, the spatial decay of the near-field into free space will govern the streaking process. The principle of attosecond nanoplasmonic streaking for Au spheres is shown in Fig. 3 (left) and also applicable to other materials and to clusters. A few-cycle near-infrared (NIR) pulse is used to excite the collective electron motion, causing higher field amplitudes near the sphere as compared to the excitation field. Electrons will be photoemitted in the presence of the near-field resulting from the collective electron motion by an attosecond extreme-ultraviolet (XUV) pulse and detected by a time-of-flight (TOF) spectrometer. The change in the final drift velocity of the photoelectrons is measured as a function of the delay between the plasmonic field (locked in time to the excitation pulse) and the XUV pulse. Fig. 3 (right) shows the results of Monte Carlo simulations for 10 nm Au particles [Süßmann and Kling(2011)]. The collective oscillations were induced by a 5 fs laser pulse with stable electric field waveform at 800 nm (at an intensity of $1.0 \times 10^{12}$ W/cm$^2$) and an attosecond XUV pulse at 105 eV with 200 as duration. The resulting streaking spectrogram allows for the full spatio-temporal retrieval of the plasmonic field and in turn the retrieval of detailed information about the collective electron motion (see also [Süßmann and Kling(2011)]).

We aim at the real-time monitoring of collective electron motion for the first time. Importantly, the simultaneous measurements of the laser electric field (via attosecond streaking) and of the nanoplasmonic field (via attosecond nanoplasmonic streaking) will allow very detailed insight into the strongly driven collective electron dynamics [Süßmann and Kling(2011)]. The observed sub-cycle resolved differences between the two fields can be compared to simulations, giving insight into the complex multi-electron behavior. We will probe the collective electron motion in nanomaterials, studies that may reveal completely novel insight into how nanolocalized fields build-up and decay in the presence of ultrashort and intense laser fields. An extension of our experiments towards high laser intensities holds the promise of becoming a fruitful approach for investigating the onset of highly nonlinear processes (see e.g. [Durach et al.(2011), Yang et al.(2013), Feist et al.(2013)]).
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Coupling electrons, phonons, and photon for nonequilibrium transport simulation
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Program scope

Time-dependent nonequilibrium transport in nanostructures offers a number of exciting basic science challenges, as well as real-world applications. While the low-field and steady-state quantum transport in nanostructures is theoretically well understood, there is incomplete theoretical understanding and a dearth of efficient computational techniques that can address time-dependent quantum transport in nanostructures, where electrons are excited either electrically (by applying a time-varying bias) or optically (by illumination with electromagnetic waves) and transport far from equilibrium that results from large applied biases or electromagnetic waves of high intensity.

In order to describe the generally time-dependent and far-from-equilibrium physics of the electronic system that is electrically or optically excited, a full picture of coupling between electrons, lattice, and electromagnetic wave dynamics becomes necessary. This three-pronged interplay, where simulations proceed in parallel at every time-step and drive each other, is what makes theoretical treatment of realistic transport problems far from equilibrium very different from the linear-regime transport and very challenging. This project addresses this knowledge gap.

The objective of this project is to develop a general and efficient multiphysics simulation framework where electron transport, phonon transport, and electrodynamics will be coupled self-consistently and provide insight into the time-dependent and nonlinear transport in optically or electrically excited low-dimensional electron systems. To achieve this objective, electronic transport [simulated by the Wigner Monte Carlo (WMC) technique] will be self-consistently coupled with the transport of phonons [described by the semiclassical ensemble Monte Carlo (EMC) technique] and electromagnetic field dynamics [described by the finite-difference time-domain (FDTD) technique and molecular dynamics (MD) for subgrid Coulomb interactions].

The proposed research program is organized into 3 thrusts, through which the expertise and tools will be developed gradually. In Thrust 1: Lateral transport, we investigate the electronic and optical response of quantum point contacts (QPCs) to GHz-frequency (microwave) illumination and ac biasing. In QPCs, quantum transport is nearly ballistic and the nonlocal nature of the density matrix plays a prominent role; it is a simple structure but with very rich physics, therefore ideal as a model system. In Thrust 2: Vertical unipolar transport, we address far-from-equilibrium transport in THz quantum cascade lasers. These structures are ideal test structures for the simulation of far-from-equilibrium vertical transport coupled with light as they operate at very high fields, while the electronic transport in them is decidedly quantum, with large coherent
currents. Finally, in Thrust 3: Vertical bipolar transport, we will address the interband transport in multijunction photovoltaics in the presence of light and significant nonequilibrium phonon generation.

The multiphysics simulation framework proposed here has the potential to greatly enhance our understanding of truly nonequilibrium, dissipative charge transport in semiconductor nanostructures in the presence of strong electron interaction with phonons and electromagnetic waves. The PI will also rely on established experimental collaborations for the validation of the proposed theoretical work.

Recent progress

The project commenced in September 2012, so we have just completed 6 months of the study.

In Year 1, under Thrust 1, we have started working on solving the Wigner transport equation (WTE) using the stochastic Monte Carlo technique for a simple two-barrier tunneling heterostructure (Fig. 1). Wigner transport equation is the quantum generalization of the semiclassical Boltzmann transport equation (BTE) and is capable of treating nonlocal phenomena such as tunneling. In the stochastic Monte Carlo implementation, ballistic transport and carrier scattering are treated in the same way as in the semiclassical Monte Carlo that solves the BTE. Nonlocal phenomena are captured though the use of the fast-varying “quantum potential” terms and the concept of affinity that is ascribed to each simulated particle, and whose sign captures the instantaneous deviation of the particle’s behavior from the semiclassical picture.

Another line of work actively undertaken in Year 1 belongs to Thrust 2 and is the development of a coupled simulation of “hot” electron and “hot” phonon transport in quantum cascade lasers, using fully coupled simulation of electron and phonon transport; this is the first simulation of its kind. The electronic simulator includes a k.p band structure coupled with a Poisson solver to find the confined subbands. In the Monte Carlo simulation of electron transport, carriers can move freely in the plane normal to the heterostructure growth direction and hop between confined subbands in the
growth direction. Electron-electron and electron-phonon scattering is accounted for. Every time an optical phonon is emitted or absorbed, this event is recorded and the full phonon distribution is updated. The nonequilibrium phonon distribution further affects the scattering rates, an effect that is accounted for self-consistently in the electronic transport simulation. Nonequilibrium optical phonons undergo scattering of their own, with the most important process being anharmonic decay of the slow optical into fast acoustic phonons (Fig. 2). This process is directly recorded in the simulation and the phonon distribution modified accordingly. While the coupling of electrons and optical phonons is implemented locally, at the level of a single QCL stage, globally the heat transport is captured using the finite element solution of the heat diffusion equation (Fig. 3), where the optical phonons generated by the hot electron system act as a source (Fig. 2).

**Future plans**

The work on electrothermal simulation of QCLs is expected to be completed by the end of 2013. RTD simulation with scattering included will be completed by the end of summer 2013, at which point the plan is to extend this work to full Maxwell-Bloch equations (essentially Wigner equations for multiple subbands coupled with the polarization vector) in order to work on the capability to capture the interaction with light. This step is critical for the completion of tasks in Thrusts 1-3.

Additionally, in the coming year we will start work on low-temperature quantum transport in split-gate quantum point contacts (QPC’s), fabricated on Si/SiGe 2DEGs, under illumination by microwaves as well as under ac biasing (part of Thrust 1). QPCs, quantum transport is nearly ballistic and the nonlocal nature of the density matrix plays a prominent role. The main questions are how do highly delocalized carriers, such as electrons in QPC at low temperatures, couple with light and how do they respond to time-varying biasing. To answer these questions, a simulation that couples Wigner function Monte Carlo of electron transport, capable of capturing quantum transport of delocalized carriers, with FDTD solution of Maxwell’s equations will be developed as the first fully self-consistent light/quantum transport simulation to date.
PROGRAM TITLE: Functional Imaging of Hybrid Nanostructures: Visualization of Mechanisms for Solar Energy Utilization
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PROGRAM SCOPE
The program goal is to isolate and quantify various steps in the energy conversion process, including geometrically and plasmonically enhanced absorption, the generation of carriers with excess energy, and the efficiency with which the carriers can move to and perform useful chemistry at interfaces. The project utilizes Raman scattering, multi-wavelength optical excitation, and electrical transport measurements of nanowire-based hybrid materials structures to resolve, in energy and space, the absorption of light, the generation of excess energetic charge carriers, and the efficiency of their separation to generate electrical and chemical energy. Single nanostructure measurements on model nanowire hybrid systems are being extended to liquid environments and ensemble measurements to establish relationships between nanostructure, electronic structure, and photoelectrical and photoelectrochemical activity.

RECENT PROGRESS

Light Absorption in Nanostructures (Nano Letters 12, 2266 (2012); Optics Express 20, 5127 (2012))
In nanostructures with dimensions that are a fraction of the wavelength, the absorption of light is strongly modulated as a function of diameter. For perfect spheres and cylinders, these effects are well described by Mie theory, but for ‘real’ materials electromagnetics simulations are necessary to quantitatively account for light absorption. Furthermore, single nanostructure absorption measurements are difficult to perform. One approach is scanning photocurrent microscopy, in which the photocurrent generated by a nanostructured device is assumed to be proportional to absorption. We have successfully implemented spectrally resolved SPCM as described further below. Another approach to understanding light matter interactions is Raman spectroscopy. Raman spectroscopy has the advantage of not requiring the formation of electrical contacts, and in addition it provides a very stringent test of electromagnetics modeling due to its dependence on the fourth power of the field. In a recent Nano Letters publication, diameter dependent Raman scattering measurements in single tapered silicon nanowires were quantitatively explained by modeling with finite-difference time-domain simulations. Single crystal tapered silicon nanowires were grown by homoepitaxial radial growth concurrent with vapor-liquid-solid axial growth (see figure above right). The degree of taper was engineered to produce multiple electromagnetic resonances separated by a distance exceeding the optical resolution. Multiple resonances along the nanowire were thereby induced by broad-band light absorption and scattering. Observed Raman scattering intensities for multiple polarization configurations were reproduced by a model that accounts for the internal electromagnetic mode structure of both the exciting and scattered light. These studies provide a benchmark for our ability to describe absorption in ideal nanostructures, forming the basis for modeling studies that inform the design of advanced light harvesting systems.
Raman scattering in single nanowires can be significantly enhanced by the intrinsic geometric resonances described above, but extrinsic effects including background scattering and laser-induced heating can limit the analysis of intrinsic properties. For example, subtle changes in line-shape due to doping induced Fano resonances, quantum confinement, and defects can be obscured by heating, and lowering the excitation power reduces the signal to noise. To produce more light with less heat, we showed that a thin dielectric coating could be designed and deposited to enhance the Raman signal in a single Ge nanowire by light concentration. By surrounding the nanowire with a solid coating rather than air or vacuum, one can achieve higher signal intensities with less heating. The results demonstrate a simple and effective method to extend the limits of Raman analysis on single nanostructures and facilitate their characterization, and were reported in *Optics Express*. The figure above shows (a) the SiO₂ coating, (b) the Raman enhancement image, (c) the enhancement in the spectrum, and (d), (e) the field concentration modeled by finite difference time domain simulations.

**Resolving Hot Electron Transport at Nanoscale Metal-Semiconductor Contacts (unpublished)**

Efficient charge injection and extraction through metal contacts to semiconductors is essential in most light emitting and solar energy conversion devices. Conventionally, internal photoemission spectroscopy (IPS) is used to measure the barrier height of Schottky contacts. However, the application of IPS has been limited to bulk and thin film semiconductor/dielectrics. As existing models of electrical contacts need to be modified for one-dimensional nanostructures (i.e. nanowires) due to significant deviations in geometries and electrostatics from conventional planar devices, methods are needed to measure barrier heights at reduced dimensions.

Spectrally resolved scanning photocurrent microscopy (SPCM) was used to measure the barrier height between metal contacts and a Si nanowire (see figure next page). Photoexcitation below the semiconductor bandgap in SPCM induces internal photoemission at the metal-semiconductor junction, enabling separation of the contacts response from that of the semiconducting channel. The scaling of the photocurrent with photon energy is consistent with internal photoemission, enabling extraction of a quantitative barrier height. Planar single nanowire devices were fabricated using n+ Si nanowires of varying diameters to systematically examine the influence of nanowire diameter on barrier height. As the diameter decreases, the measured effective barrier height decreases below the reported value for the Ni barrier height on bulk Si. Furthermore, we investigated the effect of near-surface doping, which is the primary method to achieve Ohmic contacts. For this purpose, Si nanowires were grown with an n+/i junction in the middle. With the same metallization, a Schottky contact was formed on the intrinsic portion, whereas an Ohmic contact was formed on the doped portion. As expected, the effective barrier height is lowered by the near-surface doping, which is expected to induce tunneling by reducing the barrier width.
Internal photoemission measurement of Schottky barrier height of contact to semiconductor nanowire. At left is an image of the nanowire between two ohmic contacts, followed by photocurrent images at increasing wavelength (3 x 15 μm²). The barrier height is extracted from dependence of the photocurrent yield on energy. At right, the measured barrier heights are plotted as a function of nanowire diameter for different doping densities.

The measurement of the barrier height of Schottky and Ohmic contacts on nanowires is an important step in understanding band profiles at nanoscale junctions, highlighting the potential for spectrally resolved SPCM measurements to investigate the physics of devices incorporating nanostructured materials with electronically active interfaces.

Spectrally Resolved Scanning Photocurrent Microscopy in Nanowire Array Solar Cells (unpublished)
Nanowire core-shell heterostructures are of interest in photovoltaic applications because they can provide enhanced light trapping effects, elastic strain relief, and a decoupling of the absorption and carrier collection axes. For novel solar cell architectures that incorporate significant structural, chemical, and electronic heterogeneities, a detailed mechanistic understanding of spatial variations in external and internal quantum efficiency is essential to understand and improve device performance. Spatially resolved measurements of electronic properties are therefore necessary to the development of new generations of devices. We have applied spectrally resolved scanning photocurrent microscopy (SPCM) to characterize a nanowire solar cell consisting of an array of GaN-InGaN core-shell nanowires connected at the tops by a p-InGaN canopy layer and fabricated using scalable device fabrication techniques (figure next page). The spatially and spectrally resolved photovoltaic performance measured by SPCM is correlated with structure and composition inferred from (1) atomic force microscopy (AFM) topography; (2) scanning transmission electron microscopy (STEM) imaging; and (3) Raman microspectroscopy. AFM and SPCM images shown in the figure below reveal the contributions of individual nanowires to the external quantum efficiency within an array of ~500 nm pitch, and identify structural defects that limit device performance. We find that the quantum efficiency is highest for illumination of the regions in between the nanowires, likely due to a combination of photonic effects and enhanced carrier collection in the generation region. The analysis is used to spatially decompose the overall device EQE and identify promising directions for optimization of performance.
Spectrally resolved SPCM of a GaN/InGaN nanowire solar cell. Left Panel: atomic force microscope topograph of solar cell adjacent to top contact. The total image size is 30 x 30 μm², and the pitch of the nanowire array is 500 nm. Inset: schematic of solar cell fabrication as described in Wierer, J. Jr., Wang, G.T., et al, Nanotechnology 23, 194007 (2012). Top contacts are made to the p-InGaN capping layer. Middle Panel: SPCM image mapping the spatially resolved photocurrent with 405 nm excitation. Four characteristic regions are observed. Regions 1 and 2 exhibit high-efficiency for absorption on and between the nanowires. Right Panel: effective band gap map determined by extracting the absorption edge from aligned SPCM images at different wavelengths. Bright red regions correspond to areas of low bandgap, labeled region 3 in the middle panel. These are regions in which the rod arrays have coalesced prematurely, leading to a thick p-InGaN capping layer and absorption away from the junction regions. Region 4 is a defect from which negligible current is collected.

FUTURE PLANS

- Extend scanning photocurrent measurements into solution to probe local photoinduced electrochemistry in metal-semiconductor hybrid nanostructures.
- Extend SPCM capabilities to time-resolved measurements of nanostructured devices to access rate limiting steps in the utilization of photogenerated carriers for energy conversion.

PUBLICATIONS 2010-2012 (underline indicates student or postdoc supported by DOE)
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Program Scope/Definition

The goal of the project is to determine the intrinsic effects of hydrogen absorption on the electronic properties (i.e., changes in the Fermi level and/or band structure) of Pd-based nanostructures. Although it is known that hydrogen absorption can change the magnetic and dielectric properties of thin films when hydrogen is absorbed due to chemisorption in a Pd overlayer, the fundamental mechanisms of how this happens are not well understood. In particular, the effects of defects and crystallinity have not been quantitatively determined, mainly because the structures thus far have not been characterized sufficiently well, which makes it difficult to separate extrinsic (i.e., structural) effects from intrinsic (i.e., purely electronic) effects. This project deals with this issue by growing well-characterized thin films and nanostructures and measuring the magnetic, ferroelectric, and magnetoelectric properties, which are then correlated with direct measurements of hydrogen penetration. Another problem is that the amount of hydrogen absorption, both in the Pd overlayers and in the underlayers, is not measured directly, so it is sometimes difficult to assess whether a given change in the properties is due to hydrogen being absorbed in the underlayer or due to electronic changes at the interface. This is addressed by performing detailed polarized neutron reflectivity measurements that quantitatively determines the depth profile of hydrogen absorption, and at the same time, measures the depth profile of any magnetic changes induced by the hydrogen absorption. Magnetoresistance measurements were used to understand the role of hydrogen interstitials on the band structure of the material.

Recent Progress

Co/Pd multilayer samples were fabricated and their electronic properties have been monitored by performing magnetization and magnetoresistance as a function of hydrogen absorption and temperature by the PI’s group at West Virginia University, including graduate student Kineshma Munbodh and postdoctoral researcher Felio Perez. Neutron reflectivity measurements, performed in collaboration with Michael Fitzsimmons and his group, including postdoctoral researcher Mikhail Zhernenkov at the Los Alamos Neutron Science Center (LANSCE) spallation neutron source. Magnetoresistance measurements were carried out as a function of hydrogen pressure with the help of Donovan Diaz-Droguett, a postdoc from the Pontificia Universidad Católica de Chile.

X-ray diffraction showed highly oriented growth along the Pd [111] direction. Multilayer periodicities obtained from the separation of the multilayer peaks (23.2 Å and 23.7 Å for samples A and B) agreed well with those obtained from x-ray reflectivity (XRR) and PNR data for sample A (23.5 ± 1.4 Å) and sample B (23.5 ± 2.5 Å). Quantitative analysis of XRR data was used to determine the non-magnetic structure.

Magnetization measurements for both samples are shown in Figure 1. By comparing the measurements with \( H \) perpendicular and parallel to the sample plane, we found that 35.7% and 53.8% of the magnetization was in the plane of the sample at \( \mu_0 H = 0.65 \) for samples A and B, respectively. Square loops measured with the field applied out of the plane confirm the presence of a large out-of-plane anisotropy. SQUID magnetometry revealed that the in-plane saturation field of...
sample A was 5.5 T. An observed decrease of the magnetization in sample B as the field decreased from saturation (for $H > 0$ and $H \perp$ to the sample surface) was due to the formation of magnetic domains. This was verified by MFM images of sample B, which indicated the presence of irregular striped domains characteristic of ferromagnetic Co/Pd multilayers with perpendicular magnetic anisotropy. Sample A displayed a larger remanence and coercivity than sample B, possibly as a result of greater atomic intermixing at the interfaces which is known to result in more pinning centers that obstruct domain growth and propagation. As a result, sample A showed no domain structure via MFM.

Magnetization measurements showed that when $H$ was applied in the plane of the samples, there was a net increase in magnetization component along $H$ upon $H_2$ absorption at $\mu_B H = 0.65$ T, the increase being larger in sample A. When $H$ was $\perp$ to the sample surface, the saturation magnetization decreased in both samples, although the effect was once again greater for sample A. This means that the magnetization of the samples decreased upon $H_2$ absorption. Therefore, the increase in the unsaturated state, with $H$ in the plane of the samples, must be due to a decrease in the perpendicular anisotropy.

PNR provided detailed magnetic information about the samples as a function of depth. PNR data obtained from sample A with the fit to the model are shown in Figure 2. Qualitatively, the decrease in the period of oscillations in the low-$Q$ regime upon $D_2$ absorption indicates an increase in the total thickness of the sample. The same observation can be made for sample B. Figure 5 shows the high and low $Q$ portions of the data and fits for sample B, respectively. The fact that the position of the multilayer peak at $Q = 0.27$ Å$^{-1}$ remained unchanged indicates that the Co/Pd multilayer period did not change upon $D_2$ absorption. Therefore, the increase in total sample thickness is solely due to an expansion of the Pd top and buffer layers.

Nuclear scattering length density (SLD) profiles $\rho_n$ and their derivatives obtained from fits of the PNR data are shown in Figure 4 for sample B. Similar $\rho_n$ profile was also obtained for sample A, but analysis of these data was less reliable due to the absence of the multilayer Bragg peak because we were unable to measure at high $Q$. Positions of the interfaces, determined from the locations of the maxima and minima in $d\rho_n/dz$, are indicated by vertical dotted lines in Figure 4. Values of $\rho_n$ were used to determine the stoichiometry of each layer independently. The Pd buffer and top layers’ SLDs correspond to bulk Pd in both samples A and B.
Analysis indicates that in sample A, the center of the Pd stack layers consisted of 95% Pd and the Co stack layers are 12% Co. Sample B consisted of Pd stack layers with 89% Pd and Co stack layers with 30% Co, indicating the presence of interface disorder. Upon D\(_2\) absorption, there was a statistically significant increase in the thickness of the Pd buffer and top layers in both samples. Results also indicate statistically insignificant changes in the Co and Pd stack layer thicknesses. A noteworthy decrease of the PdO layer thickness occurred in both samples, which can be attributed reduction of the oxide due to deuterium absorption.

Comparing and thickness change before and after D\(_2\) absorption (Figure 3), the ratio of the number of deuterium atoms to Pd atoms, C\(_D\), was estimated in each layer. C\(_D\) was found to be 0.53 and 0.30 for sample A and 0.75 and 0.52 for sample B in the Pd buffer and Pd top layers, respectively, confirming that there was significant D\(_2\) absorption in these layers. The value of C\(_D\) for the Pd and Co stacks in sample A and B was approximately 0.02 ± 0.005. The relatively small value of C\(_D\) for the Pd and Co stack explains the lack of significant lattice expansion and implies that D\(_2\) was probably absorbed into interstitial sites.

The magnetic SLD profiles for samples A and B are shown in Figure 4. The maxima in \(\rho_m\) correspond to Co layers and the minima represent Pd layers. Results indicated a doubling of the Sample B’s multilayer magnetic period with respect to the nuclear period. Since the magnetization was not saturated, layers with weaker anisotropy tilted more strongly towards the field direction, causing a \(Q_{1/2}\) peak to appear. The results also indicate that the modulation grew stronger with D\(_2\) absorption, evident in Figure 5, which shows that the \(Q_{1/2}\) peak became more pronounced, and in the magnetic SLD profile in Error! Reference source not found. which shows the increase in magnetic contrast between adjacent minima, corresponding to Pd layers.

Magneto-resistance measurements a strong correlation of the changes in the extraordinary Hall effect (EHE). We found that, as expected, the resistivity \(\rho\) increased hydrogen was absorbed in the...
sample. More importantly, however, is the fact that the increases in the EHE are proportional to $\rho^2$ for low hydrogen pressures, indicating that this is due to an intrinsic change in the band structure of the material. This occurs in the pressure range where $\rho \sim P^{1/2}$, where $P$ is the H$_2$ partial pressure. For larger hydrogen pressures, deviations appear that coincide with the onset of significant structural changes, that is, when deviations occur from the $\rho \sim P^{1/2}$ relation. Data that confirm this are shown in Figure 7.

To summarize our most important experimental results, we have found that: 1) D$_2$ absorption occurs throughout the thickness of both samples; 2) the multilayer stack absorbs D$_2$ but does not expand along the growth direction; 3) both the Pd and Co layers are magnetized and their in-plane magnetization increases when the magnetization is not saturated in the plane but decreases at saturation; 4) These results indicate that electronic effects resulting from H$_2$ or D$_2$ absorption are responsible for a decrease in perpendicular anisotropy and saturation magnetization of the samples, and that strain effects are not significant.

**Future Plans**

We are currently working on fabricating Pd/Co multilayers in a nanodot (< 100 nm diameter) in order to determine the importance of hydrogen absorption through the sides of the sample. Measurements require large volumes, and therefore we are attempting to create a large number of nanodots using polystyrene beads as a shadow mask. We are also planning to study the effect of hydrogen absorption in ferroelectric oxide thin films covered by Pd in order to attempt to control absorption via electric voltages.

**Publications**
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Program Scope:

Control of materials on the nanometer scale offers great opportunities to tailor the properties of energy conversion systems, yet the realization of these goals depends critically on improvements in our abilities to make complex nanostructures with precision. This program emphasizes the fundamental science of the synthesis of inorganic nanomaterials as well as the characterization of physical properties of these materials. The program consists of four subtasks: Physical Chemistry of Colloidal Nanocrystals, Fundamentals of Inorganic Nanowires, Microscopy Investigations of Nanostructured Materials, and Model Nanoscale Photo-catalytic Systems. The goal of the first subtask is to develop the science of colloidal inorganic nanocrystals with a special emphasis on understanding and controlling their synthesis. Particular attention is focused on investigating the fundamental optical, electrical, structural, and thermodynamics properties of these nanocrystals. The second subtask aims to establish and develop the core science and technology for semiconductor nanowires, with an emphasis on growth, assembly and fundamental optical and electronic properties characterization. This research effort is focused on two main categories: nanowire photonics and nanowires for energy conversion. The goal of the third subtask is to develop and use novel spectroscopic techniques to obtain a detailed understanding of charge carrier dynamics in nanostructured materials. This work is organized along two lines of inquiry: ultrafast x-ray transient absorption of excited-state dynamics in semiconductors and single-particle studies of quantum dot (QD) blinking and surface plasmon resonances. Subtask 4 is new and aims to understand the fundamental properties of charge transfer at the nanocrystal semiconductor interface to design an efficient photocatalytic system. This subtask is particularly interested in exploring the charge transfer phenomenon on a single particle level to better understand the effects of different numbers of quenchers on the surface, particle-to-particle heterogeneity, and single particle charge transfer kinetics.

Subtask 1: Physical Chemistry of Colloidal Nanocrystals

Recent work in subtask 1 has included new synthesis strategies based on ion exchange reactions and facet control to obtain nanocrystals of greatly improved quality. Examples include highly monodisperse and crystalline covalent lattices such as III-V semiconductor nanocrystals1, highly luminescent ionic nanocrystals2,3, and interesting heterostructures.4,5 We have also recently exploited novel in situ imaging techniques6-8 to achieve unprecedented structural and mesoscale assembly dynamics of nanocrystals8 and their growth in solution at atomic resolution with a graphene liquid cell.7 Furthermore, the localized surface plasmon resonance, conventionally regarded as exclusive to noble metal nanocrystals, has been demonstrated and shown to be tunable in semiconductor nanocrystals through doping. Successful examples include Cu2S and WO3-δ. The position of the plasmon resonance can be tuned in both materials by altering the degree of oxygen deficiency.9,10

Future plans in subtask 1 will further use the ionic exchange method to synthesize previously unattainable nanocrystals with specific shape, size, and degree of doping if necessary. These crystals will serve as the platform for studying the structure-property relationship of nanostructures. We plan to address the mechanism for nanocrystal dynamic growth and assembly behaviors by engineering a multi-channel liquid cell design to enable the observation of multi-phase and multi-step reactions, such as cation exchange, metal tipping, growth and etching.
Subtask 2: Fundamentals of Inorganic Nanowires

Nanowires have been identified as potential building blocks that mimic conventional photonic components such as interconnects, waveguides, and optical cavities at the nanoscale. To develop high-efficiency fluorescent nanowires, we have observed external quantum efficiency of photoluminescence (PL) as high as 20% from isolated ZnO nanowires measured at room temperature. The efficiencies obtained here are significantly higher than those reported for ZnO materials in forms of bulk, thin films or powders. While semiconductor nanowires exhibiting strong PL offer promising solutions for miniaturized lasers, previously reported nanowire lasers suffer from emitting at multiple frequencies. By creating cleaved-coupled cavities in gallium nitride nanowires, we theoretically investigated and experimentally demonstrated single-frequency lasing in nanowires. The agreement between theory and experiment presents design principles to rationally control the lasing modes in cleaved-coupled nanowire lasers. In addition to optically excited nanowires, we also demonstrated electrically driven, color tunable emission from epitaxially grown InGaN nanowire arrays. Optically functional nanowires have also shown promises in biochemical applications. We showed that a nanowire waveguide attached to the tapered tip of an optical fiber can guide visible light into intracellular compartments of a living mammalian cell and can also be used to detect optical signals from subcellular regions with high spatial resolution.

Semiconductor nanowires are promising for photovoltaic applications because of better charge collection and transport and the possibility of enhanced absorption through light trapping. Using a low-temperature solution-based cation exchange reaction, we created CdS-Cu2S heteroepitaxial junction nanowire solar cells with open-circuit voltage and fill factor values superior to those reported for equivalent planar cells. In addition to photovoltaics, nanowires also offer advantages in solar energy conversion based on artificial photosynthesis. By growing single phase InGaN nanowires vertically on the sidewalls of Si wires, we obtained photocurrent density 5 times higher compared to the photocurrent density with InGaN nanowire arrays grown on planar Si. Practical implementation of one-dimensional semiconductors into devices capable of exploiting their novel properties is often hindered by low product yields and high production cost. We demonstrated that large quantities of high quality, single crystalline TiO2 nanowires with controllable dimensions and tunable transition metal doping can be synthesized using a molten-salt flux scheme.

In addition to material compositions, surface modifications of these nanowires are critical to their photocatalytic activity. We found that Atomic Layer Deposition (ALD) coating improves the charge collection efficiency from TiO2 nanowires due to the passivation of surface states and an increase in surface area. We also reported higher absorbed photon-to-current efficiency in Zn-doped GaP nanowire photocathodes' photoelectrochemical evolution of hydrogen using a surfactant-free solution-liquid-solid (SLS) synthetic method. Using an epitaxial casting method, we created single-crystalline high surface area (Ga1-xZnx)N1-xOx nanotubes, a promising candidate for a high efficiency photocatalyst for visible-light-driven overall water splitting with approximately 1.5–2 times higher photocatalytic activity than similar composition powders. The ultimate goal of artificial photosynthesis is to imitate nature by using an integrated system of nanostructures, each of which plays a specific role in the sunlight-to-fuel conversion process. We demonstrated a fully integrated system of nanoscale photoelectrodes assembled from inorganic nanowires for direct solar water splitting.

Future plans in subtask 2 will continue to explore nanowire laser cavity coupling physics and design semiconductor nanowire heterostructures with well-defined interfaces for solar energy conversion purposes. Systematic experiments will include designed nanostructure synthesis, detailed structural analysis, property and device performance measurements as well as ultrafast spectroscopic investigation.

Subtask 3: Microscopy Investigations of Nanostructured Materials

Unlike visible and infrared spectroscopy, x-ray absorption can map the conduction band density of states with element- and oxidation-state specificity. A table-top apparatus has been developed that creates femtosecond pulses of soft x-rays from high-harmonic generation by a Ti:Sapphire amplifier. The 40 to 100 eV spectral range is ideal for studying the core-level absorption of transition metals and semiconductors. Photoexcitation of α-Fe2O3, an earth-abundant photocatalyst for water splitting, at 400
nm causes the growth of an x-ray absorption feature consistent with a ligand-to-metal charge transfer (LMCT) state. The LMCT state rises initially in ~80 fs and is followed by a 300 fs relaxation, highlighting the ability of this technique to probe ultrafast changes in electronic structure. The absorption spectrum of the photocatalyst Co$_2$O$_4$ is composed of several distinct features attributed to metal-to-metal charge transfer between Co$^{2+}$ and Co$^{3+}$ ions, as well as LMCT transitions from O$^{2-}$ to Co$^{2+/3+}$. A noncollinear optical parametric amplifier is being built for tunable visible pump wavelengths in order to selectively excite specific transitions, so that the excited state electronic structure and the relaxation pathways can be observed. Future work in subtask 3 will utilize transient x-ray absorption to study charge carrier dynamics, including electron/hole transfer and localization, of multicomponent nanostructures such as transition-metal doped nanowires in subtask 2 and seeded/cation-exchanged rods in subtasks 1 and 4.

Single particle fluorescence spectroscopy techniques are applied to study the fluorescence intermittency, or blinking, of single semiconducting nanostructures. We have shown that rate fluctuations of the charge trapping process play an important role in the mechanism for QD blinking. Further investigation into these fluctuations showed a strong correlation between on-state memory and distributed blinking kinetics, suggesting that the combined effect of two charge trapping processes (one fluctuation-based and one ionization-based) are responsible for blinking. Blinks are also used as a probe of the nanoparticle-environment interaction. Surprising differences were found in the trap state distribution for QDs in two polymer hosts: the semiconducting N,N'-diphenyl-N,N'-bis(3-methylphenyl)-(1,1'-biphenyl)-4,4'-diamine (TPD) and the insulating poly(methylmethacrylate) (PMMA). In coordination with subtask 1, fluorescence blinking statistics were used as a probe of the interaction between CdSe/CdS QDs and a new class of chalcogenidometalate (ChaM) ligands, specifically Sn$_2$S$_6$$^{4-}$ or In$_2$Se$_4$$^{2-}$, revealing an increased density of charge trapping sites and increased stabilization of surface-trapped charges for the ChaM-capped QDs compared to oleylamine-capped QDs. Current work aims to uncover the carrier dynamics of the charge-trapped off-state for single CdS nanorods by simultaneously measuring band-edge and trap-state blinking events.

Previous work on the localized surface plasmon resonance (LSPR) of rod-in-ring gold nanostructures showed that conductive coupling between the rod and ring leads to sharp quadrupolar and octupolar resonances. Titanium is often used as an adhesion layer in electron-beam lithography, and this damping effect reduces the usefulness of LSPRs for sensing applications. We have shown that vapor-deposited (3-mercaptopropyl) trimethoxysilane performs well as an adhesion layer without damping the sharp plasmon resonances. Dark-field scattering spectroscopy was used to study the coupling of $\pi$ electrons in few-layer graphene to the LSPRs of gold disks illustrating that the resonance shift of plasmonic nanostructures on layered graphene can be used to measure the screening length of graphene films.

**Subtask 4: Model Photocatalytic Nanostructures**

In subtask 4, we have examined the quenching efficiency of a variety of molecules whose redox potential falls within the band gap of nanocrystals. Previous work showed that the PL of a CdSe seeded CdS nanorod with a Pt tip was quenched via electron transfer to Pt. We further explored other electron acceptors such as methyl viologen, a well-characterized electron acceptor with a long-lived radical state that makes it an attractive option for water reduction. Rapid electron transfer outcompetes hole scavenging and typically results in photo-oxidation and a blue shift of the particle fluorescence. We have also explored ferrocene as a hole scavenger for water oxidation, showing PL quenching with increased coverage of ferrocene ligands characterized by NMR. Current work is focused on elucidating the forward and backward rates of these processes with transient absorption.

Nanocrystal and quencher interactions have been examined on a single particle level using single particle fluorescence spectroscopy. Using a flow cell setup, we are able to observe a single particle’s fluorescence trajectory over time as the quencher is introduced. Preliminary data shows that particles exhibit sudden to gradual drops in the discrete fluorescent levels, and increased off states. To eliminate blinking as a competing non-radiative pathway, we have synthesized nanocrystals with thick Type II
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Program Scope:

This program studies basic relationships between nanostructures and the macroscopic properties of superconductors. Both basic understanding and understanding of materials aspects for practical use are sought. Emphasis is on improving the critical temperature $T_c$, the upper critical field $H_{c2}$, and the critical current density $J_c$, because they determine limits to energy applications. Because of recent developments and new opportunities, research activities focus on: (1) the response of superconductivity to chemical and structural tuning. This could provide new strategies for enhancing $T_c$ and $H_{c2}$, and designing entirely new superconducting materials; (2) response and control of superconducting transport properties by structural tuning, where the simultaneous increase of $J_c(H)$ and reduction of the $J_c$ anisotropy ratio can be achieved by tuning the defect structures. This could lead to effective and practical superconductors, used for electricity transmission, wind power generation, and grid-scale energy storage. Coordinated studies involve synthesis, structural, transport, and magnetic property characterization. By exploiting the range of advanced experimental techniques available at Brookhaven National Laboratory (BNL), we seek to understand and control the transport properties of superconducting materials by tackling the key science issues, from the macroscopic to the atomic levels. These activities are aligned with the Grand Challenge for the BES Directorate to understand strongly correlated electron behavior in materials

Introduction:

A vital mission of the US Department of Energy (DOE) is to advance the energy security of the United States. As the electricity demand increases, driven by continuing urbanization and economic activities, the challenge to the national electricity grid to provide reliable power reaches new heights. The superconductor’s lossless current flow enables the design of highly power-dense and compact equipment, such as high capacity cables and fault-current limiters, and hence offers powerful opportunities for restoring the reliability of the power grid and increasing its capacity and efficiency.

In recent years, as renewable energy utilization grows, the increasing mismatch between variation of renewable energy resources and electricity demand makes it necessary to capture electricity generated by wind, solar and other renewable energy generation for later use. Superconducting magnet energy storage systems (SMES) use magnetic fields in superconducting coils to store energy with near zero energy loss, and have instantaneous dynamic response. Superconducting coils can also provide a lower cost alternative to the rare-earth permanent magnet or geared systems for high power (> 10 MW) direct drive wind turbines. During 2010-2012, DOE ARPA-E awarded several transformative projects to develop superconducting technologies capable of addressing many renewable energy challenges. Among them, are two projects awarded to BNL and its industrial partners. The first one is “Superconducting Magnet Energy Storage (SMES) System with Direct Power Electronics Interface” awarded in 2010 (Co-PI Q. Li, also the PI of this FWP) to the team led by ABB, Inc. The nature of this ultra-high field SMES system is such that massive energy storage, fast response, and a nearly infinite cycling capability will be attained, representing a significant advantage over alternative energy storage devices, which are severely limited in terms of lifetime and environmental constraints when disposed. The second one is “Superconducting wires for direct drive wind generators” awarded in 2012 to the team led by BNL (Lead-PI Q. Li, also the PI of this FWP). The nature of this project is the development of a new generation of high temperature superconducting (HTS) wires capable of carrying critical current 4 times higher than the current state-of-the-art second generation (2G) wires, enabling cost-effective very large (10 MW+) direct-drive wind power gener-
ators. The key technology advance in the 2nd ARPA-E project is the combination of the solid-state “catalysis”-based synthesis approach – A basic science discovery made in this BES program at BNL several years ago, with a low-cost, long-length wire process at AMSC. Over the years, this program has not only made basic science discoveries, but also helped to facilitate critical transition from science discovery to transformative superconducting technology that has far reaching impact to the global energy landscape.

Although present HTS technology is positioned to play an important role in addressing our national and global energy challenges and can be deployed for some of the grid functions, significant barriers to achieving the full potential of superconductivity for transforming the power grid, renewable energy generations, and grid-scale energy storage have remained. The latter are primarily related to material properties. Bridging the gaps in performance improvement of superconductors and identifying the limiting factors requires a fundamental understanding of the microscopic origin of superconducting behavior.

This program continues the long-standing BES funded Superconducting Materials program at BNL to study basic relationships between nanostructures and macroscopic properties of superconductors. Both basic understanding and understanding of materials needs for practical use are sought. Several themes that extend from past work on HTS are retained, while research on emergent materials like iron-chalcogenides, and development of new characterization method are actively pursued. These include understanding of the origin and limits of critical temperature, upper critical field, vortex-pinning and critical current densities, and their response to structural and electronic tuning.

Recent Progress (selected):

Superconducting iron-chalcogenide (FeSe\textsubscript{0.5}Te\textsubscript{0.5}) epitaxial thin films were successfully grown on a variety of single crystal substrates and buffered metal substrates for the first time in our group by using pulsed laser deposition. We demonstrated that these films have significantly higher $T_c$, as compared to single crystal or bulk polycrystalline samples (bulk onset $T_c$ ~15 K) for the entire doping regime of FeSe\textsubscript{1-x}Te\textsubscript{x}. (Fig. 1). It was found that films made with CeO\textsubscript{2} buffer layers on single crystal yttria-stabilized zirconia (YSZ) and bi-axial aligned Ni-W metal substrates have the highest $T_c$ with an onset $T_c$ above 20 K and zero resistance $T_c$ above 18 K. Structural analysis by x-ray diffraction and high resolution transmission electron microscopy (TEM) reveal that these films generally have significantly smaller c-axis and a-axis lattice constant than the bulk value, suggesting that the crystal structure changes have a dominating impact on the superconducting transition in iron-based superconductors. [1][13][16]

Although HTS cuprates have been discovered for more than twenty five years, superconductors for high field application are still based on low temperature superconductors (LTS), such as Nb\textsubscript{3}Sn. The high anisotropies, brittle textures and high manufacturing costs, limit the applicability of the cuprates. We demonstrate for the first time that the iron superconductors, without most of the drawbacks of the cuprates, have a superior high field performance over LTS at 4.2 K. With a CeO\textsubscript{2} buffer, critical current densities $J_c$ above $10^6$ A/cm\textsuperscript{2} were observed in iron-chalcogenide FeSe\textsubscript{0.5}Te\textsubscript{0.5} films grown on single crystalline and coated conductor (bi-axial aligned Ni-W metal substrates) substrates. As shown in Fig. 2, these films are robust and capable of carrying record high $J_c$ exceeding $10^5$ A/cm\textsuperscript{2} under 30 T magnetic fields, which are much higher than those of LTS. Unlike cuprates, nearly isotropic $J_c$ was observed at low temperature and high field, which is striking, considering both cuprates and iron-based superconductors have layered structure. High $J_c$, low magnetic field aniso-

![Fig. 1. Superconducting transition of FeSe\textsubscript{0.5}Te\textsubscript{0.5} films and the corresponding bulk material. Films with CeO\textsubscript{2} buffer layers have the highest $T_c$ with an onset $T_c > 20$ K and zero resistance $T_c > 18$ K.](image)
tropies and relatively strong grain coupling, make iron-chalcogenide coated conductors particularly attractive for high field applications at liquid helium temperatures. [1]

Extensive structural characterization has been performed using analytical TEM and synchrotron-based light source at BNL in an attempt to understand the structural origin of the record high performance FeSe$_{0.5}$Te$_{0.5}$ films and the role of CeO$_2$ buffer layer. Fig 3 shows the cross sectional view (a) of the films on CeO$_2$ buffered single crystal YSZ substrates, and corresponding electron diffraction pattern (b). We found that the films with CeO$_2$ buffer have similar c-axis lattice constant to the films without CeO$_2$ buffer, while the a-axis lattice constant of the buffered films is substantially shorter. It appears that the compressive strain induced by CeO$_2$ helps to enhance the flux pinning strength in the iron chalcogenides.

![Fig. 3 Cross-section view (a) of the FeSe$_{0.5}$Te$_{0.5}$ films on CeO$_2$ buffered single crystal YSZ substrates and the corresponding electron diffraction pattern (b)](image)

Superconducting thin films of Fe$_{1.08}$Te:O$_x$ have been epitaxially grown on SrTiO$_3$ substrates by pulsed-laser deposition in controlled oxygen atmosphere for the first time in our group. Although the bulk parent compound Fe$_{1+x}$Te is not superconducting, thin films with oxygen are superconducting with an onset and a zero resistance transition temperature around 12 and 8 K, respectively. Oxygen was found to be crucial to the superconducting properties of these films, suggesting that the oxygen incorporation can induce superconductivity in FeTe thin films. We found unusual persistence of superconductivity against high magnetic fields in the strongly-correlated iron-chalcogenide film FeTe:O$_x$ below 2.52 K. Instead of saturating like a mean-field behavior with a single order parameter, the measured low-temperature upper critical field increases progressively, suggesting a large supply of superconducting states accessible via magnetic field or low-energy thermal fluctuations. We demonstrate that superconducting states of finite momenta can be realized within the conventional theory, despite its questionable applicability. Our findings reveal a fundamental characteristic of superconductivity and electronic structure in the iron-based superconductors. [20]

We carried out many detailed structural studies by synchrotron x-ray diffraction of several sets of YBa$_2$Cu$_3$O$_7$ films that represent recent advances in flux-pinning design, containing various concentrations of artificial pinning centers: (i) BaZrO$_3$ nanorods, (ii) BaZrO$_3$ nanoparticles, and (iii) Y$_2$O$_3$ nanoparticles. A statistical analysis was performed in order to separate the effects of foreign defect-induced and intrinsic (derivative phases) pinning. We found a statistically significant correlation between the orthorhombic distortion of the YBCO matrix and the pinning strength. Our result implies that the in-plane ordering of oxygen ions in the chain positions accounts for approximately 60% of the pinning force. The strain-induced pinning mechanism analysis, based on the Eshelby model of elastically strained composites, predicts that
small YBCO grain size is a critical component of a strong pinning architecture that can enable critical current density values approaching the depairing limit. [2][4][14][19][21][23]

Neutron scattering, optical spectroscopy, x-ray absorption spectroscopy, point-contact spectroscopy, TEM, transport, and susceptibility measurements have been performed collectively on superconducting iron-chalcogenides. We reported several significant observations, including 1) strong correlation between superconductivity and magnetic order/fluctuations in Fe\(_{1+\delta}\)Se\(_x\)Te\(_{1-x}\); 2) The normal-state c-axis electronic response of FeTe\(_{0.55}\)Se\(_{0.45}\) is incoherent and bears significant similarities to those of mildly underdoped cuprates; 3) Enhanced second-nearest-neighbor Fe-Fe correlation below \(T_c\) identified in K\(_{0.8}\)Fe\(_{1.6+x}\)Se\(_2\) possibly due to changes in magnetic or local structural ordering; etc. [6][7][9][11][15][18][25][26]

**Future plans:**

1) To investigate the response of superconductivity in iron-chalcogenides to proton and heavy iron irradiation - By controlling defect structure and landscape, we will gain understanding of the interaction between vortices and defects, so as to determine the most potent means of enhancing \(T_c\), \(J_c\) and \(H_{c2}\).  
2) To investigate the response of superconductivity in iron-chalcogenides to pressure and strain by bending or pulling iron-chalcogenide films on metal substrates, we will be able to create arbitrary amount of tensile and compressive strain, followed by transport and magnetization measurement.  
3) To investigate the role of grain boundaries in iron-chalcogenides by measuring the mis-orientation angle dependence of critical current across various types of grain boundaries in the films made on bi-crystal substrates and bi-axial-aligned metal substrates, followed by detailed structural examination using TEM.  
4) Novel superconducting materials grown on reconstructed polar surfaces - Polar surface is a termination with infinite surface energy (an example is CeO\(_2\)), which is reduced by the surface reconstruction. The instability of polar surfaces can be utilized to create a rich variety of thermodynamically stable arrangements of surface atoms and vacancies. Some of the arrangements are shown by us previously to have high catalytic activity, i.e. ability to reduce the energy threshold for new phase formation. Traditionally, the polar terminations have been used for growing epitaxial structures. Little or no attention has been paid to the catalytic activity of the surface. By combining the template role of the polar surface with that of a catalyst, we plan to explore new avenues in synthesis of new and improved superconducting materials.

**Publications of this program, 2010-2012**

Program Title: “Light trapping, guiding and concentration for maximizing solar energy conversion”

Professor Shawn-Yu Lin
Department of Physics, Applied Physics and Astronomy
Rensselaer Polytechnic Institute, 110 8th street, Troy, NY 12180, Email: sylin@rpi.edu

Program scope

Photovoltaics convert light directly into electric power. They can offer a virtually unlimited, clean, and renewable energy source provided that their light-capture capability and conversion-efficiency are improved while less semiconductor absorbing materials are used. In conventional silicon thin film solar cells, poor light trapping are a problematic issue, especially in the weakly or non-absorbing longer wavelength region of the solar spectrum. Therefore, thin film architecture is needed to collect and absorb a broadband spectrum of sunlight incident from all angles. Another benefit of using thin film architecture is the improved carrier collection efficiency. In this program, we use the parallel-to-interface refraction (PIR) effect in three-dimensional (3D) simple cubic photonic crystals to mold the flow of sunlight, to trap and absorb solar energy in submicron slab of semiconductor material, and to achieve a much improved solar cell device performance. Our program scopes, for sunlight collection and conversion, are to: (i) maximize solar trapping and absorption over a broad \( \theta \) and \( \lambda \) range; (ii) minimize solar reflection over a broad \( \theta \) and \( \lambda \) range; (iii) improve collection of photocurrent; and (iv) use less semiconductor materials with submicron thickness by utilizing standard semiconductor process and holographic technique.

Recent progress

I. Fabrication of the simple cubic woodpile structures by standard semiconductor process

To make the structures, hydrogenated amorphous silicon (a-Si:H) is first deposited on a four inch fused silica wafer by Plasma-enhanced chemical vapor deposition (PECVD). Then, resist patterns are created on top of the a-Si:H film by either electron-beam lithography or deep UV lithography. (Figure 1a) The grating patterns are transferred to the a-Si:H thin film by single-step deep RIE (DRIE) etching which provides relatively high silicon to resist selectivity and smooth silicon sidewall. (Figure 1b) After the pattern transfer and removal of the resist, Hydrogen silsesquioxane (HSQ) is spin-coated onto the pattern to provide a filling dielectric material with low refractive index (\( n \sim 1.45 \)) and no optical absorption. Excess HSQ is removed by RIE etching, and an one-layer grating structure of a-Si:H/HSQ is created. (Figure 1c) Another layer of a-Si:H film is deposited on the first layer structure, and a two-layer structure is fabricated by repeating the above process, with the second layer aligned orthogonally to the first one. (Figure
1d) By repeating the process two more times, a 4-layer (4L) woodpile structure with simple cubic symmetry is fabricated, as shown in Figure 1e. For illustration, figure 1f shows the SEM image in perspective view of a 4L woodpile structure, with lattice constant $a = 300$ nm, linewidth $w = 150$ nm, and height $h = 150$ nm. It shows the 4L structure is well aligned in simple cubic symmetry, and the a-Si:H gratings are in good rectangular shape.

II. Experimental results of enhanced broadband, broad-angle absorption

For optical measurements, three more 4L woodpile structures were fabricated with lattice constants $a = 350$ nm ($w = h \sim 175$ nm), $a = 400$ nm ($w = h \sim 400$ nm), and $a = 450$ nm ($w = h \sim 225$ nm) and their absorption were measured by an integrating sphere with an unpolarized white light source. (Figure 2a) Measurements were also taken for an a-Si:H thin film of thickness $t = 600$ nm on a fused silica substrate. For the a-Si:H thin film, the absorption is around 60% in wavelength range $\lambda = 400 – 550$ nm. In the longer wavelength region, a-Si:H thin film is weakly absorbing so the absorption decreases gradually dropped to near zero at $\lambda = 700$ nm. For the woodpile structures, the absorption is high at or above 90% for all three samples. For instance, for $a = 400$ nm, the absorption is about 93% at $\lambda \sim 600$ nm. In the longer wavelength range, it is apparent the absorption is also enhanced. We attribute the enhanced absorption to the parallel to interface refraction (PIR) effect. The simple cubic symmetry of the photonic structures can
sustain nearly parallel propagation (90° light bending) and strong resonances for the optical waves, and can lead to a very long photon dwell time. These resonant modes are more easily observed in the longer wavelength range with multiple absorption peaks beyond \( \lambda = 700 \text{ nm} \).

We investigated the absorption enhancement factor of the 4L simple cubic woodpile structures by comparing to that of 600 nm thick a-Si:H thin film. As shown in Figure 2b, all three structures have enhanced absorption over the entire wavelength range. In the shorter wavelength range, the enhancement is about 1.5, which is already very close to the theoretical maximum of around 1.6. For longer wavelengths, significant enhancement is observed with multiple enhancement peaks for all three samples. The highest enhancement is \(~17\) for \( a = 450 \text{ nm} \) sample at \( \lambda = 790 \text{ nm} \). These enhancement peaks are evidence that there are resonant modes in the photonic crystal structures due to the PIR effect. Also, it clearly shows that the enhancement is dependent on the lattice constant of structures. As the lattice constant increases, the absorption enhancement is greater. The angular dependence of absorption was measured for \( a = 450 \text{ nm} \) sample. The absolute absorption measurements were taken with light of incident angle (\( \theta_i \)) from 5° up to 80°. (Figure 2c) The results are depicted in a 3D surface plot in Figure 3c. The plot shows the absorption is sustained at around 90% in the shorter wavelength range even up to 50°. It is reduced only to 80% at 70°. At 80°, the absorption is still around 70%.

**Figure 2** (a) Absolute absorption of a 600 nm thick a-Si:H film and woodpile structures with lattice constant \( a = 350 \text{ nm} \), \( a = 400 \text{ nm} \), and \( a = 450 \text{ nm} \). (b) Enhancement factors of the three 4L simple cubic woodpile structures compared to the 600 nm a-Si:H thin film. (c) Angular dependence of absorption of the 4L simple cubic woodpile structure with lattice constant \( a = 450 \text{ nm} \) at incident angles from 5° up to 80°.
Future Plans

1. In the near future, we plan to design, fabricate, and test 3D Simple cubic woodpile structures with aluminum back reflector to eliminate transmission and to improve the solar collection for $\lambda = 350 – 900$ nm.

2. We plan to incorporate our 3D Simple cubic woodpile structures with ARC coating to minimize reflection at the surface and further improve the solar collection in the visible wavelength range.

3. We also plan to fabricate and test conical pore 2D photonic crystal structures proposed by Professor Sajeev John for further enhanced solar light trapping by PIR effect and Poynting vector circulation in certain high intensity hot spots. With only one micron equivalent thickness of silicon, such structures can show MAPD of $J = 35.5$ mA/cm$^2$ over the spectral range $\lambda = 300 – 1100$ nm, and this can lead to power conversion efficiency of 20% for silicon thin film solar cells.

4. We plan to advance our holographic light-diffraction approach such that the incident sunlight is bent 90 degree into a volume holographic film with an efficiency $\geq 80 - 90\%$
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Physical Behavior Associated with Mechanical Strain and Quantum Electronic Stress

Feng Liu (fliu@eng.utah.edu)
Department of Materials Science & Engineering
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Program Scope
This project focuses on three diverse but correlated research thrusts: (1) to continue our traditional efforts in the area of strain induced self-assembly of nanostructures in heteroepitaxial growth of thin films, (2) to expand a new research direction recently initiated by us in exploring the “quantum electronic stress” effect, a new conceptual extension over the conventional mechanical stress effect we developed recently, and (3) to foster a new research direction in studying the effect of strain on topological and electronic phases, such as topological insulator, of thin films. The common theme of our proposed research will remain focusing on fundamental understanding of stress/strain effect on physical behaviors of materials. The focused specific topics in the three thrusts include: (1) Nonlinear elastic effects on nucleation and growth of strained islands inside and outside a patterned pit, (2) Quantum electronic stress induced solid-state structural phase transitions, and (3) Effect of strain on topological and electronic phase transitions in Bi(111) and Sb(111) thin films.

Recent Progress

Topic 1. First-principles Design of Organic Topological Insulators [1-3]. Topological insulators (TIs) are a recently discovered class of materials having insulating bulk electronic states but conducting boundary states distinguished by nontrivial topology. So far, several generations of TIs have been theoretically predicted and experimentally confirmed, but all based on inorganic materials. On the other hand, many conventional inorganic materials and devices have later found their way to organic counterparts, such as organic superconductors, light-emitting diodes, solar cells and field-effect transistors. In general, organic counterparts of inorganic materials have the added advantages of low cost, easy fabrication and mechanical flexibility. Recently, based on first-principles calculations, we predict a family of two-dimensional organic TIs made of organometallic lattices [1]. Designed by assembling molecular building blocks of triphenyl-metal compounds with strong spin-orbit coupling into a hexagonal lattice, this new classes of organic TIs are

Fig. 1. Schematic illustration of an organometallic framework predicted from first-principles calculation to be an organic topological insulator, exhibiting nontrivial band topology and edge state, as shown by the calculated bands on the right.
shown to exhibit nontrivial topological edge states that are robust against significant lattice strain. Furthermore, by using different metal elements and molecular linkers, it is possible to also design organic magnetic TIs and topological flat-band materials [2,3]. We envision that organic TIs and topological materials will greatly broaden the scientific and technological impact of these interesting materials.

**Topic 2. Quantum Electronic Stress: Density Functional Theory Formulation and Physical Manifestation [9,6,20]**. We recently introduced and formulated a new concept of “quantum electronic stress (QES)” within density functional theory (DFT) [9], to elucidate extrinsic electronic effects on the stress state of solids and thin films in the absence of external lattice strain. A formal expression of QES ($\sigma^{OE}$) is derived in relation to the deformation potential of electronic states ($\Xi$) and the variation of electron density ($\Delta n$), $\sigma^{OE}=\Xi(\Delta n)$, as a quantum analog of classical Hook’s law of the relation of mechanical stress to strain, as illustrated in Fig. 2. Two distinct physical manifestations of QES have so far been demonstrated quantitatively by DFT calculations: (1) in the form of bulk stress induced by charge carriers [9,20]; and (2) in the form of surface stress induced by quantum confinement [6,9]. One interesting physical phenomenon is recognized to be associated with QES is the laser pulse induced graphite-to-diamond transition [9]. Broadly, QES may manifest in various physical phenomena and technological applications that are based on coupling of electronic structure with lattice stress, such as semiconductor doping and gating effects, quantum confinement in quantum wells, wires and dots, lasing and energy particle irradiation induced phase transitions, electroelastic effects, magnetoelectric effects and biological cell deformation due to charging and polarization.

![Fig. 2. Schematic illustration of mechanical stress ($\sigma^M$) versus quantum electronic stress ($\sigma^{OE}$). (a) $\sigma^M$ induced by applying a compressive lattice strain ($\varepsilon$). Arrows indicate stress and force directions. (b) $\sigma^{OE}$ induced by a hole excited by a photon in the absence of strain ($\varepsilon=0$).](image)

**Topic 3. Non-equilibrium Composition Profiles of Alloy Quantum Dots and Nanowires and Their Correlation with Growth Mode [12-14]**. Semiconductor alloy QDs and nanowires (NWs) with controlled composition profiles are promising nanoscale building blocks for modern nanophotonic and nanoelectronic devices. The overall composition profiles (CPs) of such low-dimensional nanostructures are usually far from equilibrium, because bulk diffusion is negligible for typical growth conditions. However, local equilibrium may be established in the near-surface regions via surface diffusion. Consequently, the kinetic growth mode, which dictates the manner of surface mass transport and alloy mixing at the growth front, becomes a key factor in determining the kinetically limited CP. Recent, we have developed an atomistic-strain-model Monte
Carlo method to directly simulate the nonequilibrium epitaxial growth of strained alloy QDs and NWs [12-14]. We discover a striking correlation between the CPs of strained semiconductor alloy QDs and NWs with the growth mode. The layer-by-layer growth (LG) mode results in spontaneously-formed, core-shell structures with the core rich in the unstrained component (relative to the substrate); while the faceted growth (FG) mode leads to nanostructures with the core rich in the strained component, as shown in Fig. 3. Our findings suggest a promising method for the control of the CP of semiconductor alloy QDs and NWs by selecting the growth mode [12-14].

Future Plans
We will continue to expand our current studies as well as explore some new ideas. On the traditional topic of strain induced self-assembly of QDs, one interesting problem we are studying is the nucleation and growth of QDs next to a pit and their dependence of pit inclination angle as experimentally observed recently. We will develop a vigorous continuum model taking into account the nonlinear high-order elastic relaxation associated with large pit inclination and island facet angles, as well as perform atomistic-strain-model MC simulations to investigate the effect of composition distribution on the nucleation and growth of strained alloy islands. On the topic of quantum electronic stress effect, we are investigating the ultrafast crystal-to-amorphous phase transitions induced by pulse laser irradiation, by employing the concept of quantum electronic stress and first-principles DFT molecular dynamics simulations. In addition, we have taken on a new research direction studying the effect of strain on topoelectronic properties of Bi(111) and Sb(111) thin films. We have recently developed new computational tools in calculating the band topology and topological surface and edge states.

The DOE Program Sponsored Publications (2010-present):
**Program Title:** Study of p-type ZnO and MgZnO Thin Films for Solid State Lighting

**Principal Investigator:** Jianlin Liu, Department of Electrical Engineering, University of California, Riverside, CA 92521. Email: jianlin@ee.ucr.edu.

**Program Scope:**

The objective of the program is to investigate high-quality p-type ZnO and MgZnO materials for solid state lighting. ZnO has a room-temperature band gap of 3.37 eV with a 60 meV free exciton binding energy. Its band gap can be tuned by alloying with Mg (MgZnO) and Cd (CdZnO). However, intrinsic ZnO shows n-type conductivity due to the presence of different defects in the crystal. The major obstacle is to control its p-type conductivity, that is, to obtain reliable p-type ZnO and alloys. To solve this problem, under this program, we utilized plasma-assisted molecular beam epitaxy (MBE) and chemical vapor deposition (CVD) to grow high-quality ZnO thin films and nanowires and studied the characteristics of p-type ZnO materials. We successfully grew high-quality antimony (Sb), silver (Ag) and nitrogen (N) doped p-type ZnO thin films in MBE. Hole concentrations of \(10^{16}\) cm\(^{-3}\) (Ag doped) and \(10^{15}\) cm\(^{-3}\) (N doped) were obtained from the Hall effect measurements. Strong donor-acceptor pair (DAP) recombination was observed in the low-temperature photoluminescence (PL) spectra. In the case of Sb doping of thin films, we used p-n-p structure to study the p-type behavior of Sb-doped ZnO thin films and further proved the p-type conductivity of Sb-doped ZnO and extracted hole densities. Furthermore, we achieved Sb-doped and N-doped ZnO nanowires by CVD and studied the p-type conductivity of these nanowires. Fabry-Perot (FP) type laser and random laser have been demonstrated based on the Sb-doped and N-doped p-type ZnO nanowires, respectively. The results indicate that both Sb and N are efficient dopants for p-type ZnO.

**Recent Progress:**

*Growth and characterization of high-quality Ag-doped ZnO thin films:* Ag was predicted in literature to be possible shallow acceptor in ZnO. The expected advantage is that Ag should act as a substitution dopant in ZnO. Although c-sapphire substrate has lattice mismatch of 18% with ZnO, we made progress on low-temperature buffer technology and achieved single-crystalline ZnO thin films on c-sapphire. Based on this, we achieved high-quality p-type ZnO thin film with Ag doping. Fig. 1(a) is an SEM image showing almost featureless surface of Ag-doped ZnO. The inset of Fig. 1(a) is RHEED pattern of the sample, with the streaky pattern indicating smooth surface. P-type conduction of \(1 \times 10^{16}\) cm\(^{-3}\) hole concentration was obtained by Hall effect measurements. Further investigation into the p-type films was carried out through temperature dependent PL, as shown in Fig. 1(b). DAP peak at 3.217 eV can be clearly observed and identified through its stagnant peak position. Two bound exciton peaks were observed at 3.358 eV and 3.364 eV, respectively. The 3.358 eV peak is possibly an acceptor bound exciton.

![Fig. 1 (a) SEM image and RHEED pattern (inset) of Ag-doped ZnO, (b) Temperature dependent PL spectra of Ag-doped ZnO.](image-url)
Growth and characterization of high-quality N-doped p-type ZnO thin films: We also explored p-type ZnO thin films by N doping. ZnO thin film on c-plane sapphire substrate was grown using MBE with nitrous oxide (N₂O) gas as the doping source. We optimized the buffer layer to obtain single crystalline structure with very few defects. We achieved Zn-polar thin film, which is suitable for N doping, by controlling the thickness of the MgO buffer layer. Smooth surface was achieved (indicated by RHEED pattern in the inset of Fig. 2(b)). Prominent difference was observed in low-temperature PL spectra of N-doped ZnO with thinner MgO buffer layer and thicker MgO buffer layer. Fig. 2 shows low-temperature PL spectra of N-doped ZnO thin films. The sample in Fig. 2(b) has thicker (~30 nm) MgO buffer layer than that of in Fig. 2(a) (~5 nm). The near band-edge (NBE) emission is more red shifted in Fig. 2(b) (3.351 eV) compared to Fig. 2(a) (3.356 eV). The DAP emission (around 3.23 eV) is much stronger in Fig. 2(b). The Hall bar measurement shows n-type conductivity of the sample in Fig. 2(a) with an electron concentration of around 10^{16} cm^{-3}. The sample of Fig. 2(b) shows p-type conductivity with a hole concentration of around 10^{15} cm^{-3}.

Study of p-type behavior of Sb-doped ZnO thin films using p-n-p structure: P-type conductivities of p-ZnO thin films are normally investigated using Hall effect experiments. Nevertheless, higher-quality ZnO thin films require a ZnO buffer layer, which is usually n-type. Therefore, the Hall effect results would include multiple-layer effect, in many cases, the p-type conductivity of the active layer on top cannot be reliably extracted. We proposed to use photolithography and etching to fabricate a p-n-p structure based on the Sb-doped ZnO thin film on undoped n-ZnO on sapphire substrate. It was found by measuring electrical properties of this structure, the p-type conductivity of the ZnO thin film was extracted.

The sample was grown in a plasma-assisted MBE on c-sapphire substrate. Secondary ion mass spectrometry (SIMS) was used to obtain the elemental distribution of Zn, O, Sb, Mg, and Al, and the thickness information (Fig. 3). The sharp staircase of Sb distribution between doped and undoped ZnO represents a good interface of the two layers of 350 nm each. The Al signal is from the sapphire substrate. Mg signal is seen at the film and substrate interface as MgO thin layer of 5 nm or so was deposited before the growth of ZnO layers.

Photolithography and etching were employed to etch away part of the top p-type film. As a result a “device” structure was formed between two p-type contacts with n-type ZnO layer lying underneath. Fig. 4 shows high-frequency (1 MHz) C-V characteristics of the ZnO p-n-p structure (inset (a)). The capacitance was measured between the two Au/Ni contacts. The C-V sweep begins from 0 V to 10 V and then back to 0 V. As the bias applied between the p-layers increases (forward sweep from 0 V to 10 V), the capacitance of the structure decreases. When the voltage is swept back, the capacitance of the structure is smaller than the value at the same voltage in the forward
sweep. The phenomena suggest the formation of p-type ZnO layer, and the structure is indeed a p-n-p device, which can be explained as follows. Insets (b) and (c) show the space charge regions and band diagram of the p-n-p structure at a thermal equilibrium state. When the bias is applied on the p-n-p structure, one p-n junction is reverse-biased while the other one is forward-biased. The electrons inside the n layer flow out of the structure from the forward-biased junction, leaving the positive space charges inside the potential well formed by the p-type and n-type layers and expanding the space charge region of the reverse-biased junction. As the bias increases, the width of the space charge region of the reverse-biased p-n junction increases and the capacitance of the junction decreases. The two p-n junctions are in series, therefore the total capacitance decreases as well. The extra positive space charges are trapped in the potential well in the n-type layer and develop the electric field, which tends to reverse both p-n junctions. So when the bias decreases back to 0V, the space charge region width of both junctions are larger than those of the junctions in fresh state and thus the capacitance is smaller. The decrease of the capacitance indicates that the extra space charges are trapped inside the potential well formed by the ZnO:Sb/ZnO/ZnO:Sb p-n-p structure. Such characteristics provide alternative evidence of the formation of p-type ZnO layers on n-ZnO buffer. With further information of the n-layer carrier concentration obtained from a reference sample, the p-layer hole carrier concentration can be extracted from the C-V characteristics to be around $5 \times 10^{16}$ cm$^{-3}$.

**Realization of electrically pumped waveguide lasing based on Sb-doped p-type ZnO nanowires:** In this research, we studied the p-type conductivity of Sb-doped ZnO nanowires and demonstrated a homojunction laser diode, which consists of p-type Sb-doped ZnO nanowires on high-quality n-type ZnO film. The p-type conductivity of the ZnO nanowires was demonstrated by field-effect measurement. A hole concentration of $4.5 \times 10^{17}$ to $2.5 \times 10^{18}$ cm$^{-3}$ is extracted. The electrically pumped efficient Fabry-Perot (FP) type ZnO UV nanowire diode laser was realized at room temperature. Lasing was demonstrated by electroluminescence (EL) measurement. EL spectra under injection current from 20 mA to 70 mA is shown in Fig.5(a). The threshold of the laser device can be identified to be 48 mA in the integrated intensity versus current plot. The average spacing between modes is 2.52 nm and is close to the calculated value of 2.95 nm for this laser cavity. In addition to the spectra features, the side-view far-field microscope images for 60 mA and 70 mA injection current in Fig.5(b) shows another direct evidence of nanowire FP type lasing. The light emitting from both ends

Fig. 4 C-V characteristics of ZnO p-n-p structure. C-V curve of p-n-p structure shows that the capacitance decreases as the bias increases and capacitance between forward and reverse sweeps is different. Inset (a) shows the p-n-p structure. Inset (b) is the schematic of the p-n-p structure showing the space charge regions of the p-n junctions in thermal equilibrium state and inset (c) is the corresponding energy band diagram.

![C-V characteristics of ZnO p-n-p structure](image)

**Fig.5** (a) EL spectra of nanowire laser operated from 20 mA to 70 mA. (b) Side-view microscope images of the device at 60 mA and 70 mA.
of nanowire is evident. This phenomenon is a strong proof of longitudinal lasing modes in a waveguide that has been constantly observed in nanowire optically pumped lasing. The laser diode is quite stable over the time suggesting that once Sb-doped p-type material is achieved, it appears robust.

Study of p-type N-doped ZnO nanowires and realization of homojunction random laser: We grew p-type N-doped ZnO nanowires by using CVD without any metal catalyst on ZnO seed layer on Si (SEM images in Fig. 6(a) and (b)). The p-type behavior was studied by the output characteristic and transfer characteristic of the nanowire back-gated FET (Fig. 6(c) and (d)), XPS (Fig. 6(b) inset) and PL. An acceptor activation energy of ~200 meV was obtained. The formation of the p-n junction was confirmed by I-V and EBIC results. The lasing behaviors were studied by using both optical pumping and electrical pumping. Above the threshold pumping power/current, random lasing actions featuring a series of lasing peaks in the spectra were observed. The output power of the electrically pumped laser was measured to be 70 nW at a drive current of 70 mA. The angle dependent EL result shows that the emission has a broad angle distribution, further indicating the formation of ZnO nanowires p-n homojunction random laser and thus the p-type conductivity of the nanowires.

Future Plan:
The future research plan is to further enhance the p-type conductivity of high-quality ZnO materials. We will mainly focus on Sb, Ag and N doping and try to increase the hole concentration and mobility, and achieve highly conductive p-type ZnO thin films. In addition, the stability of the p-type ZnO will be carefully studied. Furthermore, band gap engineering of MgZnO will be studied. High quality p-type and n-type MgZnO will be achieve for future solid state lighting device applications.

Publications (2010-present):
Amorphous Structures and Polymorphs of the Phase-Change Ge$_2$Sb$_2$Te$_5$ Alloy

E. Ma

Department of Materials Science and Engineering, Johns Hopkins University, Baltimore, MD 21218

ema@jhu.edu

Program Scope

Phase-change multi-component chalcogenide materials, with Ge$_2$Sb$_2$Te$_5$ (GST) as a prototype alloy, are used as the media for high-density rewritable data storage. The amorphous (a-GST) and crystalline (c-GST) states possess significantly different optical and electronic properties. At the same time, GST can be rapidly switched between the two states (the crystallization of the a-GST happens on the time scale of several nanoseconds). Such characteristics are ideally suited for applications not only in rewritable optical data storage (CDs and DVDs), but also in electronic phase-change memory. The latter is a non-volatile memory that has fast data transfer rates and high storage densities, with the potential to replace flash memory in the future.

The desirable behaviors of GST must originate from the internal atomic structures of the amorphous and crystalline phases, as well as the unique chemical bonding features in these two states. Presumably, the reversible transformation between the a-GST and the c-GST only involves easy atomic rearrangements, such that the phase change process can be ultra-fast, while the changes in the chemical bonding are pronounced to produce a large contrast in optical and electronic properties. A thorough understanding of the atomic structure and its evolution, chemical bonding, possible competing phases in the transforming a-GST is highly important to the science of phase-change materials. The structural variations offer the room for controlling and optimizing the properties of GST materials, and are thus relevant to future development for their broadened data storage applications.

This project builds on our earlier success and experience in uncovering the atomic-level structure and poly(a)morphism [1], but shifting the emphasis from metallic glasses to GST. Our goals are three-fold. i) Understand the atomic structure and the chemical bonding in the GST glass; a comparison with those of the c-GST may help explain the ultra-fast (crystallization) switch speed and the large property contrast between the two phases. ii) Map out the phase relationships in the pressure (P)-temperature (T) space for GST. The crystalline polymorphs at the 2-2-5 composition, including new metastable phases, will be discovered and identified, to shed light on the phase transformation sequence. iii) Discover and understand the polyamorphic transitions between different amorphous states of the GST glass. We will explore the property changes associated with the different densities and electronic structures, to discover and expand the realm of possibilities for the GST properties.

Recent Progress

During the past three years, our research used a two-pronged approach, composed of synchrotron measurements (in situ X-ray for structure, in situ pressure
experiments for phase transitions and resistivity measurements) on the experimental side, and \textit{ab initio} molecular dynamics computer simulations on the modeling side. Our work has improved the understanding of the bonding and local structural motifs in as-prepared \textit{a}-GST, and provided the first \textit{in situ} monitoring of the pressure-induced evolution of the glassy structure, including its polyamorphism. Armed with our knowledge about the amorphous structure, we explained the rise of electrical conductance by four orders of magnitude, all in the amorphous state of \textit{a}-GST.


![Diagram of bonding structures](image)

Fig. 1. Schematic of (left panel) the electronic structure and the bonding geometry of Ge, Sb, and Te in \textit{ideal} glass model (8-N rule), and (right panel) the valence alternation process between Ge and Te. Te has the higher-energy non-bonding lone-pair electrons, as shown in (a), which interact with Ge, destabilizing the \textit{sp}$_3$ bonding for the latter. This leads to the formation of dative bond (red in dashed circle) between Ge and Te, see (b). In 3-D space, the \textit{sp}$_3$ bonds have the tetrahedral shape with bond angles of 109°, while the \textit{p} bonds ($p_x$, $p_y$, and $p_z$) are perpendicular to each other. In \textit{a}-GST, the dative bonds change not only the true CN of the Ge and Te, but also the bond angle around Ge.

Using electronic structure calculations, we demonstrated a global valence alternation forming dative bonds in the \textit{a}-GST at room temperature. The resulting \textit{p} bonding profoundly influences the local atomic structure, leading to right-angle motifs. The dominance of \textit{p} bonding is revealed by i) distributions of the coordination number (CN) and the bond angle, for truly bonded atoms determined based on the electron localization functions (ELF), and ii) a direct evaluation of the \textit{p} (and \textit{s}) orbital occupation probability for the CN=3 Ge atoms that form 90° bonds with neighbors. Specifically, our \textit{ab initio} MD simulations confirm that the \textit{a}-GST is characterized by “right-angled” local atomic motifs and rationalized their origin from the nature of bonding on the level of electronic structures (dative bonds). This atomic structure is originated from the interaction between Ge and the lone-pair electrons of Te, which destabilizes the \textit{sp}$_3$ hybridization and promotes \textit{p} bonding among all the constituent species. A schematic showing the proposed model is given in Fig. 1 and discussed in its caption. As a result (see Fig. 2), the CNs of Ge and Te both shift towards 3, and the bond angles around Ge become dominated by ~90°. Some Ge atoms may retain the \textit{sp}$_3$ character with CN=4 and tetrahedral-like configuration. Our new method of basing the CN analysis on strongly bonded pairs determined using the ELF, as shown in Fig. 2, will be useful for studying other phenomena in GST.
Fig. 2. (a) Representative ELF profiles for a Ge atom and its neighbors, showing three strongly bonded and one weakly-bonded neighbors. (b) The ELF distribution between all atom pairs within a distance cutoff of 3.5 Å. The threshold ELF value (0.58) is labeled by an arrow, which cuts across the valley separating the truly bonded and not strongly bonded (tail). (c) The CN around each element, for strongly bonded neighbors. (d) Bond angle distributions for Ge atoms with CN=3 and CN=4, with the respective characteristic 90° or 109° angle (dashed lines). The majority of Ge atoms are in defective-octahedral environment with CN=3, with a small fraction of tetrahedrally bonded (CN=4) [1].

2) Pressure tunes electrical resistivity by four orders of magnitude in the amorphous Ge$_2$Sb$_2$Te$_5$ phase-change memory alloy (PNAS, 2012) [3]

Upon crystallization (e.g., by annealing at ~420 K) from amorphous GST (a-GST) to crystalline rocksalt GST (rs-GST [4]), the electrical resistivity drops by at least two orders of magnitude, offering the desired contrast for memory applications. This scenario is shown in Fig. 3a (adapted from published work). The entire span of possible resistivity change by thermal annealing is about four orders of magnitude.

Instead of using temperature to induce phase transition and resistivity contrast, we have examined the structure and property changes in a-GST, entirely in the amorphous state, as a function of the other thermodynamic variable, “pressure” (P). Pressure and stresses are usually present in devices, and GST exhibits rich behavior in phase transformations under pressure [5,6]. The property excursion in a-GST under pressure (0 to ~28 GPa in diamond anvil cell) offers an opportunity to observe the potential property window available in a-GST that may be useful for multi-state memory in this phase. Our discovery here is a dramatic decrease in electrical resistivity $\rho$ under pressure, by as much as four orders of magnitude, in the glassy a-GST in the absence of crystallization, see Fig. 3b. This is comparable with the $\rho$ range achievable by thermally induced phase transitions (Fig. 3a). Much of this large change is found to be accompanied by subtle changes in the parameters normally used to describe and monitor local structure, such as bond length, bond angle, and coordination number. Instead, we discovered an important structural indicator that changes fast with increasing P and correlates strongly with the $\rho$ change: the volume fraction of low-electron-density (LED) regions, which are “vacant” local volumes analogous to voids or vacancies in crystalline materials. The obvious decrease of LED volumes resulting from electron charge density redistribution under increasing pressure offers a useful structural signature that can be monitored to represent all the important changes in atomic structure and bonding that mediate significant property variations. Our *ab initio* calculation suggests that the pressure-driven compression of the LED volumes in a-GST, by enhancing the interactions between local clusters, delocalizes electrons and narrows the band gap. We have also used ELFs to provide evidence that at elevated P some originally trapped electrons indeed become less
localized. These suggest that it is the narrowing of the mobility gap, as the Peierls-like
distortion is reduced, that results in the pronounced $\rho$ decrease.

At high $P$, $\rho$ levels off and is now close to the high end of metals. Different
from the lower pressure regime where the $a$-GST largely retains its right-angled local
motifs that bear some resemblance to the low-pressure rocksalt $c$-GST ($rs$-GST), at
$P$>8 GPa the bond angles start to be compressed to decrease. The glass eventually
turns into a different amorphous state, characterized by a bond angle distribution
starting around 55° and coordination numbers approaching 7~8. This local
configuration now bears similarity to the local structure of the high pressure (~28 GPa)
crystallization product, a body-centered-cubic ($bcc$) GST [5,6]. As such, this high-
density, metallic-like $a$-GST can be identified as a new $bcc$-type polymorph, and
regarded as a precursor of the eventual $bcc$-GST upon high-pressure crystallization.

Fig. 3. (a) The electrical resistivity of GeSb$_2$Te$_4$ as a function of temperature. The amorphous-to-
crystalline transition occurs around 420 K, with a $\rho$ drop by about two orders of magnitude. The $ab$
initio models of these two structural configurations are displayed in the insets. (b) The $\rho$
of amorphous Ge$_2$Sb$_2$Te$_5$ ($a$-GST) with increasing $P$. The representative local motifs in the
amorphous structure are shown schematically in the insets: the LED regions are compressed
down first as the $\rho$ decreases by orders of magnitude in the lower $P$ regime (0 to 8 GPa),
after which the characteristic bond angle starts to be compressed to decrease from around 90°
towards ~55°, and the low-pressure rocksalt-type $a$-GST ($rs$-type $a$-GST) gradually transforms into
a high-pressure body-centered-cubic type [5,6] polymorph ($bcc$-type $a$-GST), before eventually
crystallizing into the $bcc$-GST (>28 GPa).
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Program Scope

This research program aims at enabling surface engineering strategies based on a fundamental understanding and predictive modeling of the surface morphological response of solid materials subjected to the combined action of multiple external forces. Our research focuses on the surface morphological evolution and stability of electrically conducting and semiconducting solids under the simultaneous application of mechanical stresses, electric fields, and temperature gradients. We seek conditions under which the multiply driven surface morphology is stable and explore the complexity of the corresponding various morphologically stable surface patterns. We also emphasize on the driven evolution of nanoscale features, aiming at stabilizing and controlling nanoscale patterns on surfaces by their manipulation through simultaneously applied multiple external forces. Specifically, we address systematically the morphological response to the combined action of multiple external forces of bulk solid surfaces, surfaces of thin films grown epitaxially on thick or thin substrates, as well as nanoscale surface features such as coherently strained epitaxial islands on substrate surfaces. The research combines theoretical analyses of surface morphological stability with self-consistent dynamical simulations of surface evolution based on properly parameterized continuum and multiscale surface transport models.

Recent Progress

Current-Driven Surface Morphological Stabilization of a Coherently Strained Epitaxial Thin Film on a Substrate – We have analyzed systematically the surface morphological stability of a coherently strained thin film grown epitaxially on a solid substrate and subjected simultaneously to an external electric field. Due to its lattice mismatch with the substrate material, the planar surface of the epitaxial film may undergo a Stranski-Krastanow (SK) instability, resulting in formation of islands on the film surface. Our analysis aimed at examining the possibility for an externally applied electric field to stabilize the planar film surface morphology against the SK instability and at investigating the role of substrate engineering in the epitaxial film surface stabilization process. We examined three substrate types, namely, thick rigid substrates, thin elastically deformable substrates clamped onto rigid holders, and thin compliant substrates that can provide some elastic accommodation of the lattice-mismatch strain in the epitaxial film due to their ability to relax parallel to the interface with the epitaxial film.

We developed a three-dimensional (3D) fully nonlinear model for the surface morphological evolution of the epitaxial thin film, consisting of a surface height evolution equation coupled with the electrostatic and elastostatic boundary-value problems and accounting for surface diffusional anisotropy through a properly formulated diffusivity tensor. Based on this model, we conducted linear stability analysis to examine the morphological stability of the epitaxial film’s planar surface state. The analysis has shown that surface electromigration due to a properly applied and sufficiently strong electric field can inhibit SK-type instabilities, which can be used to control the onset of island formation on the epitaxial film surface [1]. We have also determined the critical electric-field strength for surface stabilization as a function of material properties and heteroepitaxial system parameters (such as dimensions and mechanical properties of the film and the substrate), as well as the electric field’s optimal direction for the most efficient stabilization of the surface morphology. Importantly, we have found that optimal use of substrate engineering techniques can reduce by several orders of magnitude the critical strength of the electric field required to stabilize the planar surface morphology of the epitaxial film with respect to the field strength required in the case of an infinitely thick substrate [1].

The Effect of a Thermal Gradient on the Current-driven Surface Morphological Stabilization of Stressed Crystalline Solids and Epitaxial Thin Films on Crystalline Substrates – We have examined the surface morphological stability of electrically and thermally conducting crystalline elastic
solids in uniaxial tension under the simultaneous action of an electric field and an applied temperature gradient. We implemented a fully nonlinear surface mass transport model that accounts for surface electromigration and thermomigration induced by the applied fields and for surface diffusional anisotropy. Based on a systematic linear stability analysis according to this model, we found that a properly directed applied thermal gradient can reduce the critical electric-field strength requirement for stabilization of the planar surface morphology against Asaro-Tiller or Grinfeld (ATG) instabilities [2]; for the materials and systems of interest, a representative value of thermal gradient is around 500 K/cm.

We have also conducted a theoretical analysis of the surface morphological stability of a coherently strained thin film that has been grown epitaxially on a deformable substrate and is simultaneously subjected to an external electric field and a temperature gradient. We developed a 3D model for the surface morphological evolution of the thin film and carried out a linear stability analysis of the heteroepitaxial film’s planar surface state. We accounted for the effect of the simultaneous action of multiple external fields on the anisotropy of the surface diffusivity tensor and considered various substrate types. We derived the condition for the synergy or competition of the two externally applied fields and determined the optimal alignment of the external fields that minimizes the critical electric-field strength requirement for the stabilization of the planar film surface [2]; this alignment is expressed by the angles formed on the film plane by the applied electric field and thermal gradient directions with a fast surface diffusion direction, \( \Phi_f \) and \( \Phi_\theta \), respectively. In both problems (bulk crystalline solid and epitaxial film), we also examined the role of the temperature dependence of the thermophysical properties and focused on the strongest such dependence, namely, the Arrhenius dependence of the surface diffusivity. We showed that this temperature dependence does not affect the critical applied-field strength requirement for surface stabilization; it only amplifies the rate of growth or decay of the shape perturbation from the planar surface morphology [2]. Our analysis has established that the optimally synergistic effects of the simultaneous action of the externally applied electric field and thermal gradient can reduce further the critical electric-field strength requirement for epitaxial film planar surface stabilization against SK-type instabilities by a factor of over 2.5, which is a substantial improvement [2].

**Electromigration-driven Complex Dynamics of Void Surfaces in Stressed Metallic Thin Films under a General Biaxial Mechanical Loading** — We have conducted a systematic computational study of the electromigration-driven complex surface dynamics of voids in thin films of face-centered cubic (fcc) metals with <100>-oriented film planes subjected to an external electric field simultaneously with biaxial mechanical loading; the loading can be either purely tensile or compressive, ranging from isotropic to strongly anisotropic including uniaxial, or of a mixed type with both tensile and compressive stress components in the applied stress tensor. Our analysis was based on self-consistent dynamical simulations of driven void surface morphological evolution following a well validated, two-dimensional, and fully nonlinear model. Under purely isotropic tension, we found that a transition from steady to time-periodic states occurs at a critical stress level; the corresponding Hopf bifurcation is supercritical [3]. Under a general biaxial mechanical loading, we found that depending on the electromechanical conditions, void size, and surface diffusional anisotropy, two types of asymptotic states can be stabilized in the void surface dynamical response, namely, morphologically steady or time-periodic traveling voids, and film failure can be caused by void tip extension [3]. The loading mode as well as the loading anisotropy are found to be significant factors in determining the void morphological stability domains and can be tailored to stabilize steady or time-periodic states and to increase the film’s resistance to failure. Under a mixed (tensile + compressive) loading mode, we found that it is impossible to stabilize steady states in the void morphological response and that the stress levels that the film can sustain prior to failure are much lower than those under purely tensile or purely compressive biaxial loading [3].

**Analysis of Current-Driven Morphological Response of Single-layer Epitaxial Islands on Crystalline Substrates** — We have developed a fully nonlinear model for studying the current-driven morphological evolution of single-layer, coherently strained epitaxial islands on elastically deformable crystalline substrates. In the model, mass transport due to curvature- and stress-driven diffusion and electromigration is dominated by atomic migration on the island boundary (edge) and the anisotropy of such “periphery diffusion” is accounted for. We have also developed direct dynamical simulators of the driven morphological evolution of such islands based on this model. We have validated the model by comparing the simulation predictions for stable steady island morphologies and for the dependence of the
stable islands’ migration speed on their size with recently reported results from an in situ STM experimental study for the current-driven response of single-layer homoepitaxial islands on Ag(111).

FIG. 1. Dependence of the migration speed, \( v_m \), on the inverse of the island size, \( 1/R_s \), for the current-driven motion of (a) homoepitaxial and (b,c) coherently strained heteroepitaxial islands with tensile and compressive misfit strain due to lattice mismatch, (b) \( \varepsilon_m = +0.06 \) and (c) \( \varepsilon_m = -0.06 \), respectively, on single-crystalline substrates of Ag at steady state; \( v_m \) is given in units of \( l_d/\tau \), where \( l_d \) is a characteristic length scale and \( \tau \) is the diffusional time scale, and material properties typical of Ag have been used in the computations. The applied electric field is aligned with a fast direction for island edge diffusion. Open blue diamonds, red squares, and black circles give the current-driven response of islands on <110>-<100>-<111>-oriented surfaces, respectively; the ↑ arrows mark the onset of a necking morphological transition, as shown in Figs. 1(d), 1(e), and 1(f), a morphological norm, the scaled island perimeter \( P = P/R_s \), is plotted as a function of \( 1/R_s \) at \( \varepsilon_m = -0.06 \) for <110>-<100>-<111>-oriented surfaces, respectively; the ↑ and ↓ arrows have the same meaning as in (a), (b), and (c). The insets in (d)-(f) show representative island morphologies in the linear and nonlinear regimes of current-driven island migration.

We have conducted a systematic parametric study to examine effects of island size and misfit strain on the current-driven motion of stable single-layer spicetalial islands on single-crystalline substrates of fcc metals, including both homoepitaxial and coherently strained heteroepitaxial islands. The effects of strain due to lattice mismatch on the island periphery diffusion were quantified based on atomic-scale simulation results. Figure 1 shows representative simulation results for the dependence of the island migration speed, \( v_m \), on the island size, \( R_s \), given by the square root of the island’s area, for current-driven epitaxial island motion on <110>-<100>-<111>-oriented surfaces of single-crystalline Ag that leads to stable steady island morphologies. We found the island migration speed to be directly proportional to the inverse of the island size for much of the island size range examined and starting from very small islands. For all three surface orientations, throughout the misfit strain range examined, and for an applied electric field aligned with a fast diffusion direction for island edge diffusion, we found that there exists a critical island size beyond which the \( v_m(1/R_s) \) dependence deviates from linearity; this onset of nonlinear behavior is accompanied by island morphological transition, as shown in Figs. 1(d), 1(e),
and 1(f). Increasing $R$, further within this nonlinear migration regime leads to a necking morphological instability of the island’s steady state for $<110>$-oriented surfaces [Fig. 1(d)] and to a fingering-like morphological transition for $<100>$- and $<111>$-oriented surfaces [Figs. 1(e) and 1(f), respectively]. Misaligning the direction of the applied electric field with a fast edge diffusion direction increases the complexity of the island morphological and dynamical response within the general framework of Fig. 1. Rescaling $v_m$ with the proper island shape factor $\beta$ leads to a linear relationship between $v_m/\beta$ and $1/R$; this linear scaling relationship is universal and is obeyed by islands of all sizes regardless of the complexity of the island stable morphologies for $R$, beyond the onset of the nonlinear regime.

**Future Plans**

Our current and future plans (work to be completed within the next 1-3 years) include: (1) Continuation of continuum-level analysis of surface morphological stability and evolution of stressed elastic crystalline solids [4] under surface electromigration and thermomigration conditions. (2) Analysis of field-driven surface morphological stabilization of coherently strained epitaxial films on elastically deformable substrates for further elucidation of thermal and geometrical effects. (3) Analysis of the driven dynamics of both isolated individual single-layer islands and pairs of islands driven into contact, emphasizing on collective dynamical phenomena, such as island coalescence and breakup. (4) Continuum-level exploration of complex (e.g., oscillatory, chaotic) dynamical response of surfaces under the combined action of electric fields, mechanical stresses, and thermal gradients. (5) Targeted atomistic computations for determining surface properties and parameterizing surface anisotropies for their incorporation into continuum-level models. (6) Incorporation into our fully nonlinear models of driven surface morphological evolution of thermal effects, such as the temperature dependence of material properties and Joule heating of metallic conductors for improving the predictive capabilities of the models. (7) Development of coarse-grained (micromechanical) kinetic models of strain relaxation based on analysis of molecular-dynamics simulations of metallic-film response to stress and using dislocation densities as dynamical variables to serve as constitutive models of plastic deformation phenomena. (8) Development of multi-scale models of driven surface morphological evolution involving kinetic Monte Carlo simulations for direct atomic-scale modeling of the propagation of epitaxial film surfaces and epitaxial island boundaries. (9) Development in collaboration with expert experimentalists of careful experimental protocols to test the modeling predictions for driven evolution of epitaxial film surfaces and epitaxial islands. (10) Exploration of other application areas in the study of the response of complex systems to the action of external fields, such as in problems of colloidal-particle assemblies [5].

**References to Publications of DOE Sponsored Research**


Using multiaxial magnetic fields to drive emergent behavior in magnetic platelet suspensions, James E. Martin and Kyle Solis, Sandia National Laboratories, Albuquerque, New Mexico

In the last several years we have begun to focus on the effect of multiaxial magnetic fields on magnetic platelet suspensions. The complex emergent behavior we have discovered arises from the complex magnetic interactions between the platelets and the field. A uniform magnetic field does not exert a force on a platelet, but it does exert a torque. This torque tends to align the particle such that the platelet director (surface normal) is perpendicular to the field. The field produced by each platelet also creates a significant torque and force on nearby particles. Each platelet is therefore subject both to the interaction forces and torques with nearby particles, and to torques that arise from the applied field. The particle rotations and translations are coupled hydrodynamically, and the combination of these magnetic and hydrodynamic interactions leads to a variety of emergent suspension dynamics. Some of the resultant flows enable vigorous, noncontact heat and mass transfer. There are essentially three types of emergent behavior: 1) flow lattices; 2) rotational flow and; 3) surface instabilities. Within each of these types there are a variety of effects, but in this abstract we will describe only some of the main effects.

Figure 1. A flow lattice stimulated by a 2:1 biaxial magnetic field.

Flow lattices stimulated by biaxial fields. We have found that a vigorous flow lattice results when platelet suspensions are subjected to certain types of biaxial magnetic fields. [1] For example, applying a biaxial field in the x-y plane with a 2:1 frequency interval to a suspension that is roughly 4 vol% platelets induces the spontaneous flow symmetry breaking that gives rise to the flow lattice shown in Fig. 1. This lattice consists of a checkerboard of countercurrent flow columns parallel to the z axis, as illustrated in Fig. 2(left). We call this effect Isothermal Magnetic Advection (IMA) because unlike convection, this noncontact flow can be created without a thermal gradient. Although there is no component of the applied field in the direction of flow, the biaxial field in the x-y plane can create torque around the z axis, and this torque can in principle lead to propulsion along this axis (a propeller is one familiar example). The detailed structure of this flow lattice is dependent on the phase angle between the two field components, which alters the trajectory of the field vector, Fig. 2(right). This phase angle is defined by \( \mathbf{H}(t) = H_x \sin(\omega t) \mathbf{i} + H_y \sin(\omega t + \phi) \mathbf{j} \), where \( n \) is a positive integer. Depending on the phase angle, the flow can be nonexistent, regular or writhing.

A biaxial field with a 3:1 frequency ratio also forms an advection lattice but with one significant difference: at phase angles where the Lissajous plot of the field vector is a forward or backward ‘S’ the fluid has a significant body torque around the z axis, clockwise or counterclockwise, indicating helical flow within. [1] This torque can be measured on a torsion balance and results in the fluid sloshing back and forth if the 3:1 field is phase modulated. Because of the chiral nature of the trajectory of the field vector (including its equivalent opposite) this body torque does not violate parity conservation.

Controlling the lattice wavenumber. We have recently demonstrated that IMA can be controlled to tailor the efficiency of heat and mass transfer. [3] The lattice wavenumber is proportional to the field frequency, Fig. 3(left), so low frequencies create coarse columns, which facilitate both mass and heat transfer, and high frequencies create fine columns, which would act as a counter-current heat exchanger, enabling mass transfer without heat extraction. The latter could be useful for feeding a reaction front without extracting heat. Increasing the field strength reduces the wavenumber, though this effect is relatively weak, scaling like the cube root of the field strength above a critical field required to initiate the instability, Fig. 3(right). Significantly, the lattice wavenumber is unaffected by the viscosity of the liquid phase, Fig. 4(left), so that if IMA were used to transfer heat across a thermal gradient, the lattice would remain commensurate. Such a defect-free lattice would facilitate efficient heat transfer. The liquid viscosity does, however, play an important role in the flow rate, which scales inversely with
the viscosity. Finally, studies of the dependence of the lattice wavenumber on the volume fraction of platelets shows only a weak dependence, Fig. 4(right).

Figure 3. (left) Illustration of the basic Isothermal Magnetic Advection flow pattern, which is a checkboard lattice of countercurrent flow columns. (right) Lissajous plot of the field vector for three phase angles.

Figure 4. (left) The advection lattice column spacing is inversely proportional to the magnitude of the field frequency. Data are for 2:1 biaxial fields with a 45° phase angle, and an rms component induction of 0.015 T. Data are for volume fractions of ● 2.3%, ■ 5.8%, and ▲ 9.3%. (right) The column spacing increases as a power law of the induction field above a critical field strength.

These observations demonstrate that IMA has characteristics that make it attractive for applications. Gravity does not play a significant role in the formation of flow patterns, so the advection lattices can be created in any orientation. IMA could therefore be used to transfer heat in weightless environments, or anywhere else natural convection fails, such as under a hot object. IMA is also stimulated with uniform magnetic fields, so it can be scaled to any size, using only open-air Helmholtz coils to create the modest fields required. Finally, the wavenumber can be tuned by the field frequencies, the flow rate can be controlled by the strength of the field and the lattice wavenumber is independent of viscosity, and therefore of temperature, enabling a lattice to remain coherent across a thermal gradient.

Surface instabilities. Surface instabilities arise as the volume fraction of the particles increases to ~8%, and these are likely normal field instabilities of a complex type. To create these instabilities a biaxial field is applied in a vertical plane. Initially these instabilities appear as periodic stationary waves parallel to the horizontal component of the field. As the particle volume fraction increases, these waves become more pronounced and erupt into tall ridges within which one can observe an advection lattice. The dynamics of these ridges is affected by the phase relation between the field components. Phase modulating a 2:1 field causes pronounced wobbling of the ridge and phase modulating a 3:1 field causes the ridge to slosh back and forth parallel to the horizontal field component, due to the body torque.
Effects produced by a third field component. Applying a normal dc field to an advection lattice formed by an alternating biaxial field produces dramatic results. [2] If the dc field amplitude is relatively small, the field can substantially modify the flow lattice. But dc fields comparable to the biaxial field components can also completely obliterate the advection lattice and create rotational flows of surprising vigor, as shown in Fig. 5(a-c). (In the discussion below we will show that these flows are highly effective at heat and mass transfer.) An interesting aspect of these rotational flows is that the orientation of the vorticity axis is dependent on the whether the field frequency ratio is even or odd. For example, for a 2:1 field with a 0° phase angle the vorticity axis is parallel to the low frequency field component. In this case the vorticity can be reversed by either changing the biaxial field phase angle by 180° or by reversing the direction of the dc field.

This fluid rotation is due to the dc field causing chiral symmetry breaking of the trajectory of the field vector and its opposite, a point that requires a little explanation. For a 2:1 field with a 0° phase angle the Lissajous plot of the field vector is a figure eight, Fig. 2(right), with the zero field point at the center. The trajectory of the field vector will circulate in the opposite sense if the phase is shifted by 180°, so this field trajectory is chiral. However, the magnetic interactions are due to induced magnetic moments and thus scale as the square of the applied field. Inverting the sign of the total applied field will thus have no effect. So it is the combined trajectory of the applied field and its opposite that is the critical issue: in other words, the trajectory of a line. A little thought will convince one that for the figure eight the trajectory of this “field line” is not chiral, so there is no reason to expect deterministic rotational flow, and in fact experiments show this does not occur. (However, one cannot rule out some mechanism of
spontaneous chiral symmetry breaking, which has indeed been observed as a weak effect in this case, but this does not lead to deterministic rotational flow.) If one applies a dc field orthogonal to the biaxial field pane, the zero point of the field shifts outside the plane of the figure eight. The field line now circulates on two figure eights separated by a gap, and this trajectory is now chiral. Changing either the sign of the dc field or shifting the phase of the biaxial field by 180° causes a change in the parity of this trajectory. The observations of rotational flow for the 2:1 field are in agreement with these parity considerations.

If the field frequency is 3:1 and the phase is 90°, strong rotational flow also occurs when a dc field is applied, but the axis of vorticity is the dc field. [2] In this case changing the phase of the biaxial field by 180° also reverses the flow, but altering the direction of the dc field does not. These observations are also consistent with parity considerations for the trajectory of the field line. The 3:1 field line trajectory is chiral even for the biaxial field itself, which is why a small deterministic body torque can be observed in this case. An orthogonal dc field component of either sign does not alter the parity of this pair trajectory, but changing the phase of the biaxial field by 180° does. It should be emphasized that such parity considerations are a necessary, but not sufficient, criterion for rotational flows.

**Formation of a vortex lattice.** Perhaps the most visually striking phenomenon we have observed is the formation of the vortex lattice shown in Fig. 6(a-c), which is due to spontaneous chiral symmetry breaking. This vortex lattice is most easily realized by subjecting an ~8 vol.% platelet suspension to a triaxial field comprised of a 2:1 biaxial field in a vertical plane and an orthogonal dc field. Although it is not apparent from the image that the cells are vortices, dropping tracer particles onto the surface will convince one that this is in fact a checkerboard of vortices turning in opposite senses, like meshed gears. At lower particle volume fractions this same field creates rotational flow.

**Acknowledgements:** Sandia National Laboratories is a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin Company, for the United States Department of Energy under Contract No. DE-AC04-94AL85000. This work was supported by the Division of Materials Science, Office of Basic Energy Sciences, U.S. Department of Energy (DOE).
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Program Scope

Organic electronic materials are of great intrinsic scientific interest because strong competing interactions produce a rich spectrum of tunable ground and excited states. This makes them an ideal vehicle for the study of flexible strongly correlated systems. The materials are also technologically important for a broad class of applications because of the tunability of their electronic properties, their facile thin film and heterostructure fabrication, and the possibility of creating nanoscale structures and devices through molecular assembly techniques. Because of the very large material and device structure phase space, there is a critical need for basic scientific research on the fundamental physical properties of organic electronic materials. The goal of this project is to provide an understanding of the fundamental physical processes that are important in determining the electrical and optical properties of organic electronic materials. We employ a closely coupled measurement/theory approach aimed at understanding fundamental physical processes in representative model systems and materials, including both conjugated polymers and small molecules. Our goal is to understand control material structure and charge transport at the organic/inorganic and organic/organic interfaces. The experimental effort addresses optical and electrical characterization of model interfaces formed using solution or vacuum deposition techniques. The theory component connects with these experiments through a hierarchy of microscopic and macroscopic models, including large scale molecular dynamics calculations of the structure at the interface, quantum mechanical determination of the electronic structure associated with a subset of such configurations, and the development of appropriate device models.

Progress Report

- **Geometric distortions and polarization** in conjugated polymers has been examined for a number of electronic excitations in poly-p-phenylene vinylene. These include the lowest singlet (S1) and triplet (T1) excitons, as well as the positive and negative polarons. We also studied the effect of octyl side chains commonly found in the polymers used in actual devices. The localization of the S1 and T1 states was found to be driven by oligomer distortions, which are ubiquitous in amorphous materials. Computation of the binding energy of excitons show that the neutral excitons have higher binding energies compared to charged states. In contrast, the polaronic species exhibit larger coupling to the environment. These two behaviors can be
qualitatively rationalized from electrostatic arguments based on lower repulsion in the former and larger induction effects in the latter. An additional topic of interest in this work was a critical study of the dependence of density functional theory predictions on the form of the functional. In particular, it was shown that the new generation of hybrid functionals and range-corrected functionals are necessary to faithfully reproduce the delicate localization effects observed experimentally. Conventional functionals such as the local density approximation or generalized gradient approximations do not capture this behavior. This work is in press at the Journal of Chemical Theory and Computation.

- **Electrical conductivity in organic polymers** can be separated into intra-oligomer mobility and inter-oligomer hopping events. In our past work we identified sites in the amorphous polymer that were associated with electron and hole trap sites. Those trap sites have strong binding energy for the charge carrier inhibiting the hopping process. In FY2012, we studied the conductivity along a single oligomer. We set up a geometry in which a strand of poly-p-phenylene-vinylene, with sulfur contact atoms, straddles gold leads. Ballistic transport was calculated and current vs. voltage (I-V) curves computed as function of a rotational defect introduced in the vinylene linkage. At zero angle (no defect) the perfect conjugation favors the transport and ohmic behavior is observed. As the rotational angle increases, the conjugation of the π orbitals is disrupted and the oligomer ceases to conduct current. The step like pattern observed in the I-V curve stems from the quantum nature of the calculated current, as the mobility stays almost constant when the voltage does not resonate with a molecular energy level and increases when a new energy level couples to the leads. This work has been submitted to the Journal of Chemical Physics.

- **Interfaces between different organic materials** can play a key role in determining organic semiconductor device characteristics. We developed a physics-based device model with the goal of exploring critical processes at organic/organic interfaces. Specifically, we considered a bilayer structure consisting of an electron transport layer (ETL), a hole transport layer (HTL), and the interface between them. Model calculations concentrated on: (1) the microscopic physical processes at the interface,
such as exciton formation/dissociation, exciplex formation/dissociation, and geminate/nongeminate recombination; (2) the treatment of the interface parameters; and (3) application of this model to different devices, such as organic light emitting diodes and photovoltaic cells. The relative impacts of the different processes on measurable macroscopic device characteristics were explored by varying the corresponding kinetic coefficients. We described results for an organic light emitting device with exciton or exciplex emission, and for a photovoltaic device with or without geminate recombination. This work appeared in J. Appl. Physics, 111, 094507 (2012).

Motivated by the recent work of Campbell and Crone (I. H. Campbell and B. K. Crone, Appl. Phys. Lett. 101, 023301 (2012)), who showed experimentally that inserting a thin insulating layer between the ETL and the HTL could improve the short-circuit photocurrent of a two layer organic solar cell, we used our interface device model to explore theoretically the effect of incorporating a thin tunnel barrier between the electron and hole transport layers of organic photovoltaic devices. We studied how macroscopic device characteristics (such as short-circuit current, open-circuit voltage, and power efficiency) are related to microscopic processes (such as exciton diffusion, dissociation, and recombination). We show that a tunnel barrier that alters the rates of different transfer processes at the interface between the electron and hole transport layers can significantly affect the operational characteristics. By optimally choosing the insulating layer thickness, the organic solar cell power efficiency can be significantly improved. The Figure below shows the calculated power efficiency from the numerical simulation as a function of the insulating layer thickness. The insulating layer can improve the short-circuit current and the open-circuit voltage and does not affect significantly the fill factor; therefore, the power efficiency can be significantly improved. This work appeared in J. Appl. Physics, 113, 044516 (2013).

Future Plans

- **Modeling the structural and electronic properties of polyacenes/Si-H.** The Organic/silicon interfacial properties are of considerable interests both from a perspective of fundamental research and for practical silicon-based optoelectronic devices. In this work, we theoretically explore the interfacial properties of the organic heterojunctions featuring solar cells, which are crucial to improving the performance of photovoltaic devices. Initially, we have targeted interfaces composed of polyacenes and hydrogen-passivated silicon (Si-H) surfaces. Molecular dynamics simulations using the semiempirical tight-binding DFT method yield the geometric structures at the interface. The MD results indicate that the organic phases are apt to order in herringbone structures.
(illustrated in the following Figure 1a), as observed in crystals. With the predicted structures, the band alignments across the interfaces are calculated by taking a hybrid approach (Pasquarello et al. Phys. Rev. Lett. 2008, 101, 046405). The potential distributions across the interface are calculated with the generalized gradient density functional PBE. A significant potential difference along the interface was observed (as shown in Figure 1b), which might arise from a doping effect or strong surface dipole. The bandgaps of the silicon substrates and the organic phases have been calculated by a variety of approaches including PBE, HSE06, PBE0 and GW methods. The investigations of the source of potential distribution and the effect of the silicon slab thickness on the band alignment are ongoing. Based on this understanding of the surface states, the exciton recombination rate will be estimated and the characteristic I-V curves will be obtained. Moreover, larger supercells will be used in the simulations to eliminate the constriction effects on the interfacial structures and properties.

Publications related to this project

Electronic and Optical Processes in Novel Semiconductors for Energy Applications

Angelo Mascarenhas
National Renewable Energy Laboratory, 1617 Cole Blvd., Golden, CO 80401
Angelo.Mascarenhas@nrel.gov

Project Scope
The continued advancement of high-performance devices for energy-related applications requires the development of new materials with specifically tailored properties. The objective of this project is to investigate new semiconductor materials that transcend the existing limitations that constrain current photovoltaic and solid-state lighting (SSL) technologies. Particular emphasis is placed on developing high bandgap (> 2 eV) and low bandgap (1 eV) absorbers for photovoltaics and efficient green-amber light emitters built on GaAs platforms. This work is based on understanding and controlling the fundamental electronic and optical processes in semiconductor alloys, including carrier localization in GaAs$_{1-x}$N$_x$ and GaAs$_{1-x}$Bi$_x$ alloys and spontaneous atomic ordering in Ga$_x$In$_{1-x}$P and Al$_x$In$_{1-x}$P. Additional activities focus on investigating bi-polar plasmons, charge and spin density excitations and long-range exciton diffusion in an effort to investigate how collective phenomena may be used to realize semiconductors with novel, useful properties. This project utilizes state-of-the-art resources in growth and spectroscopy through collaborative efforts with the BES Nanoscience Center at Sandia National Laboratory and the National High Magnetic Field Laboratory (NHMFL) at Los Alamos National Laboratory.

Recent Progress

Metal-Insulator Transition in GaAs$_{1-x}$N$_x$

Despite the loss of structural periodicity, an electronic state in a random alloy remains similar to that in an ideal crystal, in the so-called virtual-crystal approximation. However, the statistical fluctuations due to alloy disorder would suggest dilute alloys to be an archetype for investigating disorder-induced Anderson localization. Phosphorous doped silicon, which has served as the workhorse for studying this phenomenon for over three decades, suffers from the complexity of dealing with inherent electron-electron interactions associated with the long-range coulomb potential of the charged P dopants. The clear identification of the localized-delocalized Anderson transition and of the mobility edge in our recent study on GaAs$_{1-x}$N$_x$, suggests that these dilute iso electronic alloys are an alternative that avoids such complexities. Photoluminescence (PL) and electroreflectance (ER) measurements indentify the formation of a N-cluster impurity band below the host conduction band edge in GaAsN with 0.23% N (Fig. 1a). The interaction of this band with the conduction band states at N concentrations above 0.4% leads to the onset of a dramatic perturbation to the host GaAs electronic structure, as observed in the abrupt broadening of the ER transition (Fig. 1b), and signals the transformation from a heavily N-doped semiconductor to the GaAs$_{1-x}$N$_x$ alloy.
The localized-delocalized transition observed in GaAs\(_{1-x}\)N\(_x\) can be reversed at high magnetic fields. Photoluminescence measurements performed on the 60 T long pulse magnet at the Los Alamos NHMFL, shown in Fig. 2, reveal the dissolution of extended N supercluster states (lines D, E and F) into highly localized states as the exciton Bohr radius is reduced as well as expose resonant N cluster states (lines G, H and I) at high magnetic fields. These measurements provide new insights into the formation and evolution of mini-supercluster states in GaAs\(_{1-x}\)N\(_x\) and offer a new avenue for probing resonant states by ejecting them out of the conduction band.

Raman scattering measurements confirm the identification of N supercluster states in GaAs\(_{1-x}\)N\(_x\). Resonance of the asymmetric line shape of the LO phonon as a function of excitation energy is attributed to the Fano type interference between the discrete LO phonon mode and an overlapping continuous distribution of Raman excitations. This phenomenon also exhibits a discontinuity in the resonance energy at the same N concentrations as observed in the PL and ER measurements and is conjectured to occur due to mixing of the \(\Gamma\) and L band states as the alloy forms.

Fig. 1 (a) Band edge and PL energies in GaAs\(_{1-x}\)N\(_x\) as a function of composition. The divergence of ER and PL transitions at 0.23% N indicates the formation of an impurity band. (b) Interaction of the impurity band with the GaAs host conduction band states results in a massive broadening of the ER transitions.

Fig. 2 Magneto-PL spectra of the GaAs\(_{1-x}\)N\(_x\) sample with 0.04% N.
Future Work

We are presently researching plasmon modes of separated-carrier structures is shown in Fig. 3. These are GaAs-based coupled (CQW) and multiple quantum well (MQW) systems that produce large spatial charge separation and result in exciton photoluminescence ring patterns. Because of this charge separation, they are suitable for combined optical and electrical control of electron-hole plasma density, and they exhibit characteristics of coupled plasmas. Coupled plasmas can arise from electrically-coupled layers, as in a MQW, and quantum-couple layers, as in a CQW. Both systems exist in a ring structure, of which Fig. 1(a) shows the measured energies of the intersubband plasmon modes. The applied electric field changes the photo-generated carrier density through the recombination probability, and it also changes the MQW’s intersubband energy spacing, both of which affect the plasmon frequency. The polarized modes show an anti-crossing behavior when the voltage pushes the plasmon energy near the LO-phonon energy, due to the dipole-coupling between phonon and charge-density wave. The depolarized data points do not show this coupling, identifying that mode as a spin-density wave. The control sample in Fig. 1(b) is designed without the CQW, eliminating the possibility of a quantum-coupled charge separation. The presence of multiple mode sets in the data of Fig. 1(b) suggests multiple carrier populations, or population of multiple subbands, although the latter is unlikely. Our future work will focus on the difference between the two structure’s polarization behaviors near the anti-crossing, which will reveal information on the coupled plasmas.

![Figure 1](image1.png)

Figure 1. Plasmon energy as a function of gate bias in a combined MQW/CQW ring structure (a), and a MQW (b), both under reverse bias in a p-n junction. The ring structure shows contrasting behavior of the charge-density (polarized) and spin-density (depolaredized) signals. The MQW in (b) shows multiple excitations entirely in the polarized scattering.

With respect to the localized delocalized transition dilute nitride alloys, since GaPN is distinctly different from GaAsN in that it is an indirect gap semiconductor alloy, we plan to perform similar high-magnetic field studies on the N isoelectronic impurity states and the evolution into an alloy with increasing N concentration.


Program Scope

Many materials used in energy generation, conversion, storage and transmission are subject to high mechanical stresses pushing towards their theoretical strength and high temperatures approaching the melting point. The ability of materials to function under such extreme conditions depends critically on their microstructure, primarily on thermal and mechanical properties of grain boundaries and other internal interfaces. Development of revolutionary new materials for energy applications relies on fundamental knowledge of interfaces and our ability to design and control their properties.

The objective of the proposed research is to advance the fundamental understanding of interfaces and develop new methods for computational prediction of their properties. Some of the specific topics include: (1) investigation of the effect of crystallographic characteristics, applied stresses and high temperatures on thermodynamics and mechanical strength of internal interfaces, (2) dynamics and mechanisms of grain rotation at the nanoscale, and (3) interaction of moving grain boundaries with dislocations, and (4) nucleation and growth of new grains in nano-twinned materials. These topics are centered around the general problem of thermodynamic stability of interfaces as part of materials microstructure.

The proposed approach is a combination of theory and atomistic computer simulations, primarily molecular dynamics (MD) and a variety of Monte Carlo techniques, as well as first principles calculations. The atomistic approach will be combined, in a synergistic manner, with the phase-field and phase-field crystal (PFC) methods allowing us to extend the simulations to greater length and time scales. The project is expected to make a significant impact on the state of knowledge in interface science by improving the understanding of intrinsic physical limits of interfaces under mechanical and thermal extremes and suggesting ways of approaching such limits in energy technologies.

Recent Progress

1. Structural transformations at interfaces are of profound fundamental interest as complex examples of phase transitions in low-dimensional systems. Despite decades of extensive research, no compelling evidence exists for structural transformations in high-angle grain boundaries (GBs) in elemental systems. We have shown that the critical impediment to observations of such phase transformations in atomistic modeling has been rooted in inadequate simulation methodology. The proposed new methodology allows variations in atomic density inside the GB and reveals multiple GB phases with different atomic structures. Reversible first-order transformations between such phases are observed by varying temperature or injecting point defects into the boundary region. Due to the presence of multiple metastable phases, GBs can absorb significant amounts of point defects created inside the material by processes such as irradiation. We have proposed a novel mechanism of radiation damage healing in metals which may guide further improvements in radiation resistance of metallic materials through GB engineering.

2. We have studied the phenomenon of GB premelting observed at high temperatures approaching the melting point of the material. GBs with relatively low energies can be superheated above the melting temperature and eventually melt by heterogeneous nucleation of liquid droplets. We proposed a thermodynamic model of this process based on the sharp-interface approximation with a disjoining potential. The distinct feature of the model is its ability to predict the shape and size of the critical nucleus using a variational approach. The model
reduces to the classical nucleation theory in the limit of large nuclei but is more general and remains valid for small nuclei as well. Contrary to the classical nucleation theory, the model predicts the existence of a critical temperature of superheating and offers a simple formula for its calculation. The model has been tested against MD simulations in which liquid nuclei at a superheated boundary were obtained by an adiabatic trapping procedure. The simulation results demonstrate a reassuring consistency with our model.

3. We have developed a rigorous thermodynamic theory of plane coherent solid-solid interfaces in multicomponent systems subject to non-hydrostatic mechanical stresses. The interstitial and substitutional chemical components are treated separately using chemical potentials and diffusion potentials, respectively. All interface excess quantities have been derived using Cahn’s generalized excess method without resorting to geometric dividing surfaces. We have presented rigorous and accurate expressions for the interface free energy as an excess quantity and derived a generalized adsorption equation and an interface Gibbs-Helmholtz equation that does not contain the interface entropy. The interface stress tensor emerges naturally from our generalized adsorption equation as an appropriate excess over bulk stresses and is shown to be generally non-unique. Another interface property emerging from the generalized adsorption equation is the interface excess shear. This property is specific to coherent interfaces and represents the thermodynamic variable conjugate to the shear stress applied parallel to the interface. The theory reveals a number of Maxwell relations describing cross effects between thermal, chemical, and mechanical responses of coherent interfaces.

4. The thermodynamic theory of coherent interfaces discussed above has been applied to GBs subject to non-hydrostatic elastic deformations. We have derived expressions for the GB free energy as the reversible work of GB formation under stress. We have also presented a generalized adsorption equation whose differential coefficients define the GB segregation, GB stress tensor, GB excess volume, and GB excess shear. The generalized adsorption equation generates a set of Maxwell relations describing cross effects between different GB properties. The theory has been applied to atomistic simulations of symmetrical tilt GBs in Cu and Cu-Ag alloys. Using a combination of MD and Monte Carlo methods, we computed a number of GB excess quantities and their dependencies on the applied stresses, temperature and chemical composition in the grains. We have also tested several Maxwell relations and obtain excellent agreement between the theory and simulations.

5. We continued to study the so-called coupling effect, in which GBs are moved by applied stresses producing shear deformation of the lattice they traverse. This process is relevant to plastic deformation of nano-crystalline materials and can explain the stress-induced grain growth observed experimentally at room temperature and even at cryogenic temperatures. Previous simulation and experimental studies of the coupling effect were performed for symmetrical tilt GBs, even though most GBs in real polycrystalline materials are asymmetric. We have conducted a combined MD-PFC study in collaboration with Prof. A. Karma (Northeastern University) who is also sponsored by the Physical Behavior of Materials Program. The study has revealed that asymmetrical tilt GBs are indeed moved by applied shear stresses exhibiting the coupling effect. The GB motion occurs by glide of different types of dislocations on their slip planes and involves a chain for dislocation reactions. The observed agreement between the MD and PFC results points to the generic character of our results. It also demonstrates the ability of the PFC methodology to capture the most essential features of atomic processes and the fruitfulness of the multi-scale MD-PFC approach.

6. Coupled motion of curved GBs can produce grain rotation. We have studied the process of curvature-driven shrinkage and rotation of a cylindrical grain as a simple model of grain rotation in nano-crystalline materials. Geometrical rules of grain rotation have been derived, including high-angle misorientations and multiple coupling modes. At low temperatures, the coupling between GB migration and grain translation induces rotation of the grain towards higher or lower misorientation angles, depending on the initial misorientation. The direction of rotation depends on the sign of the coupling factor, which can change with the grain misorientation. The
grain rotation stops when the grain reaches a “frustration” angle at which the coupling factor changes sign. At very high temperatures, the grain rotation can cause GB premelting and eventually melting of the material. The dynamics of the GB motion and grain rotation have been studied as functions of the initial misorientation angle and temperature. The effects of imposed constraints blocking the grain rotation or exerting a cyclic torque have been examined.

7. In collaboration with Prof. A. Karma (Northeastern University), we have studied equilibrium fluctuations of GBs by analytical methods and MD simulations. The proposed analytical expressions has been validated by MD simulations for symmetrical tilt GBs. This study demonstrates that equilibrium fluctuations can be used to extract the misorientation dependence of the GB mobility. The results shed light on fundamental relationships between equilibrium and nonequilibrium GB properties and provide new means to predict such properties.

Future Plans

1. We will continue to study the stress-driven GB motion, focusing on situations when the grains contain high concentrations of dislocations and/or vacancies. These cases are relevant to the processes of recovery, recrystallization and radiation damage of energy-related materials.

2. As a new direction, we will study the effect of GB phase transformations on GB diffusion. Recent diffusivity measurements in the symmetrical tilt $\Sigma 5(310)$ GB in copper [Divinsky et al, PRB 2012] reported two distinct slopes on the Arrhenius plot of the diffusivity, suggesting a
possible structural transformation in this GB. Contrary to the experiment, previous MD studies concluded that the diffusivity followed the Arrhenius law with a single slope. We will modify the methodology of the MD simulations allowing the number of atoms in the boundary to adjust in order to observe structural transformations at high temperatures. The diffusivities of the different GB structures will be calculated using both the traditional methodology based on the Einstein equation and a novel approach based on the Fisher model assuming type-C diffusion kinetics. The goal of the study will be understand the effect of the structural transformation on the GB diffusion coefficient at high temperatures, and to reproduce and understand the non-Arrhenius behavior of the GB diffusivity seen in the experiment.

Publications of DOE sponsored research (2010-2012)


1. Project Scope: The primary objective of this proposal is to advance the physics and application of colloidal quantum dots (CQD) for development of red-green-blue (RGB) single material-based light emitting thin solid films. Specifically, we look for means of discovering and implementing compact multi-color lasers and coherent emitters as compact devices where robust, optically active CQD thin films can be incorporated into new types of nanophotonic structures for applications such as scalable area projection displays.

2. Recent Progress: Red, Green, and Blue Colloidal QD Lasers – Exploiting Single Exciton Gain in Densely Packed Films. Current models for optical gain in nanocrystal wide gap semiconductor QDs show a fundamental obstacle for laser applications. These models (and experiments) argue that for ensembles of QDs samples, the light amplification requires more than one exciton per QD on average, \( \langle N \rangle \sim 1.5 \), thereby involving biexciton states. Yet the biexciton states suffer from the fundamental by non-radiative multiexciton Auger recombination process whose Coulomb interaction mechanism is largely enhanced in strongly confined systems. Because of Auger rate (\( \tau_{\text{Auger}} \sim 100 \) ps) is about two orders faster than typical radiative recombination rates in such QDs, high power ultrashort pulse (\( \sim 100 \) fs) laser systems are usually employed as pumping sources to overcome the large losses. We have surmounted this barrier by accessing optical gain in the single exciton regime, thereby benefiting from both the large optical cross-sections and diminished Auger effect.

Figure 1: Stokes shift of the first exciton transition enables single exciton optical gain. a, Spectral analysis of absorbance and PL for a red CQD film shows a Stokes shift of 15 nm, while the linewidth of PL is 28 nm (full-width at half-maximum, FWHM). b, Model calculation of the first exciton absorption resonance at different excitation levels. (A negative absorption coefficient implies optical gain). c, spectral absorption (sum of linear absorption and differential absorption) of the CQD film measured at 2 ps after pump pulses shows optical gain threshold at \( \langle N \rangle \sim 0.50 \), a truly single exciton regime. d, Transient absorption of the CQD film at the wavelength of 614 nm, where the optical gain emerges, demonstrates the contributions of both single-exciton (slow decay) and multieexciton (fast decay) recombination. The optical gain regime corresponds to \( \Delta \alpha/\alpha > 1 \). (Horizontal lines in figure b, c, d are guides to the eye).
Our high quantum yield (> 80%) colloidal QDs (CdSe core and thin ~1 nm Zn_{0.5}Cd_{0.5}S ternary shell), were optimized for a suitable Stokes shift between the ground state exciton absorption and emission. Figure 1a shows the linear absorbance and PL of our closely packed “epitaxial-like” spin-cast red QD film. This Stokes shift, about half width at half maximum (HWHM) of the PL peak, reduces the absorption and emission spectrum overlap to less than 50%, which significantly lowers the absorption losses under excitation conditions required for optical gain. Our model calculation in Fig. 1b shows that the optical gain occurs if average number of excitons generated in a QD is \( \langle N \rangle = 0.42 \). Experimental results of spectral absorption with different pumping levels at 2 ps after ultrafast pumping are presented in Fig. 1c. Pumping source is at 400 nm (3.1 eV), significantly higher than the lowest energy excitonic state of QDs (2.06 eV). The delay time of 2 ps is long enough for all excitons to relax (on the order of sub ps) and to occupy from their lowest energy states, similar to the model calculation. Auger process with time constant of 120 ps for our red QDs is the fastest recombination process, and the 2 ps delay time is short enough to neglect all the recombined excitons. The exciton number, \( n \), in a QD has Poisson distribution: 
\[
P(n, \langle N \rangle) = \frac{(\langle N \rangle)^n e^{-\langle N \rangle}}{n!},
\]
similar to the model calculation in Fig. 1b. The model only considers the first atomic-like exciton transition with measured homogeneous and inhomogeneous broadenings in QDs. Finite background losses in the thin solid films slightly increase the experiment threshold value (\( \langle N \rangle = 0.50 \)) from the calculation one (\( \langle N \rangle = 0.42 \)). Yet, both threshold values clearly show the single exciton optical gain regime in our QD films. The dynamics of QD single exciton gain media was analyzed by transient absorption results in Fig. 1c (below). At low optical pumping levels, only a single exponential decay is observed as single exciton recombination. At high pump levels, an additional fast decay emerges (~120 ps) from Auger recombination. Yet, our model and experiments show how the rapid relaxation of the biexciton state to single excitons can in contribute to the single exciton optical gain in a properly configured type-I colloidal QDs. We have achieved similar results in the green and blue as well.

**Figure 2:** Quasi-CW ASE of the red QD film pumping at the wavelength of 532 nm. 
_a_, Intensity of edge emission as a function of pump energy density per pulse with two different pumping sources: 270 ps and 10 ns pulse width. 
_b_, Transient ASE at different pumping energy densities, time referenced to the 270 ps pumping laser.

With the advantages of single exciton gain and removal of the Auger competition, more pragmatic pumping conditions that approach those of realistic laser devices can be reached. We demonstrated this benefit here with red QD films while increasing the pump pulse duration to a steady state (quasi-continuous) regime, not accessed previously in any form of colloidal QD-based lasing. Two employed pump sources were 532-nm wavelength with pulse width of 270-ps and 10-ns (which are commonly available as compact YAG-lasers today). Figure 2 shows the edge emission of QD film in stripe excitation configuration. The ASE threshold for the red QD films is 1.6 mJ/cm\(^2\) and 720 µJ/cm\(^2\) for 10-ns and 270-psec (Fig. 2a) pumping cases, respectively. The values are somewhat higher than our previous value when pumped by an ultrashort pulsed (~ 100 fs) laser. The differences are explained by
lower absorption coefficient of the red QD film at 532 nm (as opposed to a 400 nm wavelength in ultra-fast pumping case) and modest competition from finite Auger recombination during this quasi-steady state “slow” pumping process. Theoretically, the solutions of so-called “ladder rate equations” with all input parameters derived experimentally show that $<N> = 0.86$ and 0.85 for 270-pssec and 10-nsec cases, self-consistent with $<N> = 0.80$ acquired from ultrashort pulse excitation.

To focus on the tell-tale time dynamics, the time resolved ASE (Fig. 2b) was measured by a fast photodiode (25 GHz) and a digital sampling oscilloscope (50 GHz). The pulse width of ASE output is seen to increase with pumping level so as to finally reach the duration of the pump laser pulse width which in turn is more than twice of Auger time constant for this QD system. This result directly shows quasi-CW ASE from red QD film without the inhibition by the Auger process and invites further device development.

Fig. 3: Second-order DFB laser with QD gain media. a, Schematic of a QD-DFB laser in which the QD film is deposited on second-order glass grating. The pump beam is vertical. The second order of resonant grating provides feedback in the QD optical gain media, with first order of resonant grating as output channel, vertical to the grating surface. b, SEM image of a glass grating made by interference photolithography and ICP-RIE technique.

As the next step, the QD optical gain media (red) was employed in second order distributed feedback Bragg (DFB) laser structures which offer the vertical beam output (Fig. 3a). The larger pitch of a second order grating in comparison to the first order one is another advantage for fabrication. Our glass gratings were made by ICP-RIE technique with a square profile as presenting in Fig. 3b. The optimized depth of grating for QD-DFB laser was 75 nm. The hard-mask for etching was Cr which was defined by interference photolithography (for the red laser) or focus ion beam (for the green and blue lasers). The high concentration of QD solution was spun cast on the grating surface. A densely packed QD layer (250 nm) was formed on top of grating.

The pumping source was a compact sub-nanosecond pulsed laser with output at the wavelength of 1064 nm. The second (532 nm) and third (355 nm) harmonic were used to pump red, green and blue QD-DFB lasers. Figure 4a-e shows the top-view images of the red QD-DFB at different pumping levels. The pumping stripe on grating was made by cylindrical lens. Below the threshold, the QD photoluminescence shows a regular red stripe. When the pumping is exceeds the threshold level, the intensity abruptly increases from the center to the edge of the stripe. Figure 4e demonstrates the threshold behavior of the laser output. The threshold is about 118 $\mu$J/cm$^2$ - low in comparison to ASE threshold (720 $\mu$J/cm$^2$). The strong feedback and low loss structure significantly reduce lasing threshold. Figure 3b presents the spectra of the red and green QD-DFB lasers. The single mode lasers at 610 nm and 568 nm provide a very narrow spatially coherent emission beyond our the spectrometer resolution.
Fig. 4: QD-DFB laser pumped by a compact sub-nanosecond pulse source. a-d, Stripe pumping on the red QD-DFB laser from the top view at different excitation levels. The stripe length was 400 µm. The grating direction is vertical (perpendicular to the pump stripe). e, The laser output as a function of pump pulse energy density shows a low threshold for the red QD-DFB laser. f, Spectral analysis of the red and green QD-DFB lasers pumped by the second (532 nm) and the third harmonic (355 nm) generation, respectively.

The spatial coherent outputs of the red and green QD-DFB lasers are shown in Fig 5. A second cylindrical lens was used to collimate the laser beam outputs to circular symmetry. Filters are used to remove the residue pumping laser beams. Figure 5a and 5c show laser spots projected on a screen. The top-view of the red QD-DFB laser on Fig. 5b shows strong output from a small point source - which might eventually be a pixel in a high intensity display or projector.

The current QD-DFB lasers provide two output beams on both sides of grating, with a total efficiency of red QD-DFB laser is 7%. However, as 75% of the pump beam power was unabsorbed, therefore the actual efficiency (output power vs absorption power) of the red QD-DFB laser is 28%.

3. Plans Ahead: With the discovery of gain and stimulated emission from closely packed arrays of quantum dots in host media, we next aim to better understand the nanoscale light-matter coupling effects that form a possible basis for collective radiative response of the epitaxial-like thin films. We also plan to advance the microcavity laser geometries from these RGB materials to explore the prospects of practical laser action across the entire visible system from the single component material which our CdSe/(Zn,Cd)Se system may offer. With the focus ion beam fabrication, smaller period gratings for QD-DFB laser in the green and the blue are possible and this work is under way.

- “A Wafer-Level Integrated White Light Emitting Diode Incorporating Colloidal Quantum Dot as Nanocomposite Luminescent Medium”, C. Dang, J. Lee, Y. Zhang, J. Han, C. Breen, J. S. Steckel, S.Coe-Sullivan and A.V Nurmikko, Advanced Materials, 24 AUG 2012, DOI: 10.1002/adma.201202354
- Results of ongoing research have been submitted for publication and conferences.
Complex hydrides – A new frontier for future energy applications

V.K. Pecharsky (presenting, vitkp@ameslab.gov), D.D Johnson, M. Pruski, and L.S. Chumbley
Ames Laboratory, Iowa State University, Ames, IA 50011-3020

Program Scope

Solid-state hydrogen storage is one of the critical enabling technologies required to ensure a successful future transition from fossil-based to hydrogen-based energy. We seek materials that afford substantially higher hydrogen content per unit mass and volume compared to compressed or liquefied hydrogen. Solids under consideration include alanates, and borohydrides of early alkali/alkaline earth metals, in which the Al or B atom is surrounded by four to six hydrogen atoms forming complex hydrogen-rich \( [\text{MH}_n]^{p-} \) anions, and the ammonia derivatives – amides and imides. We address issues related to their physical and chemical properties, and establish basic knowledge of the nature of mixed complex hydrides, hydrogenation-dehydrogenation mechanisms, equilibrium and nonequilibrium thermodynamics, and the kinetics of direct synthesis from the elements or intermediary compounds. Our focus is discovery of novel material systems/composites through innovative and facile processing methods leading to advanced ultra-high capacity hydrogen storage solids.

Although several light-weight, high-capacity complex hydride systems meet at least some of the DOE targets, none comes close to being reversible under practical temperature and pressure parameters. We strive to understand the underlying transformation mechanisms in such systems by comprehensive assessment of intermediates and final products during the hydrogen release cycle. By building such knowledge base we hope to address issues that may be critical for reversible hydrogen storage in these systems. This entails basic understanding of the mechanisms of hydrogenation/dehydrogenation transformations occurring in a ball mill, and differences between the mechanically- and thermally-induced transformations. To achieve the said goals we engage state-of-the-art characterization techniques such as X-ray diffraction, high resolution solid-state nuclear magnetic resonance, electron microscopy, supported by modeling and first principles theory. Following our strategies developed in the previous funding period we will:

- Continue to study mechano- and thermochemical transformations of selected complex hydride systems to establish relevant details of their mechanisms while focusing on events critical to achieving reversibility in these systems. Further, effect of varying stoichiometry and processing history (milling parameters) on their crystal and microscopic structures, thermodynamic, and kinetic properties will be evaluated.
- Continue to employ and improve characterization methods, such as gas-volumetric analyses, solid-state NMR spectroscopy (including in-situ), XRD, and electron microscopy to determine to the best extent possible the structure and properties of all materials developed in this project.
- Integrate experiments with theoretical modeling providing guidance toward the discovery of hydrogen-containing solids that would be unattainable using synthetic and processing methods alone. Theory, tested against reproducible experiments, will
lead to understanding of thermodynamics and kinetics of dehydrogenation and hydrogenation transformations in selected model systems

**Recent progress**

**Mechanically induced reactions, their progress and pathways.**

We have successfully demonstrated that high yields of Mg(BH₄)₂ can be obtained from a direct hydrogenation of MgB₂ in a ball mill under high hydrogen pressure. Using ¹¹B NMR we were able to identify various polyhedral borane anion salts as intermediates which improve our basic understanding of the mechanochemical pathway of this reaction. Magnesium borohydride, Mg(BH₄)₂, was synthesized at pressures between 50 and 350 bar H₂ without the need for further isothermal hydrogenation at elevated temperature and pressure. The obtained products released ~4 wt.% H₂ below 390 °C, and a major portion of Mg(BH₄)₂ transformed back to MgB₂ around 300 °C, demonstrating the possibility of reversible hydrogen storage in an Mg(BH₄)₂ - MgB₂ system. Ability to carry out such *one-pot* hydrogenation under moderate temperature and pressure conditions and understanding of the physical behavior of such systems under mechanical stress significantly widens the scope of further investigation. For example, mechanochemical synthesis of mixed metal borohydrides such as MgM(BH₄)ₙ (M=Sc, Li etc) may now be investigated systematically.

**High resolution Solid-State NMR spectroscopy reveals the decomposition pathway of Li₃AlH₆- NH₃BH₃ system**

The mechanism of thermochemical dehydrogenation of the 1:3 mixture of Li₃AlH₆ and NH₃BH₃ (AB) has been established by the extensive use of solid-state NMR spectroscopy and theoretical calculations. Solid-state NMR measurements and theoretical calculations provided invaluable insights into the dehydrogenation mechanism of the Li₃AlH₆-3AB mixture. The key reactions involved in this process were identified by a suite of 1D and 2D NMR measurements, which provided coherent information about ²⁷Al and ¹¹B functionalities in samples treated at various temperatures. The DFT calculations were used to further refine the understanding of these functionalities, in cases when the spectroscopic information alone could not provide definite identification. These results revealed that the partial transformation of AB to LiAB yields the (LiAB)$_x$(AB)$_{3-x}$ intermediate, which promotes the polymerization between AB and LiAB, and results in the lower activation energy for the dehydrogenation. The detailed reaction mechanism, in particular the role of lithium revealed in this study, open up opportunities for exploring new classes of hydrogen storage materials (both pure compounds and mixtures) and strategies for their utilization.

**Density Functional Approach to Understanding Desorption Energetics.**

*Nano structuring* and transition-metal (TM) catalytic doping are widely used concepts in hydrogen-storage materials to improve H₂ sorption kinetics. However, mechanistic details behind these concepts remain poorly understood and thus detrimental to further improvements. We have successfully applied density functional theory in concert with nudged-elastic-band (NEB) calculations to elucidate the catalytic effect of Ti substitutional dopant on H₂ desorption from MgH₂(110) surfaces. For a Ti-doped surface H₂ desorption, we have identified a cooperative mechanism involving synchronized diffusion of two H atoms around Ti and bulk diffusion into the H vacancy sites (controlled by the bulk diffusion barrier of 0.70 eV) that replenish the surface H to restart
the desorption process once again (controlled by Ti-reduced barrier of 1.42 eV). Further, by employing density functional theory and simulated annealing, we studied initial \( \text{H}_2 \) desorption from semi-infinite stepped rutile (110) surface and \( \text{Mg}_{31}\text{H}_{62} \) nanoclusters, with(out) transition-metal catalyst dopants (Ti or Fe). We have given examples of stepped surfaces and nanoclusters, as well as full \( \text{H} \)-desorption, as compared to experiment. We demonstrated that local bonding controls the initial \( \text{H} \)-desorption energy from any stable \( \text{MgH}_2 \) surface or stable cluster configuration. The desorption energy is ruled not by whether \( \text{H} \) is removed from semi-infinite surfaces or an amorphous nanocluster, but instead by how many metal atoms to which the desorbing \( \text{H} \) is attached; namely, for undoped singly bonded (doubly bonded) \( \text{H} \), the desorption energy is \( \sim 140 \text{ kJ/(mol } \text{H}_2 \text{)} \) (\( \sim 240 \text{ kJ/(mol } \text{H}_2 \text{)} \)). Kinetic barriers also remain similar between undoped bulk and nanoclusters, i.e., \( \sim 1.83 \text{ eV} \). Hence, for removing a single surface \( \text{H} \) from \( \text{MgH}_2 \), there is generally no effect from sample size on desorption energy. For doped cases, e.g., Ti, we find a reduction on desorption energetics (\( \sim 24\% \)) and barriers (\( \sim 22\% \)) as observed, showing that transition-metal dopants do provide a catalytic effect on \( \text{H} \) desorption.

**Future plans**

Keeping in mind that there is a clear dearth of high hydrogen density systems that are reversible under practical conditions, we will continue to focus on innovative mechanochemical processing approaches to attain reversibility in a select few systems with demonstrated potential for reversibility. Further, such approaches will be applied to delve into promising but unexplored territory of mechanochemical hydrogenation of other classes of materials. Specifically, we will:

- Examine the mechanochemical regeneration of Li and Na-alanates staring from their decomposition products, Li(Na)H and Al or the intermetallic compounds in Li-Al system. Several aspects of liquid-assisted milling in polar and non-polar solvents under moderate hydrogen pressure will be investigated. Mechanochemical reaction of more complex systems such as \( \text{Li}_3\text{N-Al-H}_2 \), \( \text{LiAlH}_4\text{-MgB}_2\text{-H}_2 \) will be undertaken.

- Continue to investigate room-temperature, high \( \text{H}_2 \) pressure (up to 350 bar), mechanochemical synthesis of un-solvated \( \text{AlH}_3 \) (alane) via direct reaction of Al metal under \( \text{H}_2 \) pressure. Theoretically predicted role of Ti-dopant and lattice site defects in reducing the energy penalty during direct reaction of Al and \( \text{H}_2 \) will be scrutinized. Further, indirect routes to synthesis of \( \text{AlH}_3 \) via cation exchange reaction of alanates and metal halogenides will be develop to afford the “green” synthetic route (ongoing studies). Mechanical energy driven reaction pathway will be elucidated to further assist in selecting reaction components that may result in by-products that could be easily separated from the alane.

- Initiate investigation on mechanochemical hydrogenation of Al in the presence of graphite-like h-BN and a-BN structures.

- Study feasibility of hydrogen storage in chemically hybrid systems containing amides/alanates of Li and Na and conventional \( \text{AB}_5 \) and \( \text{AB}_2 \) metallic hydrogen absorbers.

- Extend our recently concluded investigation on mechanochemical \( \text{MgB}_2 \rightleftharpoons \text{Mg(BH}_4)_2 \) transformation to include multiple cations leading to mixed-metal borohydrides with
potentially improved kinetics. For example, mechanochemical reaction of LiH+B+ MgB₂ or LiB + MgB₂ will be evaluated. Using these as model systems, potential of nanoscale for improving reversibility at low temperatures will be scrutinized.

- Continue developing first principles calculations of clusters to model effects of nanostructuring on the properties of mixed complex hydrides.

**Publications of DOE sponsored research (2010-2012)**


Extraordinary Responsive Magnetic Rare Earth Materials
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Ames Laboratory, Iowa State University, Ames, IA 50011-3020

Program scope

The overarching objective of this program is to understand and manipulate the responsiveness of materials that are sufficiently complex to facilitate control at length scales ranging from electronic interaction distances to atomic, nano- and microstructural scales; yet, remain simple enough to develop predictive modeling tools. Rare earth materials provide a unique and fertile resource by allowing for a subtle yet precise control of crystallography, electronic structure, and magnetic properties of a compound. Knowledge of the mechanisms of phase changes driven by a minor stimulus, followed by a major perturbation of properties, is of interest for understanding nonlinear relationships in the free energy and is crucial for guiding the discovery of advanced energy materials. It is the latter that is the focus of this research, building upon state-of-the-art synthesis, processing and characterization, and integrating with theory, modeling, and computations gauged and refined against reliable experimental data.

Our systematic research of the $R_5(T_Si_{x}Ge_{1-x})_4$ and $R_{1-x}R'_xAl_2$ systems brought to light a host of new phenomena. Combined with recent discoveries of other responsive systems, i.e., $RCO_2$, $RMn_2$, and $La(Fe_{1-x}Si_{x})_{13}$, this leaves no doubt that multi-component rare earth intermetallic systems have the potential to become a remarkable source of the next generation magnetic materials, thus addressing many of the grand challenges in modern magnetism. To this end, we are pursuing the underlying basic science to achieve the precise control of intrinsic magnetism and magnetoelastic coupling, and, therefore, the materials’ sensitivity to both strong (temperature, $T$, and pressure, $P$) and weak (magnetic field, $H$) stimuli by using electronic, atomistic, and microscopic tools. Development and validation of phenomenological models of transformations that range from magneto-volume to magnetic-martensitic is another goal. This will be attained through interdisciplinary basic research, seeking novel pathways to control the magnetic coupling between lanthanide and other magnetic and non-magnetic ions, and opening up new fields of study of the magnetic behaviors of rare earth-based intermetallics.

Recent progress

All $R_5T_4$ compounds are self-assembled multi-layers formed by subnanometer-thick, remarkably robust two-dimensional slabs. Their stacking (that leads to three distinct crystal structures known as OI, OII, and M) can be controlled by chemistry, $T$, $P$, and/or $H$, thus defining their most interesting and unique physics. Regardless of $x$, the ground state of the $Gd_5Si_{x}Ge_{4-x}$ system is OI-FM (ferromagnetic), i.e., it appears to be structurally and magnetically homogeneous over the whole range of concentrations, unlike the paramagnetic (PM) state, which has three structurally distinct single phase regions. From what little we know about the microscopic magnetism of Ge-rich compounds, the OI-FM state may not be completely uniform, since the easy magnetization axis is temperature-dependent, and changes from the $a$-axis for $x = 1.7 – 2$, to $b$-axis when $x = 0$. Furthermore, our recent neutron scattering study of $Gd_5Si_{x}Ge_{4-x}$ alloys with $0 \leq x \leq 0.9$ indicates no sign of long-range FM order below the OI)→OI structural transformation in zero magnetic field. It appears that an external magnetic field is required to establish long-range FM order, which may have been disrupted by disorder due to the massive displacive OI→OI transformation.

Partial replacement of one lanthanide (R) with another (R’) in $R_{1-x}R'_xAl_2$ causes the evolution of unusual magnetic phenomena with $x$ (spin reorientations that may be coupled to crystallographic transformations), as represented by first order peaks in the zero magnetic field heat capacities of the alloys below $T_c$. This occurs for certain critical concentrations of $R'$ centered about $x = 0.25$. This behavior is a result of the competition between the exchange interactions, and magnetoelastic and quadrupolar effects due to the modification of the electronic structure by doping. Changes in the magnetic structures of the $R_{1-x}R'_xAl_2$ systems are mainly caused by the 4f charge densities of R being different from $R'$ (i.e., prolate vs. oblate
spheroids that have different signs of the second order Steven’s factor). The anomalies are observed when the solvent (R, e.g., Er) has a lower de Gennes factor than the solute (R’, e.g., Dy). As x falls either below or above the critical concentration of x = 0.25, the additional heat capacity peaks in R x R’ x Al vanish. The observed behavior strongly suggests that the Steven’s coefficients may and should be used as a tool to predict magnetic reordering transitions in pseudo binary R x R’ x Al alloys, and potentially, in other mixed lanthanide materials. Additional phenomena can be expected when heavy lanthanide (R) is combined with light lanthanide (R’) because the 4f orbital and spin moments are parallel in the former and antiparallel in the latter.

Recently, we showed that complexity is indeed the key towards achieving an unprecedented precision in manipulating magnetic behavior of an intermetallic compound. Thus, Gd x Ge has three independent Gd sites. Theory predicts that loss of ferromagnetism is expected when magnetic Gd is replaced by nonmagnetic Y, La, or Lu in only one specific site inside a slab, while replacement of the other two crystallographically-independent Gd atoms has a less significant effect on the magnetism of the compound. This demonstrates that ferromagnetism in this alloy is uniquely associated with the Gd atoms inside the slabs, which, in the OI structure, interact with one another via the strong covalent-like -Gd-Ge-Gd- bonds both within and between the slabs. A unique crystallography of R x T x systems leads to a clear preference for the larger (e.g., La) and smaller (e.g., Lu) lanthanide atoms, as has been shown for mixed valence Yb x T x which has both large Yb x ions and small Yb x ions; hence, these theoretically-predicted substitutions have been realized experimentally. The smaller Lu selectively replaces Gd inside the slabs and suppresses ferromagnetism, even when added at impurity level concentrations in (Gd x Lu) x Ge. On the other hand, equivalent substitutions of larger La for Gd only occur in the other two sites between the slabs. The result is that the magnetism of (Gd x Lu) x Ge compared to pure Gd x Ge is unchanged.

Structural flexibility observed in the R x T x model system is based on the systematic changes of the electronic structure, as has been shown by first principles calculations. Four possible layered structures have been predicted for Gd x Ge: Gd x Si x-type, Pu x Rh x-type, Sm x Ge x-type, and T x Sb x Si x-type. One of the intermediate (Pu x Rh x-type) and one of the terminal (T x Sb x Si x-type) structures are only stable when some of the Si or Ge atoms are replaced with trivalent Ga and pentavalent Sb, respectively. Here, both the size and valence electron concentration effects play a role in their stability. Theory predicts that three of the four structures have the FM ground state and only one has an antiferromagnetic (AFM) ground state. All of these theoretical conclusions are in good agreement with experiment.

Electronic structure calculations show that gain in the exchange energy due to the M-type to OI-type structural transformations in R x Si x Ge x compounds decreases gradually, as R changes from Gd to Tb, Dy, and Ho. As a result, the structural transition in Gd x Si x Ge x is fully coupled with FM-PM ordering-disordering and is nearly complete. Tb x Si x Ge x and Dy x Si x Ge x compounds exhibit some decoupling between the crystallographic and magnetic transformations, and the structural transition becomes progressively less complete (~80 % completion for R = Tb, but only ~50% completion for Dy). Finally, in Ho x Si x Ge x, as a result of low gain in the magnetic contribution to the total energy, there is no structural transition.

Future plans

One of the keys to controlling physical behaviors is knowledge of the crystallography of the material along with an accurate analysis of interatomic interactions. The latter step is a challenging problem in metals. Yet, we believe meaningful results can be achieved via a coordinated theoretical and experimental effort. For example, consider the Gd x (Si x Ge x) x system. As Ge is replaced by Si, the magnetic and structural behaviors change substantially, which, in the first approximation, can be attributed to chemical pressure that enhances the ferromagnetism. However, since Ge and Si atoms carry no magnetic moment, an understanding of the magnetism of Gd x (Ge x Si x) x requires careful consideration of the behavior of the rare earth atoms carrying a magnetic moment. The complexity of this and other materials under study, and therefore, the potential sensitivity of their frameworks to the nature of the substituting atoms, opens a
pathway to an unprecedented precision in selective replacements of magnetically-active lanthanide atoms. Dilution effects may be avoided or minimized by low concentrations of substituents, thus experimentally clarifying the role that different sites play in defining the magnetism of these and other complex systems.

Thermodynamic feasibility of preferential substitutions will be established from the site preference energies computed ab initio from total energies. While selectivity of substitutions can be predicted, the question is: What, if any, would be the effect of such selective substitutions on magnetism? For example, in Gd²Ge₄, each Gd atom has a 4f moment totaling 7 µₙ that polarizes the conduction electrons through indirect Ruderman-Kittel-Kasuya-Yosida (RKKY) interactions. The magnetic moments of the conduction electrons (mainly 5d) of the three inequivalent Gd sites are different. RKKY interactions cause exchange splitting in the majority and minority spin bands of conduction electrons leading to site-specific 5d magnetic moments. Lanthanides other than Gd exhibit crystal field splitting in addition to exchange splitting, affecting both the 5d and the total 4f moments differently for sites with different local environments. To date, we showed how to selectively suppress FM (and enhance AFM) states in a Gd-based compound. The issues in focus next are how to enhance FM in R₅T₄, and how to generalize our findings for other rare earth systems. Building on this example, we will concentrate on five model systems: R₅T₄, RAl₂, RMn₂, RCo₂, and La(Fe₂Si₁₋ₓ)₁ₓ families.

Observed differences in the spin reorientation behavior of RAl₂ and (R₁₋ₓR’ₓ)Al₂ should be related to substantial variations of the exchange and crystal field splitting near the Fermi level. Our preliminary experiments indicate extremely high Schottky specific heat, show unexpected structural distortion in the ferromagnetic PrAl₂, and confirmed the Kondo effect in CeAl₂. These behaviors are dependent upon the applied magnetic field and are related to the crystal field splitting. On the other hand, pseudobinary mixed heavy rare earth dialuminides, (R₁₋ₓR’ₓ)Al₂, exhibit an additional degree of complexity, since the quadrupolar moment may change as a function of composition, thus leading to the change of the sign of the anisotropy constant. In addition to the indirect 4f/4f exchange, itinerant electron magnetism and spin fluctuations play important roles in other Laves phases, i.e., RMn₂ and RCo₂. Understanding the hybridization between the 3d and 5d bands should help clarify interactions between Mn (Co) and R, and provide further insights on the nature of metamagnetic transitions observed in many of these and, potentially, other intermetallic compounds with lower symmetry and more complex magnetic behaviors.

Interactions critical for either inducing or suppressing the magnetism of layers, blocks, and clusters of atoms identifiable in all of these systems will be carefully analyzed. The thermodynamic feasibility of chemical replacements by magnetic and non-magnetic lanthanides, alkali-earth metals, main group elements, and transition metals with a broad range of both local and itinerant magnetic moments at the corresponding sites will be established. The role of different sites in determining magnetism, phase stability, and a potential for emergence or suppression of coupled phenomena will be analyzed using first-principles theory. Theoretical predictions will be validated experimentally and appropriate refinements of the modeling tools will be made.

The magnetism of physically or chemically heterogeneous nanoscale systems may be described by clusters, where the magnetism of a system depends both on the intrinsic properties of individual clusters and on their interactions. The former is determined by the structure of clusters, but the latter may be quite complex, since it depends on inter-cluster distances, the symmetry of their arrangements, and the nature of the space between the clusters. We believe our model systems are uniquely suited to better understand both contributions, and, therefore, achieve a more complete control over the coupling of the magnetic and crystal lattices in intermetallic compounds. Macroscopically, FM clustering may be enhanced (and controlled) by formation of a peculiar microstructure, as has been shown in a single crystalline Gd₂Si₂Ge₄. As follows from our recent work, platelet concentration in R₅T₄ may be controlled, and, therefore, their role in bringing about the so-called Griffiths phase-like behavior may be better understood by varying processing conditions. Microstructure of the other model systems will be studied to establish its significance in affecting high temperature FM clustering. A systematic study of the role microstructure plays in defining correlation lengths will be initiated.
Of particular interest is our recent discovery that crystallography, and, therefore, magnetism of at least some of the R₅T₄ alloys may be controlled by simple mechanical grinding. Thus, extended grinding of Er₅Si₄ in a mortar with a pestle causes the transformation from the low-volume OI to the high-volume M structure. In this case, Er₅Si₄ behaves as a metamaterial, increasing its volume under external pressure and shear. This behavior becomes even more intriguing in light of the fact that Er₅Si₄ is extremely sensitive to hydrostatic pressure, which expectedly promotes the high volume M to low volume O(I) structural transition. Preliminary experiments indicate that magnetic properties of some other R₅T₄ materials, i.e., (Gd₀.95Sc₀.05)₅Ge₄, may change upon grinding. This and other kinds of more energetic mechanical processing, e.g., in a ball mill, affect microstructure of materials. The latter will be examined in detail and correlated with the observed changes in magneto-structural behaviors.

**Publications of DOE sponsored research (67 total in FY2010-2012, only FY2012 publications are listed below)**
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Program Scope: solid-state thermoelectric energy conversion is a promising technology to convert waste heat into electricity, leading to significant energy savings and reduced environmental impact.

We have built up a strong foundation on which enhancing thermoelectric property is possible in a number of materials by using ball milling and hot pressing process to achieve nanocomposite with small grain size. The work involves enhancement of thermoelectric figure-of-merit (ZT) of the existing traditional good thermoelectric materials and potential new materials, which has resulted in publishing fifteen peer-reviewed papers [2-16] and one manuscript submitted for publication [1].

In addition to research, we have provided educational opportunities to five students who have graduated with PhDs, three PhD candidates who are still working on the project, six undergraduate students, one postdoc, and one visiting professor.

Recent Progress: during the last a couple of years, we have focused on studying the thermoelectric properties of p-type half-Heuslers Hf_{1-x}Ti_{x}CoSb_{0.8}Sn_{0.2} and Hf_{1-x-y}Ti_{x}Zr_{y}CoSb_{0.8}Sn_{0.2} based on our earlier work on Hf_{1-x}Zr_{x}CoSb_{0.8}Sn_{0.2} by exploring larger atomic size and mass differences to improve the thermoelectric figure-of-merit and also reducing the usage of the very expensive element Hf (Hf is at least 10 times more expensive than any other element used in half-Heusler compounds).

In 2011, we successfully enhanced ZT from 0.5 to 0.8 in p-type half-Heusler Hf_{0.5}Zr_{0.5}CoSb_{0.8}Sn_{0.2} by making grains smaller than 200 nm. The essence was to make the thermal conductivity lower due to stronger phonon scattering by increased grain boundaries while Fig. 1. (Top) TEM images showing the grain size (left) and nanoinclusion (right), and (bottom) lattice thermal conductivity (left) and ZT (right) dependence of temperature [8].
keeping the power factor unchanged, shown in Fig. 1.

Right after that we realized that larger atomic size and mass differences may produce stronger phonon scattering for even lower thermal conductivity. Therefore we studied the effect of combination of Hf and Ti on the thermoelectric properties in Hf_{1-x}Ti_{x}CoSb_{0.8}Sn_{0.2}. We found that 1) lower thermal conductivity was indeed achieved when a larger difference on atomic size and mass of Hf and Ti than Hf and Zr are used showing in Fig. 2 (left), and 2) higher ZT (~1.0) was indeed obtained with lower thermal conductivity, shown in Fig. 2 (right). However, the system involving Hf and Ti uses more Hf, which caused a significant increase in the cost of the material.

![Graph showing thermal conductivity and ZT for Hf_0.8Ti_0.2CoSb_0.8Sn_0.2](image1)

**Fig. 2.** (left) comparison of thermal conductivity of Hf_{0.8}Ti_{0.2}CoSb_{0.8}Sn_{0.2} with Hf_{0.5}Zr_{0.5}CoSb_{0.8}Sn_{0.2}, and (right) ZT dependence of Hf_{0.8}Ti_{0.2}CoSb_{0.8}Sn_{0.2} and Hf_{0.5}Zr_{0.5}CoSb_{0.8}Sn_{0.2} in comparison with SiGe alloy, which clearly shows the lower thermal conductivity because of the larger atomic size and mass differences, and higher ZT above 500°C [2].

In consideration of keeping the material cost low, we studied the effect of Ti on thermoelectric properties in (Hf_{0.5}Zr_{0.5})_{1-x}Ti_{x}CoSb_{0.8}Sn_{0.2}. We found that by adding only a very minor amount of Ti (0.12 per formula), a peak ZT of ~1 was obtained in Hf_{0.44}Zr_{0.44}Ti_{0.12}CoSb_{0.8}Sn_{0.2}, that has much less Hf than Hf_{0.8}Ti_{0.2}CoSb_{0.8}Sn_{0.2}, shown in Fig. 3, which is a big step towards studying the possible application of this material for waste heat recovery in vehicles and other industrial sites.
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**Fig. 3.** ZT dependence of temperature of different materials to show the advantage of Hf_{0.44}Zr_{0.44}Ti_{0.12}CoSb_{0.8}Sn_{0.2} [1].
**Future Plans:** built on the progress we have achieved recently, we will focus our effort on further reducing the grain size to reduce the thermal conductivity. If we could reduce the grain size to below 50 nm, we may have a chance to achieve 30-50% reduction on thermal conductivity. We will study some very stable high temperature oxides as potential grain growth inhibitors to prevent grain growth during the hot pressing process.
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Nanostructured Materials for Thermoelectric Energy Conversion

Direct thermal to electrical energy conversion using solid-state thermoelectric devices is attractive, but implementation has been slow due to both relatively low efficiency and scale-up challenges presented by the current non-abundant, expensive materials choices. A challenge lies in the fact that the thermopower, $S$, electrical conductivity, $\sigma$, and thermal conductivity, $k$, are all interdependent making optimization extremely difficult. Recent research on nanostructured materials has led to sharp increases in $ZT$ attributed to: (i) quantum confinement of carriers in nanostructured materials modifying the density of states near the Fermi level, which increases $S\sigma$; (ii) nanostructuring enhancing phonon scattering in the mid to long wavelength range, which thereby reduces $k$; or (iii) a combination of both. While these significant gains have been achieved by nanopatterning of existing (non-earth abundant, expensive materials), there is a significant need for the development of new materials and novel design strategies for thermal energy conversion. This group will explore the basic science of thermoelectricity through the understanding and design of transport phenomena in new nanostructured materials with a particular eye to abundant materials and scalable processing. We will proceed with four approaches: (i) molecular, hybrid and polymeric thermoelectrics; (ii) Si-based nanostructures; (iii) superlattices; and (iv) ionocalorics, each with an integral effort in the theoretical development and understanding of the underlying physics. Each of these unique materials systems is designed specifically to test or develop new foundational concepts in thermoelectric transport, and the insights from each system is crafted to inform design in other team efforts.

Approach 1: Molecular, Polymeric, and Organic-Inorganic Hybrid Thermoelectrics

Due to the band-like nature of carrier transport, the thermopower, $S$, and electrical conductivity, $\sigma$, in classical bulk inorganic thermoelectric materials exhibit opposing trends. The anti-correlation of $S$ and $\sigma$ in these materials means that the power factor $S^2\sigma$ cannot be arbitrarily
increased. Our prior work with organic-inorganic thermoelectrics demonstrated that these fundamental rules do not apply to junctions with organic materials that possess discrete band structures, and elucidated paths for optimization that are not available in purely inorganic materials.\textsuperscript{[2,10]} Results from our subsequent work with bulk organic-inorganic composites extended these insights from molecular junctions to the mesoscale, and strongly suggest that the properties of the inorganic-organic interface play a controlling role in the overall properties of the composite, leading to some of the highest performance hybrid thermoelectric materials reported.\textsuperscript{[6,17]} Combined, these results naturally lead to the following fundamental questions: i) What is the fundamental physics underlying the interfacial transport behavior in the hybrids? ii) Can we use our interface model to direct general design rules for organic-inorganic thermoelectrics? Our ongoing work seeks to address these issues, by first developing simple model systems that allow us independent control over the interfacial bonding environment, interfacial morphology, and component energy levels. This future work will attack two aspects of this complex area: 1.) Testing our empirical design rules for hybrid materials to generate excellent n-type thermoelectrics and 2.) Using molecular design of both inorganic and polymeric components to craft tailored energy landscapes—elucidating how carrier transport occurs in hybrid materials.

A new effort approved for the program will study the effect of crystallinity and mesoscale structure on thermoelectric transport in purely polymeric systems. Here, we employ molecular scale design and self-assembly of polymers to explore the fundamental relationship between hierarchical structures (ranging from molecular to mesoscale) and thermoelectric performance of polymers. Semiconducting polymers and block copolymers will be used to control the structure of these materials at length scales ranging from ~1 Å–100 nm. Support from theory, will further enable fundamental, theoretical understanding of these systems.\textsuperscript{[4]}

**Approach 2: Si-based nanostructures**

Silicon is amongst the most abundant and inexpensive semiconductors, and an ideal scalable material. However, while a workhorse for microelectronics, silicon has not historically been considered for thermoelectric applications due to its large thermal conductivity (140 W/m-K at room temperature) which renders it an unlikely candidate for thermoelectrics. Our program has shown that nanostructures with roughness features close to and less than the phonon mean free path (10-100 nms in lateral width) could have a high thermoelectric figure of merit, ZT~0.4 to 1, but the physical mechanism underlying this roughness scattering has not been understood. In this project, we will continue to push the limits reducing the phonon component of the thermal conductivity by making nanostructures that have features of the order of the phonon wavelength.\textsuperscript{[8]} Additionally, it is clear that in a highly harmonic crystal such as silicon, the possibilities for reducing the phonon contribution to the thermal conductivity do not end at incoherent scattering. Since the coherence of phonons can be preserved for relatively long distances in Si, correlated scattering of phonons could potentially reduce the thermal conductivity even further and push ZT far above 1. These new opportunities direct our future work, aimed at advanced fabrication methods for “holey” silicon nanostructures that will interact coherently with phonons in the wavelength regime spanning 1-10nm. Pairing with theory support in the program, we will fully explore the physics of controlled, coherent phonon scattering to drive the limits of reducing $k$.\textsuperscript{[9]}
Approach 3: Superlattices

The wavelength and mean free path of phonons in oxide systems are generally on the nanoscale, and thus, the inherently nanoscale structure of superlattices is an effective method to reduce the lattice contribution of thermal conductivity in these materials. With the exquisite control over feature sizes made possible by superlattice growth, we aim to achieve the first experimental demonstration of the crossover in phonon transport from an incoherent regime to a coherent regime. This crossover in thermal transport is manifested by a minimum in thermal conductivity as a function of interface density. A realization of this thermal conductivity minimum in superlattices invites further investigations, such as exploring the role of acoustic impedance mismatch (AIM) between oxide materials, which provides an additional degree of freedom to tune the thermal conductivity and enhance the scattering of mid- to long wavelength phonons. Additionally, as a result of the low mobility of electrons in oxides, no significant degradation in electrical transport is anticipated as nanoscale structure is tuned, and hence, electron-doped oxides may lead to high thermoelectric figure of merit materials. These studies, paired with support from theory in the program, enable a path to quantum mechanically tuning $k$ based on elementary physical considerations.

As an extension of the use of superlattice structures to access new material properties, we seek to use specific oxide superlattices to create an entirely new class of compound materials; piezothermoelectrics that can generate voltages from both primary thermal gradients (the thermoelectric effect) and also from thermally induced mechanical gradients (the piezoelectric effect). These compound piezothermoelectric materials will dramatically expand the types of thermal energy available for conversion.

Approach 4: Ionocalorics

Taking stock of the progress made in thermoelectric science over the last two decades, it seems clear that new electron and phonon physics is needed to dramatically improve the performance of thermoelectric materials. It is worthwhile however to step back and ask: Are there other ways to achieve heating and cooling using charged particles? Here we propose a new approach—ionocalorics—that exploits the thermodynamics associated with ion condensation and expansion on a nanostructured dielectric surface for refrigeration and power generation. While the thermodynamic underpinnings have much in common with thermoelectrics, new mechanisms of manipulating correlations between entropy and temperature enable potentially larger power densities and application spaces to be accessed. In the ionocaloric approach, we wish to explore a new effect where an ionic solution is placed between two electrodes. In the absence of an electric field, the ions gain entropy producing a homogeneous state through diffusion. In the presence of an electric field, the ions are electrostatically attracted to the oppositely charged electrodes, which minimize the entropy of the ionic solution. We think this approach can provide the largest change in entropy of any known system. In this proposal, we will develop the theoretical framework of the ionocaloric effect, and establish relationships between the thermodynamic processes, such as changes in temperature and entropy, in terms of the properties of the fluid and the applied electric field. Once the theory and initial experiments on the ionocaloric effect bear results, we propose to utilize this effect in a novel device to demonstrate both refrigeration and power generation.
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1. Program Scope: The program scope is to investigate the physical properties of materials and interfaces that are relevant to spintronics. Besides the high spin polarization half-metallic oxide films which was studied prior to this funding period, the research in this review period focuses on the growth and study of structural and magnetic properties of epitaxial ferrimagnetic insulator (FMI) films such as Fe$_3$O$_4$ and Y$_3$Fe$_5$O$_{12}$. An important property of the FMI films is the magnetic proximity effect existing at the interface of the FMI film with another metallic, semimetallic or semiconducting film. The magnetic proximity effect induced spin polarization is another way of generating spin polarization in non-magnetic materials. In addition, this research also studies both high and low spin-orbit coupling materials which are very useful for spintronics. The former includes topological insulators and the latter includes graphene and other carbon-based materials.

2. Recent Progress
   - Epitaxial growth and physical property study of FMI films. We have successfully grown epitaxial Fe$_3$O$_4$ on MgO and Y$_3$Fe$_5$O$_{12}$ (YIG) films on gadolinium gallium garnet (GGG) substrates using laser molecular beam epitaxy. The former conducts at room temperature but the latter is a good insulator with the Curie temperature about 560 K. While Fe$_3$O$_4$ is a good spin injector which has been shown to have high spin polarization, we focus YIG films for a different purpose: magnetic proximity effect.

Fig. 1. Reflection high energy electron diffraction pattern (upper right) and oscillations (main) for epitaxial growth of YIG film. The resulting film has an atomically flat surface as indicated by the AFM image at the lower right.
induced spin polarization. With the atomically flat surface, we grow thin metallic films on top. The first two films we have chosen are Pd and Pt, which are known to be at the verge of ferromagnetism due to large d-density of states. To ensure high quality, we have optimized the growth conditions so that the layer-by-layer mode is achieved in (110) orientation (Fig. 1). In (111) orientation, the window of parameters is much narrower, but we have also obtained epitaxy with atomically flat surface. The FMI films have strong in-plane anisotropy in both (110) and (111) orientations. The moment per formula unit is approximately 5 $\mu_B$ which agrees with the bulk value.

- Magnetic proximity effect and high-field effects in Pd/YIG and Pt/YIG. There has been a great deal of debate about the origin of a newly discovered effect in spintronics, i.e. the spin Seebeck effect (SSE) in FMI. It was shown that the magnetic proximity effect in the metal film could contribute to the reported SSE. Pd and Pt both have strong spin-orbit coupling (Pt has stronger spin-orbit coupling than Pd), but both are prone to develop induced magnetization. We have deposited both Pd and Pt films on atomically flat YIG films using sputtering. At low in-plane magnetic fields, we have observed anisotropic magnetoresistance in both Pd and Pt films, a consequence of magnetic proximity effect (Fig. 2b). At high magnetic fields, there is still a much larger additional magnetoresistance effect and anomalous Hall effect (Fig. 2a), both occurring at magnetic fields greater than the saturation field of YIG magnetization (<2,000 Oe). The high-field effects (both magnetoresistance and anomalous Hall effect) cannot be possibly caused by the magnetic proximity effect. To study the physical origin of these high-field effects, we analyzed the field and temperature dependence of the anomalous Hall effect. The field dependence suggests that the anomalous Hall effect is likely
caused by independent magnetic moments that are aligned by an external magnetic field. By fitting the Brillouin function to the data, we have obtained the effective magnetic moment as a function of the temperature. The magnetic moment that is responsible for the field dependence is \( \sim 200 \ \mu_B \) at room temperature. We are still investigating the microscopic mechanism of these high-field effects.

- High-field transport properties of surface states in high-resistivity topological insulators. Topological insulators are potentially useful for spintronics applications due to the strong spin-orbit interaction which may enable the electric field control of the spins in the materials. We aim to demonstrate the unique transport properties of the surface states. To minimize the bulk contribution to the electrical conductance, we have grown high-resistivity crystals such as \( \text{Bi}_2\text{Te}_2\text{Se} \) and \( \text{Bi}_{2-x}\text{Sb}_x\text{Te}_{2-y}\text{Se}_{1+y} \). The bulk resistivity reaches as high as 5 Ohm cm. We have performed high-field transport measurements at Los Alamos National Lab’s pulsed magnetic field facility and shown a low electron density \( (3 \times 10^{-12} \text{ cm}^{-2}) \) on the surface from the Shubnikov-de Hass oscillations (Fig. 3, left). We will continue to use this high-field facility for our future investigations such as in gate-tunable devices. In the meantime, we have used electron beam irradiation as a tool to tune the carrier concentration in topological insulator devices (ref. 1). By varying the energy and dosage of the electron beam irradiation in low energies \( (<16 \text{ keV}) \), we can control the position of the Fermi level without introducing measurable additional scattering. At higher energies, we have found a significant increase in scattering due to the introduced disorder from the e-beam irradiations. With large doses, we have observed indications of localization of bulk carriers as indicated by the diverging resistivity at low temperatures (Fig. 3, right). The resistivity approaches saturation at \( T=0 \text{ K} \) due to the metallic surface states. We will use both electron beam and ion beam to further tune bulk carrier concentration in order to reveal the topological surface states.

Fig. 3. Magneto-resistance data taken at LANL (left). Resistance of a device subjected to e-beam irradiations (Right).
Spin relaxation time in graphene and its relation to long- and short-range scattering. Non-local spin valve is an excellent device to study the spin diffusion and coherence in graphene. Room temperature graphene spin diffusion length has been shown to be as long as many microns which corresponds to a few hundred of pico-seconds in spin relaxation time. This is still significantly lower than what is expected from theory based on the fact that graphene has weak spin-orbit coupling and weak hyperfine interaction. In order to understand the fundamental limitations to the spin relaxation time, we have first focused on the effect of the charged impurities, i.e. long-range scattering potential. When we tuned the density of the charged impurities, we varied the momentum scattering time, but we did not find any effect on spin relaxation time (ref. 3). Currently, we are able to tune the carrier density to a high level (close to $10^{15}$ cm$^{-2}$) by using high-dielectric oxide gate insulator and reach the short range scattering dominated regime. We will investigate the effect of the short range scattering on spin relaxation time in graphene.

Fig. 4. (Left) Non-local graphene spin valve decorated with nanoparticles as charge absorbing layer. The carrier mobility can be tuned by a factor of three by controlling the charged impurities. (Middle and right) Spin relaxation time vs. momentum relaxation time for electron- and hole-doped regimes. The spin relaxation time remains unchanged when the charged impurity dominated scattering rate changes by a factor of three (on the electron side). Data from ref. 3.

3. Future Plans: We will continue our work on magnetic proximity effect in structures with FMI films. We will extend the material system to graphene/YIG and topological insulator/YIG. We will use x-ray capabilities at ALS to directly measure/image the spin polarization induced at the interfaces. In the graphene project, we will study the effect of short-ranged impurities and other defects on the spin relaxation time in non-local graphene spin valves.
4. References:


Phase Transformations in Confined Nanosystems
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Program Scope

Alloy nanoparticles are important for a number of technologies, including catalysis, medical imaging, targeted drug delivery, and information technology. Additionally, they provide fundamental insight into physical properties at the nanoscale due to high surface areas relative to volume, quantum confinement affects, and the convergence of critical length scales in magnetism with system size. Furthermore, isolated nanoparticles allow us to probe phase and structural stabilities in finite-sized systems.

In this project, we have studied the phase formation and stability in nanoparticles in the Fe-Au system. Inert gas condensation has been utilized to produce sub-10 nm Fe$_x$Au$_{1-x}$ alloy nanoparticles with $x$ ranging from 0.3 to 0.8. Focus has been on the structure and magnetic properties of both as-formed and annealed nanoparticles. The as-deposited clusters were single-crystalline and displayed complete solid solubility, contradicting the equilibrium phase diagram. The as-deposited structures contained significant defect structures with expanded lattice parameters relative to elemental and rule-of-mixtures values, suggesting the presence of self-interstitials. The as-deposited clusters were ferromagnetic at room temperature.

Heat treatment at 600°C for 15 minutes followed by furnace cooling resulted in size-dependent transformation of the clusters into additional, non-equilibrium structures that depended on cluster composition, while larger clusters followed bulk behavior. At about 65 atom % Fe, clusters transformed to a well-ordered, single fcc phase with a lattice parameter of 0.364 nm, whereas the phase diagram predicted two-phase equilibrium. The stabilization of a single fcc phase was explained by a thermodynamic analysis. This analysis suggests that the single-phase stability in the Fe-Au nanoparticles arose from the fact that the introduction of a phase boundary was energetically opposed. Heat treatment of as-deposited nanoparticles resulted in L1$_2$ and L1$_0$ ordered structures near 1:3, 3:1 and 1:1 (Fe:Au) stoichiometries, respectively. Magnetically, the annealed nanoparticles displayed strong ferromagnetic behavior for Fe-rich compositions, and weak ferromagnetic behavior for Fe-poor compositions. The magnetism in the Fe-poor nanoparticles suggested a possible combination of an antiferromagnetic core with uncompensated spins at the surface providing the ferromagnetic signal. First-principles calculations are consistent with this explanation.

As-Deposited Fe-Au Nanoparticles

Composition of 4 samples as measured by EDS in STEM mode were determined to be 79, 65, 53 and 33 atomic % Fe, relatively close to the compositions predicted based on sputtering yields and relative area fractions of Au and Fe on the target. These 4 compositions will be referred to as A1, A2, A3 and A4. Figure 1 shows TEM and HAADF STEM images of A4 that reveal both uniformity in size and composition. High-resolution images revealed that the clusters were single-crystalline, but with highly defective structures. Figure 2 shows a typical HRTEM image of A2. Note the wavy lattice fringes. The structures of the as-deposited nanoclusters were determined from both selected area electron diffraction patterns and FFTs of the HRTEM images. The two Fe-rich compositions were bcc with lattice parameters of 0.330 and 0.339 nm for A1 and A2, respectively. The A3 and A4...
nanoparticles were determined to be fcc with lattice parameters of 0.415 and 0.427, respectively. All four lattice parameters were expanded significantly from simple "rule-of-mixtures" approximations. The expanded lattice parameters can be explained by the presence of self-interstitials. Calculated results using self-interstitial models agree well with experimental interatomic spacings.

The hysteresis behavior of all compositions was consistent with ferromagnetic ordering at both 10 K and 300 K. Figure 3 shows hysteresis curves for A2 and A4. Note the large difference in saturation magnetization. A4 is much lower than can be explained by pure dilution effects. Thus, it appears that the primary fcc structure is antiferromagnetic, and the ferromagnetic signal arises from uncompensated surface spins. A rough approximation of the magnetism arising from only surface Fe atoms is in good agreement with this hypothesis.

Figure 2. HRTEM image of an as-deposited Fe-Au nanoparticle showing a highly defected structure.

Figure 3. Hysteresis curves for A2 and A4 at 10 K (red) and 300 K (black). Insets show the second quadrant.
Annealed Clusters

The nanoparticles were annealed at 600°C and then allowed to furnace cool in an attempt to reach an “equilibrium” structure. The A2 (65/35) composition was determined to form a well-ordered fcc structure with a lattice parameter of 0.364 nm, not far from a “rule-of-mixtures” approximation. Figure 4 shows both SAD and HRTEM images. Note the mostly defect-free structure, in stark comparison to the as-deposited structure.

From the equilibrium phase diagram, the expected phase constitution is two phases, α-Fe+fcc Au. Evidently, the formation of equilibrium phases is inhibited by the size of the system (it should be noted that we are examining isolated nanoparticles). A simple model was considered that takes into account the various free energies of a single-phase nanoparticle and a two-phase nanoparticle, with the major difference being the introduction of an interphase (grain) boundary. Figure 5 shows the free energy calculations, where a positive value indicates single-phase stability and a negative value two-phase (bulk) stability. The critical transition size from “nano” to “bulk” behavior occurs at approximately 16 nm. The occurrence of two phases, one fcc and one bcc, was observed in agglomerated nanoparticles above 19 nm, in good agreement with our calculations.

Figure 4. (a) Selected area diffraction pattern and (b) HRTEM image of Fe-35 Au nanoparticles after annealing. The structure is fcc. The inset in (b) shows its FFT.

Figure 5. Free energy as a function of particle size for Fe-35 Au.

The inability for individual nanoparticles below a critical size to behave in “equilibrium” allows a pathway to new system energetics (i.e., the system can find local free energy minima that is not obtainable in bulk systems). In short, new atomic structures are possible. This was observed in A1, A3 and A4, which are reasonably close to 3:1, 1:1 and 1:3 stoichiometries. In all three of these nanoparticles, ordered atomic structures were
observed in Fe-Au. Figure 6 shows a HRTEM image and its FFT of the L10 structure. Similar findings revealed the L12 structure in the 3:1 and 1:3 stoichiometries. In fact, L10 ordering was also observed via HAADF STEM imaging in some as-deposited nanoparticles.

The ordered structures displayed ferromagnetic behavior, though again the Fe-poor nanoparticles showed low magnetization values while the Fe3Au compound showed high magnetization.

**Figure 6.** (a) HRTEM image and its (b) FFT of annealed 1:1 composition. The presence of the superlattice reflections indicates L10 ordering. SAD (not shown) corroborated the structure.

**Figure 6.** Magnetic Measurements of ordered nanoparticles: Hysteresis behavior of Au-Fe nanoparticles at 300K and 10K, for (a) near stoichiometric FeAu 3:1, (b) FeAu 1:1, and (c) FeAu 1:3 compounds. The insets show second quadrant behavior.

**Summary and Future Plans**

Studies of isolated, sub-10 nm Fe-Au nanoparticles reveal the size-stabilization of non-equilibrium structures, including solid solutions and ordered compounds. Thus, studying the phase stabilities and structures in finite-sized systems provides a fundamental understanding of phase stability, while finite-sized systems are also a pathway to new structures that are not able to be stabilized in bulk systems. We are extending the work to other systems to determine the universality of our model.

**Publications**

Program Scope:

Transition-metal oxides exhibit rich complexity in their fundamental physical properties determined by the intricate interplay between structural, electronic and magnetic degrees of freedom. Our DoE funded effort during the past 3 years (2010-2013) have yielded new insights into the role of interplay between intrinsic strain, structural transitions, electronic phase separation, magnetic anisotropy and magnetic entropy in a broad range of correlated electron oxide materials such as La$_{5/8}$Pr$_{3/8-x}$Ca$_x$MnO$_3$ (LPCMO) [1-3], La$_{0.7}$Pr$_{0.3}$MnO$_3$ [4], La$_{0.7}$Ca$_{0.3}$Mn$_{1-x}$Fe$_x$O$_3$ [6], Pr$_{1-x}$Sr$_x$MO$_3$ (M=Mn, Co) [7], Sm$_{1-x}$Sr$_x$MnO$_3$ [8], LaMnO$_{3+x}$ [9], and Ca$_3$Co$_2$O$_6$ (CCO).

In particular, the current project period have addressed some of the outstanding issues in mixed phase manganites La$_{5/8}$Pr$_{3/8-x}$Ca$_x$MnO$_3$ (LPCMO) with competing charge ordered and ferromagnetic phases strongly influenced by strain and low dimensionality; AB$_2$O$_4$ type spinel ferrites with multiple spin re-orientation configurations and Ca$_3$Co$_2$O$_6$ having Ising spin chains arranged on a triangular lattice geometry. All these systems are of current interest, and we have demonstrated the importance of combining conventional DC and AC magnetometry with relatively unconventional RF transverse susceptibility (TS) and magnetocaloric effect (MCE) methods to probe the ground state magnetic properties and glassy behavior in these systems. We present here selected representative results on LPCMO in different forms of single crystals, nanocrystals, and thin films and on CCO single crystals.

1. Multiphase coexistence and collective behavior in La$_{5/8}$Pr$_{3/8-x}$Ca$_x$MnO$_3$

Bulk LPCMO exhibits a complex phase diagram due to coexisting charge-ordered antiferromagnetic (CO/AFM), charge disordered paramagnetic (PM), and ferromagnetic (FM) phases [10-13]. The different crystal structures of the FM and CO phases have been suggested to generate long-range strain interactions leading to an intrinsic variation in elastic energy landscape, which in turn leads to phase separation (PS) into the strain-liquid and strain-glass regimes [11,13]. Despite a number of previous studies, the effect of magnetic field on the strain-liquid and strain-glass states has not been studied in detail and the origin of the sharp change in the magnetization, resistivity, and magnetic entropy just below the Curie temperature ($T_C$) in the strain-liquid region has remained exclusive.

To address these outstanding issues, we have performed MCE and TS experiments on La$_{5/8-x}$Pr$_x$Ca$_{3/3}$MnO$_3$ ($x = 0.275$ and 0.375) single crystals, which were synthesized in an optical floating-zone furnace and provided by Prof. Sang-Wook Cheong’s group at Rutgers University. Systematic MCE studies, coupled with magnetic, transport and magnetic force microscopy (MFM) measurements, have evidenced the presence of multiphases with respectively dominant low-temperature FM and high-temperature CO phases [1,3]. The
“dynamic” strain liquid state is strongly dependent on magnetic field, while the “frozen” strain-glass state is almost magnetic field independent. The sharp increase of the magnetization below the Curie temperature occurs via the growth of FMM domain regions that are already present in the material even in zero magnetic field.

In addition to the MCE findings, TS experiments on LPCMO single crystals have revealed the unstable nature of the FM phase, the field-assisted kinetic arrest and frozen state at low temperatures just below 70 K, above which a strong phase separation occurs and field hystereses are observed, leading to a new and comprehensive magnetic phase diagram (Fig. 1). We have also performed TS measurements on LPCMO thin films grown by Dr. Jian Shen at the Oak Ridge National Laboratory and discovered an important impact of strain and low dimensionality on the magnetism of LPCMO that in contrast to its bulk counterpart, the FM phase is stabilized and dominant over the CO phase in the entire temperature range in the films.

![Fig. 1](Image)

The TS profiles taken at three representative temperatures T = 60 K, 70 K, and 100 K for LPCMO; A strong phase separation accompanied by large field hysteresis occurs around 70 K, while a frozen state with kinetic arrest is observed at 60 K; (Right panel) Magnetic phase diagrams are contructed from the TS data.

![Fig. 2](Image)

Magnetic field dependence of maximum magnetic entropy change (\(\Delta S_M^{\text{max}}\)) (a) – (c) and magnetization (d) – (f) near the charge ordering temperature. Phase coexistence occurs between \(H_{\text{C1}}\) – the field at which the CO phase begins to melt – and \(H_{\text{C3}}\) – the field at which the CO phase is fully converted to FM. A simple “geometric” model is proposed to illustrate the effects of particle size on the phase coexistence in LPCMO.

Because phase separation in bulk LPCMO occurs on the microscale, reducing particle size to below this characteristic length is expected to have a strong impact on the magnetic properties of the system. Our first comprehensive study of the effects of reducing particle size to the nanoscale in \(\text{La}_{0.25}\text{Pr}_{0.375}\text{Ca}_{0.375}\text{MnO}_3\) have revealed that the conflicting trends that accompany size reduction in nanoparticles of FM and CO manganites in combination with the mitigation of long-range phenomenon (i.e. martensitic accommodation strains and microscale phase separation) result in strong modification of the magnetic and magnetocaloric properties of LPCMO as particle size is decreased [3]. The field-sensitivity and balance of the coexisting...
phases is affected as the FM component is strengthened and becomes dominant below 100 nm. Our observation that the FM phase is stabilized on the nanoscale is contrasted with the earlier finding that charge disordered PM becomes dominant with grain size reduction on the microscale, demonstrating that in terms of the characteristic phase separation length, a few microns and several hundred nanometers represent very different regimes in microscale phase separated LPCMO.

From a magnetic cooling application perspective, we highlight that exploration of the large MCE and refrigerant capacity (RC) in magnetic refrigerant materials on the nanometer scale would lead to understanding functional responses in new nanomaterials and devices that could essentially impact a broad base of refrigeration technology. While the conventional trend is reduction of the magnetization that leads to the decrease in MCE and/or RC with nanostructuring, we have demonstrated the new possibility of enhancing both the MCE and RC in nanostructured mixed phase manganites like LPCMO. A strong enhancement of MCE and RC and a strong reduction of thermal and field hysteresis losses are achieved in the nanocrystalline samples. This important finding opens up a new way of exploring nanostructured multiphase magnetic materials for energy-efficient magnetic refrigeration technology. These results have been reported at major conferences (MMM 2011, APS 2012, MMM-Intermag, 2013), featured in two invited talks (ICM 2012, MRS 2013), and summarized in three major publications (Physical Review B 2010; Applied Physics Letters, 2010; and Physical Review B 2012).

2. Complex magnetic phase diagram in Ca₃Co₂O₆

Ca₃Co₂O₆ is a system exhibiting low dimensionality and magnetic frustration. Therefore it provides a very interesting case for us to study the cooperative phenomena of low-dimensional magnetism and topological magnetic frustration in a single material. Ca₃Co₂O₆ has a rhombohedral structure composed of [Co₂O₆]∞ infinite chains running along the c axis of the corresponding hexagonal cell, with the Ca cations located in between them. The chains are made of alternating, face-sharing CoO₆ trigonal prisms and CoO₆ octahedra. Each chain is surrounded by six equally spaced chains forming a triangular lattice in the ab plane. The intrachain Co-Co separation is ~0.26 nm, while the interchain distance is ~0.52 nm. As a result, the intrachain coupling is ferromagnetic while interchain coupling is antiferromagnetic. Specific heat and magnetization measurements have revealed the onset of long-range magnetic order at \( T_N \sim 25 \) K, below which antiferromagnetic interactions within the ab plane lead to a geometrical frustration of the magnetic structure and many degenerate spin configurations are possible, giving rise to highly susceptible dynamical states. Due to the geometrical frustration, the system only reaches a “partially disordered antiferromagnetic” (PDO) state at low temperatures. In this PDO state, two thirds of the ferromagnetic chains are coupled antiferromagnetically, while the remaining third remain incoherent (disordered chains with zero net magnetization). While a complex phase diagram has been proposed for Ca₃Co₂O₆, the true nature of the low temperature magnetic phase and complexity of interchain and intrachain interactions is under debate.

To better understand the magnetic nature of this interesting system, we have conducted
systematic studies of MCE and TS measurements along with DC and AC magnetization on Ca$_3$Co$_2$O$_6$ single crystals grown by Prof. Cheong’s group at Rutgers University. Our MCE studies have revealed the signature of short-range FM ordering at $T > T_N$. At 15 K $< T < T_N$, the intrachain FM coupling is dominant over the interchain AFM coupling. In this region the FM coupling is stabilized, but the AFM coupling between nearest-neighbor and next-nearest neighbor chains is strong enough to slightly distort the FM ordering present in each chain, this can be thought of as a disorder induced by order. For $T \leq 15$ K, the thermal fluctuations have stabilized the AFM phase. A new, comprehensive magnetic phase diagram has been constructed from the first time from the MCE data (Fig. 3), where $H_{C1}$ is related to the maximum (minimum) in $\Delta S_M$ before the induced disorder. $H_{C2}$ represents the maximum disorder induced in the chains by magnetic field $H$. $H_{C3}$ indicates the field at which the volume fraction of FM ordering starts to become the dominant phase. As $T$ is decreased for 25 K it takes a significantly high value of $H$ in order to achieve a large volume fraction of FM ordering, signifying the paradoxically notion that CCO becomes more disordered at $T$ decreases. $H_{C2}$ remains almost constant for all $T$, and is associated with the large step in $M$, present at all $T$. For $H_{C1}$, there is a crossover temperature, for $T \geq 15$ K a relatively small $H$ will globally align the material in the FIM state described above. However, for $T < 15$ K, the system resides in the SDW state which gives rise to AFM like behavior. We presented our results in a poster presentation at MMM-Intermag (Chicago, 2013) conference, with the main results being written for publication in Physical Review B 2013.

Overall, our DC and AC magnetization, TS and MCE studies on a large class of correlated electron oxide systems have yielded deeper insights into the competing ground states and collective phenomena that can be correlated to their geometric frustration. Our studies point to the presence of competing CO and FM phases in bulk LPCMO and the importance of the low dimensionality and strain effects on these states in nanostructured LPCMO and thin films. Future work will continue to explore the ground magnetic states and collective phenomena in these oxides.

**Work at USF supported by DOE through grant number DE-FG02-07ER46438.**
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PROGRAM SCOPE

The main research objective of the proposed program is to develop novel paradigms for the generation of quasi-two dimensional magnetic functionality in complex oxide thin films and heterostructures. In this program, we focus on the development of novel complex oxide thin films and heterostructures with spin functionality where surfaces/interfaces and coherent epitaxial strain play a critical role in the realization of the long range magnetic order. Complex oxides exhibit a wide range of electronic, magnetic and optical properties that can be tuned by parameters such as lattice strain and substitution. The tunability combined with the ability to control complex oxide interfaces with atomic accuracy makes them ideally suited for the exploration of new quasi-two dimensional, magnetically functional materials systems.

Our focus is on two classes of materials based on 3d, 4d and 5d transition metal oxide compounds for:
(a) heterostructures in which the interfaces give rise to spin functionality not observed in the two constituent materials and engineered by modulation doping of magnetic species, carrier mediated exchange interactions or valence discontinuities at ferromagnetic interfaces.
(b) thin films in which epitaxial strain can induce spin-state transitions or metal-insulator transitions to stabilize ferromagnetic and/or metallic ground states.

RECENT PROGRESS

Highlights of recent work include (i) long range ferrimagnetic order in PrCoO\(_3\), (ii) evidence of high spin Ru in epitaxial SrRuO\(_3\) thin films, and (iii) metal insulator transitions in epitaxial LaVO\(_3\) and LaTiO\(_3\) thin films.

Long range ferrimagnetic order in PrCoO\(_3\). We demonstrate an emergent ferrimagnetic ground state in heteroepitaxial PrCoO\(_3\) (PCO) thin films, where magnetic moment ordering occurs on both the Co and Pr sites. We find that the Co sublattice orders ferromagnetically, with significant evidence for HS Co, and it is aligned antiparallel to the ordered Pr sublattice. This is significant as ordering of Pr ions has not been observed in bulk cobaltites. The Pr ordering antiparallel to the Co ions accounts for the lower saturation magnetization for these PCO films compared to LCO films. We also observe a lower Curie temperature (T\(_C\)), likely due to the greater stability of the low-spin state in bulk PCO. The ferromagnetic exchange mechanisms used to explain the behavior of metallic alkaline-earth doped bulk cobaltites is inconsistent with the insulating behavior of the PCO films obtained here. In our epitaxially strained films, the Pr moment appears to be strongly coupled to the HS/LS Co moments, unlike the bulk Pr\(_{1-x}\)Sr\(_x\)CoO\(_3\) IS Co...
scenario. These findings are significant since they set these thin films apart from other cobaltites, and they represent the first evidence of an interaction of this type between high-spin Co ions and rare-earth ions, which results in novel ferromagnetic behavior.

The most remarkable finding of this investigation is the demonstration of two ferromagnetic sublattices: one of Co ions aligning with the applied magnetic field and another of Pr ions that is antiferromagnetically coupled to the Co moments. This reveals that these films are more appropriately described as ferrimagnetic and display a monotonic temperature dependence with a $T_C$ of $\sim 60$ K. Pr$^{3+}$ ions in bulk PCO do not show any ordering down to 4 K. In doped Pr$_{1-x}$Sr$_x$CoO$_3$, long-range ferromagnetism associated with the Co ions is observed for $x > 0.2$ and can be attributed to the double exchange interaction among intermediate spin Co moments in an intermediate valence, mediated by a mobile $e_g$ electron.

**High spin Ru in SrRuO$_3$ thin films.** We demonstrate that both enhanced saturated magnetic moment and strong uniaxial anisotropy can be induced simultaneously through the application of compressive epitaxial strain in epitaxial SrRuO$_3$ (SRO) thin films. In (111)-oriented films, the resulting distortions of the Ru octahedral environment may cause electrons to populate the newly split $e_g$ band, effectively placing the Ru in a high-spin state and enhancing the magnetic moment. We find an increase in the carrier concentration consistent with the presence of such high-spin Ru. SRO films grown under identical conditions on (100) and (110) substrates show similar behavior but are more consistent with a low-spin Ru state. All films with enhanced saturated moment also show strong uniaxial magnetic anisotropy with an OOP easy direction. By systematically varying the magnitude of the lattice distortions in the SRO samples, we conclusively show that these lattice distortions are the source of the enhanced Ru moment, larger carrier concentration, and strong magnetic anisotropy. We speculate that lattice distortions anisotropically alter the bonding in the Ru-O octahedra in a way that simultaneously reduces the quenching of the orbital moment and involves the $e_g$ states in the magnetism, explaining all our observations.

Correlation of the lattice distortions, enhancement of saturated Ru moment and strong magnetic anisotropy in these SRO films lead us to conclude that it is the symmetry and magnitude of the lattice deformation that produces and controls these unusual magnetic properties. We find the degree of enhancement to be highly tunable and dependent only on the strain state.

**Metal insulator transitions in epitaxial LaVO$_3$ and LaTiO$_3$ thin films.** We demonstrate that the metallic ground state in LaVO$_3$ (LVO)/ SrTiO$_3$ (STO) is qualitatively different from that in LaTiO$_3$ (LTO)/ STO. In LTO/STO, the metallic state is found in the bulk of the LTO film and not just at the interface with STO. We demonstrate that the metallicity of LTO/STO is primarily from strain induced electronic structure modifications and is secondarily due to the polar discontinuity at the interface, thus reconciling previously contradictory reports on the origin of the metallicity. The small charge gap can be collapsed by the 1.67 % epitaxial mismatch strain imposed by the underlying STO substrate. Ab-initio studies with dynamical mean field modeling suggest that lattice distortions can indeed stabilize a metallic ground state in LTO. A careful study of epitaxial LTO films on LaVO$_3$ buffered DyScO$_3$ and LaVO$_3$ buffered STO substrates reveal the importance of epitaxial strain induced electronic structure modification. LTO films on STO buffered DyScO$_3$ substrates indicates that charge transfer at the LTO/STO interface may not be neglected and in the absence of epitaxial strain induced electronic structure modification
can become the dominant mechanism for the interface metallicity. The larger charge gap in LVO cannot be collapsed by lattice distortions alone. Metallicity is induced at the interface as is evident in the scaling of the sheet resistivity in LVO films of varying thicknesses grown on STO (not shown). A comparison of the low temperature transport behavior of the metallic ground state in LVO/STO and LTO/STO also suggests the different origins of the metallicity. In LTO/STO, there is a precipitous drop in the resistivity at low temperatures. In LVO/STO, the low temperature upturn in resistivity of LVO/STO shows signatures of weak localization. Moreover, the in-plane magnetoresistance (MR) shows a local maximum that is associated with strong spin-orbit coupling in the system as a result of the competition between weak localization and anti-localization in the presence of external magnetic field.

Figure 1. Temperature dependence of resistivity in zero field of (a) LaTiO$_3$ films and bilayers grown on SrTiO$_3$ and DyScO$_3$ and (b) LaVO$_3$ films and bilayers grown on SrTiO$_3$ and DyScO$_3$ show that metallicity in epitaxial LaTiO$_3$ and LaVO$_3$ films are different in nature.

FUTURE PLANS

In each highlighted area above as well as our additional projects on other related complex oxide thin film materials, we plan to focus on some of the major challenges in the areas of oxide interfaces and spin based devices. One of the big challenges in the development of novel complex oxide thin films has been to identify or predict thin film behavior unattainable in the bulk a priori. More specifically, we will explore the generation of interfacial ferromagnetism at the interface of paramagnetic metal LaNiO$_3$ and antiferromagnetic CaMnO$_3$, the universality of the generation of ferromagnetism in the undoped cobaltites and magnetic cation doping of the LaAlO$_3$/SrTiO$_3$ (LAO/STO) interface to generate spin polarized quasi-two dimensional electron gas in the LAO/STO system.
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**Program Scope:** Advanced battery storage compounds frequently exhibit phase transformations upon electrochemical cycling. Under the large electrochemical driving forces inherent to practical use, systems are often driven far from equilibrium where unusual phase transition phenomena occur. This program combines theoretical and experimental studies carried out at MIT and Lawrence Livermore National Laboratory (LLNL) to develop a predictive understanding of the collective influence of materials composition, transformation strain, crystallite size/shape, and the electrochemical conditions (e.g. the electrical overpotentials) on the phase transition behavior of electrodes at nanoscopic to mesoscopic scale. The systems that have been and will be studied include lithium transition metal olivines LiMPO$_4$ ($M=$Fe, Mn) and oxide spinels, LiNi$_{0.5}$Mn$_{1.5}$O$_4$, which have both fundamental and practical interest. Phase-field modeling of phase stability, transformation pathways and morphological evolution is combined with in-situ experiments, in which electrochemical titration is conducted simultaneously with characterization by synchrotron X-ray diffraction, neutron scattering, and transmission electron microscopy at DOE facilities.

**Recent Progress:**
In the LLNL’s portion of the current program (starting September 2012), we have extended the phase-field model [1,2] developed during the previous award to MIT (grant no. DE-SC0002626) to understand the morphological evolution of LiFePO$_4$/FePO$_4$ two-phase microstructure upon lithiation/delithiation. Recently, an intriguing periodic domain structure was discovered by Chen et al. [3] in LiFePO$_4$ particles that were chemically delithiated, as shown by the transmission electron microscopy image (Figure 1(a)). The LiFePO$_4$/FePO$_4$ phase boundary appears to lie in the (100) plane, and alternating LiFePO$_4$ and FePO$_4$ stripes line up along (100). In the current work we use modeling to address two questions:

1) What is the kinetic process that leads to the formation of the observed domain structure?
2) Does the domain structure correspond to the thermodynamically equilibrium state?

Answers to these questions are fundamental to understand the origin of such phase morphology, the conditions for its formation, and its implications for Li intercalation kinetics.

![Figure 1 (a) TEM image of striped domains in a platelike partially delithiated olivine particle. Reprinted from ref. 3. (b) Schematics of a possible LiFePO$_4$/FePO$_4$ two-phase structure corresponding to (a).](image-url)
Our phase-field model [4] takes the anisotropic Li diffusivity, lattice mismatch, elastic moduli
and phase boundary energy of olivine obtained from experiments or first-principles calculations as input
parameters. Figure 2 shows a single-particle simulation that imitates the experimental condition under
which the domain structure was observed. First, a FePO₄ nanorod particle is lithiated under an
overpotential $\Delta \phi = 100$ mV until 50% of the Li sites are occupied. Next, Li flux from the electrolyte into
the particle is stopped to let the particle “rest” under open circuit condition. Upon lithiation at relatively
large overpotentials ($\Delta \phi > 78$ mV), our model predicts that Li ions are inserted into all 1D Li channels
through (010) surface at the same rate. Li composition is uniform along (010) plane and a gradient exists
in the (010) direction. When lithium influx is terminated at the second “rest” stage, spontaneous phase
separation occurs via spinodal decomposition in the simulation. After domain coarsening, a stable striped
morphology is formed in (010) plane with [100] domain dimension $\sim$O(100nm), similar to experiments.
The experimentally observed (100) phase boundary also appears in the simulation. Because the misfit
strain in (100) plane is among the smallest, the alignment of phase boundary along (100) is favored by the
reduction of the coherency strain energy. However, the simulated microstructure also contains (010)
phase boundary. Such a morphology is due to one-dimensional Li diffusion in defect-free olivine [5]. At
the beginning of the rest stage each (010) Li channel is 50% filled. Because Li ions can only move along
but not across channels, phase separation has to occur along [010], forming (010) phase boundary.

![Figure 2 Evolution of Li composition distribution in a FePO₄ nanorod particle (512×50×50 nm³) upon
lithiation to Li₀.₅FePO₄ followed by rest (i.e. no Li flux into the particle).](image)

Notably, the spinodal decomposition process that leads to domain structure formation is found to
initiate on (010) surface in the simulation (Figure 2); phase separation does not extend to the interior of
the particle until later times. To understand this phenomenon, we develop a general linear stability theory
to analyze the initial stage of spinodal decomposition in elastically coherent body with free surfaces [6].
Our analysis reveals the existence of a unique surface mode of spinodal decomposition. Because
coherency stress induced by lattice mismatch between regions of different compositions is relaxed near
free surfaces, the surface mode obtains a faster growth rate than the bulk mode and becomes unstable
even when spinodal decomposition is suppressed in the bulk. A significant finding of our work is that
when free surfaces are present, the metastability limit of supersaturated solid solution is no longer
governed by the well-known coherent spinodal but the chemical spinodal as in bulk systems that do not
have coherency stress. This result suggests that nanoparticles of materials with large misfit strains such as
olivines are much easier to undergo spinodal decomposition and generate domain structure than their bulk
counterparts. The combined linear stability analysis and numerical simulation clearly point out the
importance of understanding the kinetics of surface-mode spinodal decomposition for controlling the two-
phase microstructure in olivine particles.
While the (100) phase boundary from our simulation is consistent with the observation of Chen et al. [3], the predicted (010) interface between LiFePO₄ and FePO₄ remains to be confirmed by experiments. The (010) phase boundary possesses a larger misfit strain than (100); its formation is kinetically induced by the absence of Li diffusion along [100] and [001]. However, atomistic modeling by Malik et al. [7] shows that the presence of defects (e.g. Fe anti-site defects) can facilitate the hopping of Li ions between neighboring Li channels, resulting in non-negligible Li diffusion in (010) plane. When we consider such defect effect by assigning non-zero diffusivity to Li diffusion along [100] and [001] in simulation, the (010) phase boundary is eventually eliminated by inter-channel Li diffusion to minimize the coherent elastic energy. Therefore, we conclude that defect density has important influence on domain morphology in olivine particles, and (010) phase boundary should appear only in (near-)defect-free particles. Since LiFePO₄ synthesized by the hydrothermal method, which was employed by Chen et al., usually contains a high population of defects, defect density could explain why only (100) phase boundary exists in such particles (viz. Figure 1(b)).

In a recent paper [8] Cogswell and Bazant suggest that the LiFePO₄/FePO₄ domain structure observed by Chen et al. corresponds to an equilibrium morphology that minimizes the total free energy of the particle. The equilibrium stripe width in the [100] direction \( W \) is determined by the competition between the total phase boundary energy, which decreases with \( W \), and the coherency strain energy, which increases with \( W \). Nevertheless, the scaling argument and the phase-field model in their work uses the boundary condition of zero heterogeneous displacement on particle surface, which represents the condition of particles embedded in a rigid matrix. In battery composite electrodes in which individual particles are loosely bound by additives, it is appropriate to apply the traction-free boundary condition on particle surface. We employed this boundary condition in computing the elastic stress/strain fields in a platelike olivine particle resembling the sample of Chen et al. As is shown in Figure 3(a), the elastic stress field is localized around the phase boundary when the particle contains only two domains. With more domains in the particle, significant coherency stress also arises within each domain, resulting in an increasingly larger total elastic energy. Figure 3(b) shows that the average elastic energy density of the striped morphology decreases with the stripe width \( W \). Therefore, both the phase boundary and the elastic energies are monotonically decreasing functions of \( W \) under the surface-traction-free boundary condition; the thermodynamically stable domain morphology in a particle with an average composition \( \text{Li}_{0.5}\text{FePO}_4 \) should be two domains separated by a (100) phase boundary. However, Figure 3(b) also shows that when \( W \) is comparable to the [010] particle size \( L_{[010]} \) or larger, the average elastic energy density is well

![Figure 3](image-url)

Figure 3 (a) A hexagonal platelike olivine particle accommodating different number of [100] stripes (top row), and the corresponding elastic energy density distribution in the particle (bottom row). (b) Average elastic energy density stored in the two-phase domain structure as a function of [100] stripe width (\( W \)) normalized by [010] particle thickness (\( L_{[010]} \)). Open squares are calculated results and the solid curve \( F_{el}^0 / W \) (see text) describes the asymptotic behavior as \( W \to \infty \).
described by the function $F_{el}^0/W$ (solid line), where $F_{el}^0$ is the coherency strain energy per unit area of a stand-alone (100) phase boundary. Such a trend indicates that the repulsive elastic interaction between two (100) phase boundaries becomes very weak when their separation is on the order of $L_{[010]}$, and further domain coarsening along [100] will become kinetically sluggish. This result explains the domain length scale observed in Figure 1(a), where $W \sim L_{[010]}$ (200 nm).

In summary, we use phase-field simulation and analytical calculation to prove that the experimentally observed striped domain structure in partially lithiated (or delithiated) olivine particles is produced by surface-mode spinodal decomposition, and it represents a kinetically “frozen” state rather than the equilibrium morphology.

**Future Plans:** We next plan to:
1) Generalize phase-field simulations of olivine cathodes to a theoretical study of possible interface instability phenomena during electrochemically-driven ion intercalation into battery storage compounds and their implications for battery performance.
2) Develop a multi-particle phase-field model to investigate the effect of particle interaction on the phase transition pathways in LiFePO$_4$ composite electrodes.
3) Begin to model the phase transition behavior in Li(Mn$_y$Fe$_{1-y}$)PO$_4$ with comparison to in-situ synchrotron X-ray diffraction experiments conducted by MIT investigators.
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Program Scope or Definition:
The goal of this project is to investigate multi-species transport in predominantly ion-conducting membranes, both theoretically and experimentally. While the primary materials selected are mixed proton, oxygen ion, and electron (hole) conductors, the results of this study are applicable to virtually all electrochemical systems. The selected materials are electrolytes for fuel cells, electrolyzers, batteries. Transport is examined in the general framework of non-equilibrium thermodynamics. A key feature of our work is the analysis of transport in which thermodynamic forces are expressed as functions of thermodynamic fluxes. This allows the determination of the chemical potentials of electrically neutral species in terms of the fluxes of electrically charged species. The significance is that although the chemical potentials cannot be easily measured, the fluxes of electrically charged species can be measured as electrical currents. The approach affords the determination of the chemical potentials of hydrogen or oxygen in fuel cell membranes; or of lithium in lithium-ion battery separators, in terms of experimentally measureable parameters; currents, voltages, transport parameters. Within the framework of linear non-equilibrium thermodynamics (Onsager equations), the analysis shows that whether or not the chemical potentials of electrically neutral species in the membrane are bounded by values at the electrodes is governed by the relative directions of electric currents (coulombs/second) in the membrane due to the transport the ionic species and the electronic species (electrons and/or holes). If the electric currents due to the ionic and the electronic species are parallel, the chemical potentials in the membrane can exceed electrode bounds. Should this occur, the membrane and the electrochemical device can degrade, and fail. The results explain why fuel cells, electrolyzers, lithium-ion batteries degrade – and under what conditions. Experimental verification of the analysis is achieved by the measurement of local thermodynamics using embedded probes in systems that are not in global thermodynamic equilibrium. The long-term impact of this work may lead to the development of degradation-resistant automotive batteries and hydrogen fuel cells – central to the development of the next generation of ‘clean’ energy technologies.

Recent Progress: Why batteries, fuel cells fail?
It is well known that batteries and fuel cells degrade or fail. In the case of batteries, failure is much more dramatic as fuel and oxidant are in close proximity separated by a thin membrane. Figure 1 shows photographs of a fire in a laptop Li-ion battery and a fire
in a several MW-class Na-S battery. Recent grounding of Boeing 787 is a vivid reminder of issues related to battery failures. While there are many reasons for failures of electrochemical devices and many engineering solutions (e.g. cell balancing) are being sought, there is a fundamental scientific reason for their failures which is deeply rooted in non-equilibrium thermodynamics and transport. The focus of our work is on understanding the science behind such failures and eventually on developing novel materials and systems which will be resistant to such failures.

The focus of our work is on linear non-equilibrium thermodynamics and transport. Onsager equations form the fundamental basis of coupled transport. Much of the literature is on transport through fluids or membranes under chemical potential gradients. Our work is on transport in electrochemical systems (membranes) wherein coupling among the apparent fluxes of electrically neutral species occurs due to the application of the electro-neutrality condition on the actually transporting electrically charged species. Also, much of the literature is given with fluxes as dependent variables and thermodynamic driving forces (gradients in chemical potentials) as independent variables. In our approach, the transport equations are inverted so that fluxes are the independent variables and thermodynamic forces are the dependent variables. Upon integration, one can obtain the chemical potentials in terms of the fluxes, namely

$$\mu_i(\vec{r}) - \mu_i(\vec{r}_o) = \Delta \mu_i(\vec{r}, \vec{r}_o) = - \int_{\vec{r}_o}^{\vec{r}} \sum_{k} R_{ik} \dot{J}_k \, d\vec{r}$$

in which $\dot{J}_k$ is the flux of $k$, $\mu_i$ is the chemical potential of species $i$, $\vec{r}$ is the position vector, and $R_{ik}$ is the inverse Onsager cross coefficient. If for $i \neq k$, $R_{ik} \neq 0$, then the fluxes are coupled. This formalism also allows us to obtain the chemical potentials of electrically neutral species (e.g. $\mu_{O_2}$ in a solid oxide fuel cell or a solid oxide electrolyzer cell membrane or $\mu_{Li}$ in a Li-ion battery electrolyte) in terms of the fluxes of electrically charged species (e.g. $j_{O^{2-}}$ in a solid oxide fuel cell and $j_{Li^+}$ in a Li-ion battery). If the $\mu_{O_2}$ inside the dense membrane becomes too high, electrolyte cracking or electrode delamination will occur leading to failure of fuel cell/electrolyzer. Indeed, recent work has experimentally shown that the $\mu_{O_2}$ can lie out of electrode bounds. If $\mu_{Li}$ in a Li-ion battery separator or $\mu_{Na}$ in Na-ion conducting solid electrolyte in a Na-S battery becomes

---

**Figure 1:** (a) Laptop on fire because of a Li-ion battery failure. (b) NGK’s Na-S several MW-class battery explosion and a fire in September 2011 in Tsukuba, Japan. Both photographs are taken from the internet.
too high, Li or Na dendrites can form which cause internal shorts leading to rapid chemical reactions and fires (Figure 1). We are able to describe the occurrence of these situations in terms of transport properties (ionic and electronic conductivities of the membranes), the kinetics of electrode reactions (exchange current densities), and the operating conditions (magnitudes and directions of fluxes; charging or discharging) in terms of the Onsager transport equations. In what follows, we give two representative examples of our approach as applied to Li-ion battery and reversible fuel cells (which can be operated as both fuel cells and as electrolyzers) and some key results.

**Lithium-Ion Battery:** Our theoretical analysis has identified that thermodynamic instabilities can occur during charging. By suitably choosing electrolyte/separator composition, it is in principle possible to modify properties of the SEI layer and of the electrolyte/separator so that propensity to battery failures is drastically lowered. Specifically, we have shown that a bi-layer porous separator (in which electrolyte is impregnated) with one layer being a good electronic conductor and the other layer being a good electronic insulator should greatly lower the tendency for degradation (Figure 2).

**Reversible Fuel Cells:** We have examined transport in mixed proton, oxygen ion, and electron/hole conductors. Such membranes are candidates as electrolytes for fuel cells and electrolyzers. We have analyzed transport through such membranes within the framework of the Onsager transport theory. A key result is that Onsager reciprocity relations are always satisfied. In either the electrolyzer mode or the driven fuel cell mode (a phenomenon which occurs in batteries and fuel cell stacks), the chemical potentials of neutral species are not bounded by the electrode values. This is the source of thermodynamic instabilities leading to device failures. The cell performance can be described in four quadrant plots. Thermodynamic instabilities occur in quadrant 2.

**Figure 2:** Chemical potential of Li in a Li-ion cell during charging: (a) Case 1: The SEI layer has negligible electronic conductivity. The $\mu_{Li}$ (red line) in the electrolyte remains low. No dendrite formation, and no failure. (b) Case 3: The SEI layer has a relatively high electronic conductivity. The $\mu_{Li}$ is high and can exceed the value in the anode. Li-dendrite and internal short is likely, leading to fires. (c) The $\mu_{Li}$ can be maintained low if the separator is a bi-layer structure. Details are described in the paper (4) listed here.
(electrolyzer mode) and quadrant 4 (driven cell mode – cell imbalance). Figure 3 shows key features of the results.

**Future Plans:** Future plans are described below in a bullet form.
1) To theoretically analyze transport in fuel cells and Li-ion batteries. The analysis will be extended to transient cases, which is necessary to determine the rates (kinetics) at which thermodynamic instabilities occur.
2) To measure local thermodynamics within the electrolytes of fuel cells and batteries.
3) To measure Onsager coefficients in electrochemical systems; to relate them to fundamental transport properties (ionic and electronic conductivities) and electrocatalytic properties (exchange current densities).

**References to publications that have appeared in 2010-2012 or that have been accepted for publication:**
Program Title: Nanocrystal-Based Dyads for Solar to Electric Energy Conversion
Principal Investigator: David Waldeck
Institution: University of Pittsburgh
Address: 219 Parkman Avenue, Pittsburgh PA 15260 USA
Email: dave@pitt.edu
Collaboration: D. N. Beratan, Duke University, and Ron Naaman, Weizmann Institute of Science.

1. Program Scope
We are exploring inorganic-organic hybrid materials that promise to provide a systematic and modular approach to creating a new generation of solar energy conversion devices. Figure 1 illustrates features of a device architecture that can be produced by self-assembly processes, in which the surface ligands of a semiconductor nanoparticle (NP) direct the NP to polymer interfaces in a bulk heterojunction material, and uses a modular set of nanomaterial components, so that each one can be optimized separately. While much is known about the properties of nanoparticles and conjugated polymers as separate entities, much less is known concerning their property evolution as they assemble into functional structures. For example, the charge transfer efficiency of any photo-electric device depends critically on the energy level alignment of its components, relative to each other and relative to the system’s Fermi-level. In the past few years, our team has experimentally and computationally explored the important NP-ligand interactions and NP-electrode interactions, and we have used that knowledge to control energy level placements. Progress on this front is described in the section ‘Recent Progress’, and it enables us to move the research effort into a new phase in which we will explore how to create NP/NP interfaces and NP/polymer interfaces that enhance charge separation and inhibit charge recombination, (see the section ‘Future Directions’).

2. Recent Progress
While the energy level structure of inorganic nanoparticles is known to depend on composition and physical size, the importance of the organic ligand shell and the local environment of the nanoparticle on its electronic energy levels are less appreciated. During the past few years, our research team has used computational and experimental methods to explore how the ligand shell affects a nanoparticle’s energy-

Figure 1: The left panel illustrates a bulk heterojunction solar cell device architecture in which sets of linked nanoparticles act as p-n junctions with a tunable band gap. The panel on the right shows the intended band alignment for the nanoparticles.
level structure and how the interaction of the nanoparticle’s ligand shell with an electrode affects its electronic energy level position. In addition to these fundamental studies, we have shown how this knowledge can be used to improve the design and performance of model photovoltaic devices and photoelectrochemical cells.

**Ligand effect on Nanoparticle Energetics.** We performed systematic DFT (B3LYP/Lanl2dz) studies of the structural and electronic properties of Cd$_n$Se$_n$/Cd$_n$Te$_n$ nanoparticles (n = 6, 9), both bare and capped with amino, thiol, or phosphine oxide ligands (see [2, 5]). For -OPH$_3$ and -SCH$_3$ ligated NPs, changes in both the ligand structure (proton transfer either to NP atoms or to other ligands) and in the NP structure (bridge formation between NP atoms, breakage of Cd-Se/Cd-Te bonds, and opening of nanoparticles) were observed in the energy minimized structures, indicating the strong interplay between surface chemistry and NP structure. NH$_3$ and OPH$_3$ ligands cause HOMO/LUMO energy destabilization in capped NPs, which is more pronounced for the LUMOs than for the HOMOs. Orbital destabilization drastically reduces both the vertical ionization potential (IP) and the vertical electron affinity of the NPs, as compared to the bare species. For -SCH$_3$ capped Cd$_6$X$_6$ NPs, the formation of expanded structures was found to be preferable to crystal-like structures (see Fig 2). SCH$_3$ groups destabilize the HOMOs and stabilize the LUMOs, which indicates a reduction of the IP of the capped NPs, as compared to the bare species. For the Cd$_9$X$_9$ NPs, similar trends in stabilization/destabilization of frontier orbitals were observed in comparison with the capped Cd$_6$X$_6$ species. The -NH$_3$ and -OPH$_3$ groups perturb the Cd$_6$X$_6$ structures, but not very strongly (Fig. 2).

In parallel with this computational effort, we have used differential pulse voltammetry to examine the nanoparticle energetics as a function of the ligand coating for CdSe and CdTe. In particular, we have compared phosphonate, thiol, and amine groups to bind an organic phenyl group to the surface of the NP, and we find that we can systematically tune the HOMO (and correspondingly the LUMO) energy positions over a 0.4 eV range. The plots in Figure 3 show the HOMO and LUMO energy positions as a function of the NP size that we determined for the three different ligands (PPA is phenylphosphonate, TP is thiophenyl, and An is aniline). The HOMO positions were determined directly from the onset of the
oxidation wave in the voltammetry measurements, whereas the LUMO positions were determined by combining measurements of the optical bandgap with the HOMO position. This procedure gave good agreement with photoemission experiments in a related study [see reference 3 and Figure 4]. These data show that the nature of the chemical linkage between the capping ligand and the nanoparticle has a significant impact on the energetics, in agreement with the computational studies. This work is currently being prepared for publication.

**Fermi Level Pinning.** We have quantified the electronic energy level positions of nanoparticles when they are assembled onto electrodes with thiol linkers. Assemblies of CdSe NPs and CdTe NPs on a dithiol coated Au electrode were created, and their electronic energetics were characterized (see Figure 4) using cyclic voltammetry in an electrochemical cell and by photoemission spectroscopy in vacuo [3,7]. When placed on a common energy scale (by way of the 4.44 V absolute electrode potential), these data are found to be in excellent agreement. Importantly the HOMO energy of the NPs, when attached to the surface via thiol linkers, is ‘pinned’ (for sizes greater than 2.3 nm its energy does not vary). Although both the CdSe and the CdTe nanoparticles are each Fermi level pinned, the data show that they are pinned at different energies.

**Importance of the Energy Gradient.** We used our knowledge of the energy level alignment in the CdSe and CdTe NPs to examine how the energy offset between the NPs affects the charge transfer. To this end, we created organized bilayer assemblies of CdTe and CdSe nanoparticles for electrochemical systems and for solid-state photovoltaic devices. We controlled the energy level alignment by manipulating the NP size and linking the CdTe and CdSe NPs through dithiol molecules, and we combined this capability with control over the NPs spatial arrangement, either by sequential self-assembly onto an Au working electrode of an electrochemical cell or by sequential spin-coating onto an ITO substrate to create a photovoltaic (PV) device. A comparison of the photocurrent for the two cases shows that arranging the spatial and energetic hierarchy of the assemblies accounts for a factor of 75 in the maximum power output of the PV device (see [7] for details). This simple bilayer device shows how to exploit Fermi level pinning to create a multicomponent and hierarchically-structured device that collects light energy over a broad spectrum and converts it to separated charges.

**3. Future Directions**

We are examining the energy and charge transfer properties of nanoparticle/nanoparticle (NP/NP) and nanoparticle conjugated polymer (NP/CP) interfaces in order to promote the forward charge transfer and inhibit charge recombination. We will use model systems with CdSe and CdTe NPs and four different conjugated polymer (polyphenylvinylene (PPV), a donor-acceptor copolymer PDPPPV, polythiophene, and chiral polythiophene) materials. We are investigating how to use energy-level gradients, built-in electrostatic potentials, and symmetry/chirality properties to improve the charge-separation efficiency at the NP/NP and NP/CP interfaces. Our previous work shows the importance of the energy level offset at an NP/NP interface [7], and we are extending this work to the study of NP/CP interfaces and to trilayer structures in which we will tune and optimize the energy band offsets (by the organic linker groups, see Fig 3). In a second thrust we are investigating how to use an internal electrostatic field to inhibit charge recombination at NP/NP and NP/CP interfaces. Our initial work for electrostatic NP/NP aggregates in
solution [12] is being extended to include NP/CP interfaces and to allow for variation of the electrostatic field strength. In a third thrust we are exploring how to manipulate the electronic state’s symmetry properties to inhibit charge recombination. In its initial phase, this work will build on recent results for chiral induced spin selectivity at chiral organic interfaces and exploit those symmetry constraints to enhance charge transfer efficiency.

4. **Publications for 2010 to 2012.**


**Fundamental Piezotronic and Piezo-phototronic Effects in Nanowires**
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**PROGRAM SCOPE**

The goal of this project will be to investigate and utilize fundamental piezotronic and piezo-phototronic effects in nanowires for developing novel electromechanical devices and intelligently accessible interfaces between machine and human/environment.

Piezoelectricity is a phenomenon which produces electrical potential in the material upon variations of applied pressure/stress. The piezoelectric effect can be interpreted as the linear electromechanical coupling/interaction between mechanical and electrical state in materials which lack inversion symmetry. Piezoelectricity has been observed in a wide range of materials from ceramics, synthetic polymers to biological materials in response to applied mechanical stress. The most well-known piezoelectric material is Perovskite -structured Pb(Zr\(_{1-x}\)Ti\(_x\))O\(_3\) (PZT), which has numerous applications in electromechanical sensing, actuating and energy harvesting. PZT, however, is electrically-insulating and hence less useful for building electronic devices. In addition, the extremely brittle nature of ceramic PZT films and existence of lead impose issues such as reliability, durability and safety for long term sustainable operations and hinder its applications in areas such as biomedical devices. For Wurtzite-structured semiconductor materials lacking central symmetry, such as ZnO, GaN and InN, piezopotential is created in the crystal upon straining. For instance, Wurtzite ZnO crystal has a hexagonal structure with a large anisotropic property in c-axis direction and perpendicular to the c-axis. The Zn\(^{2+}\) cations and O\(^{2-}\) anions are tetrahedrally coordinated and the centers of the positive ions and negatives ions overlap with each other. If a stress is applied at an apex of the tetrahedron, the centers of the cations and anions are relatively displaced, inducing a dipole moment (Figure 1a). A constructive addition of all the dipole moments within all of the units in the crystal results in a macroscopic potential drop along the straining direction in the crystal. This is the piezoelectric potential (piezopotential) (Figure 1b)\(^1\).

Owing to the semiconducting and piezoelectric properties of these materials, strain-created inner-crystal piezopotential is capable of modulating characteristics of the contact formed between the NWs and the electrodes by modifying the height of local Schottky barrier and can hence serve as “gate voltage” to effectively modulate charge transport across metal-semiconductor interface or p-n junction in as-fabricated devices. This is the piezotronic effect and electronic devices fabricated based on this general mechanism are piezotronics\(^1-3\). Additionally, piezo-phototronic effect is the tuning and controlling of charge carrier generation, separation or recombination at a p-n junction by piezopotential, which can be used to effectively improve the performance of LEDs, solar cells, and photodetectors\(^1-3\). The above mechanism is different from the basic design of CMOS field effect transistor (FET) and has potential applications in force/pressure triggered/controlled electronic/optoelectronics devices, sensors, micro-electromechanical systems (MEMS), human-computer interfacing and nanorobotics. A better understanding of piezotronic effect can be obtained by comparing it with the fundamental concepts and device structures (Schottky barrier here) in conventional semiconductor physics (Figure 2).

It is well-known that transport of charge carriers across the Schottky barrier is sensitively dictated by the Schottky barrier height (SBH). Small amount of change in SBH can be reflected in the transport
characteristics of the device approximately through the exponential relation. It can therefore be seen from the band-diagrams shown in Figure 2 that piezopotential is able to effectively modulate the local contact characteristics through an internal field, depending on the crystallographic orientation of the piezoelectric semiconductor material and the polarity of the applied strain. Consequently, the transport of charge carriers across the contact can be effectively modulated by the piezoelectric polarization charges, or more specifically, the local contact characteristics can be tuned and controlled by varying the magnitude and polarity of externally applied strain. The modulation/gating of the charge transport across the interface by the strain-induced piezopotential is the core of piezotronics.

Figure 1. Piezopotential in Wurtzite crystal. (a) Atomic model of the Wurtzite-structured ZnO. (b) Left, large-scale aligned ZnO nanowire (NW) arrays by solution based hydrothermal approach. Right, distribution of piezopotential along a ZnO NW under axial strain calculated by numerical methods. The growth direction of the NW is along c-axis. Color gradients represent the distribution of piezopotential.

Figure 2. Energy diagram illustrating the effect of piezopotential on modulating the metal-semiconductor characteristics. (a) Schottky barrier induced at the interface between metal and n-type piezoelectric semiconductor material, without strain applied. Black dots represent the free charge carriers in the bulk semiconductor. (b) With compressive strain applied, the negative piezoelectric polarization ionic charges induced near the interface (symbols with “−”) increases the local SBH. (c) With tensile strain applied, the positive piezoelectric polarization ionic charges induced near the interface (symbols with “+”) decreases the local SBH. Black dots represent the free charge carriers in the bulk semiconductor. The band diagrams for the M-S contact with and without the presence of piezotronic effect are shown using red solid and black dashed curves, respectively.
RECENT PROGRESS

Much of the preliminary theoretical investigation for distribution of piezopotential and its modulation effect in electronic and optoelectronic processes have been developed by our group since 2010\textsuperscript{4,6}. Central to this research are 1D Wurtzite-structured semiconductor nanomaterials, with enhanced piezoelectric and mechanical properties compared to their bulk counterparts, which are crucial for investigating piezotronic/piezo-phototronic effect and developing devices with characteristics such as superior sensitivity and responsivity. Our group has demonstrated the reproducible synthesis of 1D Wurtzite-structured ZnO nanowires with controlled morphology/properties, either in free-standing or ordered array form\textsuperscript{5}.

In addition to the investigations in theory development and material synthesis, we have thus far successfully utilized the piezotronic/piezo-phototronic effects for various application purposes and demonstrated strain-gated piezotronic transistor of which the transport characteristics can be modulated by external mechanical strain\textsuperscript{7}, strain-modulated piezotronic resistive memory which can record and store the information of applied strain for later access\textsuperscript{8}, nanowire based biochemical sensors with enhanced sensitivity by piezotronic effect\textsuperscript{9,10} and nanowire-based optoelectronics devices such as solar cells, photodetectors and LEDs with enhanced performance by piezopotential due to piezo-phototronic effect\textsuperscript{11-15}. The modulation/control effect of piezopotential in electrochemical process has also been investigated\textsuperscript{16}. We have also extended the investigations of piezotronic/piezo-phototronic effects to systems based on other inorganic material such as GaN, CdS and CdSe\textsuperscript{17,18,19,20} as well as organic materials based devices\textsuperscript{11,15}.

FUTURE PLANS

Based on the progress our group has made in investigating and utilizing piezotronic/piezo-phototronic effects in nanowires, we intend to develop and modify more sophisticated theoretical framework along with experimental work. In the next period, we envision investigating piezotronic/piezo-phototronic effect in nanowire-based electronic, optoelectronic and electrochemical devices as well as array-based devices for more profound understanding and utilization of piezotronic/piezo-phototronic effects. We also intend to implement large-scale array piezotronic/piezo-phototronic systems.

In these proposed experiments, we will investigate and utilize the fundamentals and modulation effect of piezopotential in electronic, optoelectronic and electrochemical devices by controllably introducing strain and monitoring the change in performance of these devices. We will also extend current understanding/concept of piezotronics/piezo-phototronics, obtained from single-nanowire-based-devices, to functional devices based on large-scale ordered array. The long-term impact of this work will be to develop nanowire-based piezotronic/piezo-phototronic devices for sensing, intelligent micro/nano-systems and human-electronics interfacing.
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Program Title: Synthesis and characterization of nanomaterial heterostructures and assemblies: investigation of charge and energy flow at nanostructured interfaces.

Principal Investigators: Stanislaus S. Wong and James A. Misewich, Brookhaven National Laboratory, CMPMSD Department, Building 480, Upton, NY 11973-5000; Email: sswong@bnl.gov; misewich@bnl.gov

Collaborators: M.Y. Sfeir, R.M. Konik, Y. Zhu (BNL), J. Appenzeller (Purdue)

Program Scope: The ability to synthesize, functionalize, and purify nanomaterials and to understand their transport, optical and mechanical properties lies at the forefront of current materials science research and the foundation of rigorous device development. As highlighted in the DOE reports on Basic Research Needs for Solar Energy Utilization and for Solid-State Lighting, nanostructured materials offer several potential advantages for meeting the energy challenges in these areas by providing for relatively high electron and hole transport efficiencies, excitation multiplication possibilities, high surface-to-volume ratios, and short electron-hole diffusion lengths to junctions. Although it is tempting to combine distinctive nanomaterial components for solar conversion in order to take advantage of such attractive qualities, the fundamental role of nanoscale interfaces and heterojunctions in controlling charge and energy flow is not well understood and it is expected that junctions and interfaces between low dimensional materials will behave differently as compared with bulk junctions and interfaces. In order to develop an understanding of charge and energy flow at the interfaces of nanostructured materials and nanomaterial assemblies, we will investigate a key model system, namely the interface between a quantum dot (QD) and a quantum wire (such as a double-walled carbon nanotube (DWNT)) in a heterostructure configuration. We will address the important question of the efficiency of charge separation versus recombination. Furthermore, we will investigate the ability of nanomaterial assemblies to enhance optoelectronic properties of nanoscale components in order to advance their incorporation into functional device configurations. Complementary theoretical studies will help to clarify the role of interfaces and heterojunctions in heterostructured nanomaterial assemblies.

The overarching question that we seek to address in this work can be summarized as follows: Can we design and synthesize well-controlled complex quantum-confined nanostructures so that we can manipulate the energy flow and charge transfer pathways in these materials in order to optimize not only the absorption of photons but also exciton harvesting for the production of useful work?

In order to answer this question for our model system, we have undertaken a systematic series of studies wherein model nanomaterials are being synthesized and characterized structurally with their ensemble bulk optical properties determined. In addition, we will be providing insight into the transport and optoelectronic properties of these materials. Therefore, studies will be carried out on well-characterized individual materials in test structures where optoelectronic and transport properties are determined by making contact with the quantum wires. In effect, correlating the optical, transport, and opto-electronic properties with the structural characterization of the nanomaterial composite structures will allow us to unravel how competing pathways depend on the
nanomaterial composite synthesis parameters, such as the QD-DWNT linker length and the chemical composition of the ligand field around the QD.

Recent Progress:

Promise for manipulating energy flow and charge transfer pathways is suggested in our previous studies of the optoelectronic properties of individual carbon nanotubes (CNTs). We have shown that the properties of the assembled 0D-1D composite system are different from and potentially better than the simple sum of its parts. A significant observation from our lab is the formation of a long-lived charge-separated state within DWNT-CdSe heterostructures, as illustrated by process B in Figure 1. This manifests itself as a significant quenching of the luminescence emission from the QD when in close spatial proximity to the CNT in conjunction with an increase in the photoluminescence lifetime. We have shown that only emission from a charged QD is consistent with this experimental observation, using kinetic models along with studies of surface termination effects. For example, by utilizing thin passivating shells to turn off the chemical interaction of the outer ligand with the CdSe core, we have been able to switch the primary electronic interaction from charge to resonance energy transfer (process A in Fig. 1). In this scenario, we observe quenching and a shortening of the emission lifetime. We believe that this charge transfer process is induced by hole-trapping ligands at the surface of the CdSe together with fast interfacial tunneling to a DWNT. A high coverage of aminoethanethiol molecules on the surface of the CdSe ensured not only the high efficiency of the trapping process but also the high statistical probability that one particular type of charge carrier localizes near the interface. This evidence for charge separation illustrates a potentially useful pathway that the proposed work aims to understand and optimize. For example, if process B illustrated in Figure 1 could be scaled up and generalized, such 0d-1d materials could become relevant and useful as alternative solar cell architectures to bulk heterojunction solar cells to improve overall efficiencies.

Figure 1. Schematic of energy and charge flow processes in ternary QD-LIGAND-NT heterostructures. In process A, both the photoexcited electron and hole are transferred simultaneously via near-field energy transfer. The ligand is a structural element only. In process B, the ligand is electronically active and functions to trap one of the carriers at the surface of the QD and tunneling (charge transfer) becomes the dominant kinetic interaction.
Nevertheless, as this DOE project was very recently funded and only began in September 2012, we have been working on a number of research tasks designed to address the key scientific issues posed in the program scope. We are learning to synthesize such 0d-1d heterostructures with reproducible control over important heterostructure design parameters such as: chemical composition, size, and shape of the nanoscale components, QD-CNT separation, and density of QD functionalization on CNTs. The experimental characterization tasks include an exploration of the absorption, photoluminescence, and time-resolved photoluminescence in ensembles of dispersed nanomaterial samples. Such ensemble studies will provide the fastest feedback to the synthesis team on promising materials. In order to elucidate the detailed pathways in the most promising material samples, we will apply high-sensitivity techniques to determine the structure, transport properties, and opto-electronic properties of well-characterized individual 0d-1d nanomaterial heterostructures. This task utilizes team expertise and experience in high-sensitivity individual nanowire characterization that was previously developed to study unfunctionalized carbon nanotubes. The experimental characterization team will work closely to correlate the optical properties of the ensemble samples with the structural and transport properties of individual 0d-1d nanomaterial heterostructures, in this way generating a comprehensive picture about the behavior of the 0D-1D system in order to provide critical feedback for additional chemical synthesis. The theoretical team will model the fundamental physical properties and help the experimentalists to correlate these physical properties with material structural properties. Further, as a more comprehensive model of the energy flow and charge transfer pathways emerges, an attempt will be made to provide additional guidance on creating better material structures to optimize these pathways for useful solar energy conversion.

In practical terms, thus far, for sample preparation, we have already produced, from the original literature, a series of DWNT-CdSe and single-walled carbon nanotube (SWNT)-CdSe samples, wherein the aminoethanethiol (AET)-capped CdSe QDs nominally measure ~3.1, 3.6, and 4.3 nm in diameter, respectively. We have also generated control samples consisting of AET-CdSe QDs, oleate-capped QDs, raw SWNTs, and raw DWNTs, as well as their oxidized, ‘purified’ counterparts. In all of this work, we are probing the effect of varying precursors and reaction times. Moreover, we are currently performing ligand exchange reactions on all QD samples. In a parallel effort, we have begun to work with higher-quality SWNT supplies from Helix Materials and Nanointegris, as well as quantum dots from NN Labs. Our intent is to create functional nanotube-QD heterostructures from these sources. Best samples will be further analyzed using high-resolution transmission electron microscopy (HRTEM).

One of the immediate objectives has been to determine if as-prepared samples are suitable for the requirements of both optical and transport measurements or if further tweaking is necessary from the synthesis point of view. One issue for instance might be that the tubes are not sufficiently long or clean enough for transport. Preliminary work has been conducted to establish that reliable, interpretable devices can be fabricated from as-prepared nanotube and nanocrystal samples; the idea will be to continue to optimize their fabrication and standardization techniques to derive reproducible data from individual devices. Another concern at this point is that the profile of either the
absorption or the photoluminescence spectrum may be unacceptable, e.g. the optical density and/or quantum yield of the QDs may be inordinately low. From the theory perspective, the initial system to model has been the SWNT-CdSe dot heterostructure in order to probe the effect of non-equilibrium phenomena, such as when the excitonic spectrum of tubes, for example, is perturbed by the presence of QDs and vice versa.

**Future Plans:**

The key point to emphasize here is that team members are actively involved with developing, optimizing, and cooperatively coordinating their part of the project, relevant to his area of expertise, whether it be ligand exchange, the development of relevant optical methods, theoretical modeling, tools for image interpretation in microscopy, or electronic device fabrication. The objective is to address the problem of energy and charge transfer in a consistent, uniform set of samples comprised of model nanoscale heterostructures through a comprehensive approach. In this light, additional goals include but are not limited to probing (a) the conjugation and characterization of nanotubes with surface-modified QDs, (b) the measurement of ensemble optical properties, (c) the use of TEM for high sensitivity structural characterization, (d) the evaluation of QD-DWNT hybrid devices, and (e) the theoretical limits of efficiency in these systems.

**Relevant Selected Publications funded in part by Basic Energy Sciences (2010-present):**
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Program Scope

In this project, we are performing basic and applied research to systematically investigate our newly proposed interband cascade (IC) photovoltaic (PV) cells [1]. These cells follow from the great success of infrared IC lasers [2-3] that pioneered the use of quantum-engineered IC structures. This quantum-engineered approach will enable PV cells to efficiently convert infrared radiation from the sun or other heat source, to electricity. Such cells will have important applications for more efficient use of solar energy, waste-heat recovery, and power beaming in combination with mid-infrared lasers. The objectives of our investigations are to: achieve extensive understanding of the fundamental aspects of the proposed PV structures, develop the necessary knowledge for making such IC PV cells, and demonstrate prototype working PV cells. This research will focus on IC PV structures and their segments for utilizing infrared radiation with wavelengths from 2 to 5 \( \mu \text{m} \), a range well suited for emission by heat sources (1,000-2,000 K) that are widely available from combustion systems. The long-term goal of this project is to push PV technology to longer wavelengths, allowing for relatively low-temperature thermal sources.

Our investigations address material quality, electrical and optical properties, and their interplay for the different regions of an IC PV structure. These fundamental aspects include: systematic knowledge about the carrier absorption and recombination processes over the infrared spectral range; and how carrier transport is affected by scattering mechanisms involving defects, phonons, and electron-electron interactions. The tasks involve: design, modeling and optimization of IC PV structures, molecular beam epitaxial growth of PV structures and relevant segments, material characterization, prototype device fabrication and testing. At the end of this program, we expect to generate new cutting-edge knowledge in the design and understanding of quantum-engineered semiconductor structures, and demonstrate the concepts for IC PV devices with high conversion efficiencies.

Recent Progress

We investigated interband cascade structures for the photovoltaic conversion of mid-infrared radiation using a blackbody radiation source. We conducted detailed studies of their performance characteristics at different temperatures. We demonstrated that these ICPV devices were able to achieve open-circuit voltages as high as 1.68 V with a cutoff wavelength of 4.0 \( \mu \text{m} \)
at 80 K. We showed that the quantum efficiency of these devices is insensitive to temperature, indicative of the advantage of circumventing the diffusion length limitation with the use discrete absorber architecture. We also performed an efficiency analysis by breaking the total power efficiency into a product of individual efficiencies in order to determine the power loss from each of the physical mechanisms involved in the conversion process. We found that at low temperature, the power conversion is limited by incomplete absorption of the incident light and a fill factor below 50%; while at higher temperature, the drop in open-circuit voltage limits the efficiency largely due to the significant increase of dark current density. We reported and discussed these results at the 38th IEEE Photovoltaic Specialists Conference in Austin, Texas on June 3-8, 2012 and in a paper published in the IEEE Journal of Photovoltaics (vol. 3, No. 2, IEEE website early access, 2013).

Based on our earlier studies, we recently designed and fabricated two- and three-stage ICPV devices with a cutoff wavelength near 3 μm (bandgap of ~ 0.41 eV) at room temperature (300 K). The absorber lengths of the cascade stages in these PV devices were varied across the structure in order to achieve better photocurrent matching between stages. The photovoltaic properties of these devices were investigated using both a broadband blackbody source and a mid-infrared IC laser with a photon energy slightly above (within $k_B T$) of the absorber bandgap. Typical current density and voltage ($J-V$) curves for two-stage and three-stage devices, each with 300×300 μm$^2$ square mesas, are shown in Fig. 1 for temperatures of 300 K and 340 K, obtained under illumination from the IC laser. The inset shows the emission spectrum of the laser used for the characterization compared to the electroluminescence (EL) spectrum of the PV device. Both the laser spectrum and the EL spectrum of the PV device peak near ~0.42 eV.

The three-stage device was able to achieve higher values of open-circuit voltage ($V_{oc}$) and fill factor ($FF$) than the two-stage device, as expected. However, the short-circuit current density ($J_{sc}$) value was about ~16% lower in the three-stage device, indicative of some mismatch of photocurrent between the different stages. There were similar differences in the $J_{sc}$ values obtained under blackbody illumination for the two- and three-stage devices. This suggests that better performance of the three-stage device should be possible simply by improving the photocurrent matching between the stages. Nevertheless, the photocurrent matching was good enough for the three-stage devices to achieve higher output powers under equivalent illumination conditions. Under laser illumination, the three-stage device had $J_{sc} = 310 \text{ mA/cm}^2$, $V_{oc} = 295 \text{ mV}$, and $FF = 44\%$. This $V_{oc}$ value is comparable to those of the GaSb-based thermophotovoltaic (TPV) devices reported in Ref. 4. These values ranged from 239-313 mV for absorbers with bandgaps of 0.50-0.55 eV. In addition, the data for the GaSb-based devices was acquired under a much higher incident light intensity (the reported $J_{sc}$ is 3.5 A/cm$^2$ [4], which is about an order of magnitude higher than that of our device).
More recently, by using an IC laser with a lasing wavelength near 4.3 μm, we were able to operate 7-stage ICPV devices at room temperature and above with significantly higher open circuit voltage even though the bandgap of these devices is less than 0.25 eV (corresponding to a cutoff wavelength longer than 5 μm). The J-V characteristics for a 200×200 μm² device at temperatures of 300 K and 340 K are shown in Fig. 2. The open-circuit voltage $V_{oc}$ is as high as 0.65 V (with $J_{sc}$=1.4 A/cm²), which is larger than a single bandgap determined value (~0.25 V), indicative of a cascade advantage. The inset to Fig. 2 shows the EL spectra of an ICPV device at 300 and 340 K, and the lasing spectrum of the IC laser that was used to illuminate the PV devices. The dips in the EL spectra were caused by CO₂ absorption in the air near 4.23-4.26 μm. To the best of our knowledge, this is the first demonstration of TPV cells with the narrowest bandgap, operating at room temperature and above, yet still with a considerable open-circuit voltage, further validating the significant advantages of these ICPV devices for practical applications.

By varying the laser output power, we also obtained the relationship between $J_{sc}$ and $V_{oc}$ for devices at 300 and 340 K with different sizes and lasing wavelengths. The lasing wavelength of the IC laser was tuned from 4.2 to 4.6 μm by changing its operating temperature. We found that the $J_{sc}$-$V_{oc}$ relationship depends only on the PV device’s operating temperature, and is essentially insensitive to the device size and the illuminating wavelength of the laser as shown in Fig. 3. This suggests that the attained $J_{sc}$-$V_{oc}$ relationship is a reflection of intrinsic properties of ICPV devices, which shall be investigated further in the future.

**Future Plans**

Efforts will be devoted to studies of carrier transport and optical absorption with improved current matching between stages, and to the development of a theory for appropriate description of the $J_{sc}$-$V_{oc}$ relationship that was observed from ICPV devices. With improved understanding, we will design and fabricate new PV devices for achieving better device performance.
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Near-Field Thermal Radiation between Flat Surfaces with a Nanogap
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Program Scope

Evanescent waves and photon tunneling are responsible for the predicted near-field energy transfer being several orders of magnitude greater than that between two blackbodies, i.e., breaking Planck’s law. The enhanced energy transfer may be used for improving the performance of energy conversion devices, augmenting laser cooling, developing novel nanothermal manufacturing techniques, and imaging structures with high spatial resolutions. Recent works by other groups have demonstrated significant enhancement of nanoscale radiation using sphere-plate geometry. We propose to fabricate ultrasmall gaps for measuring nanoscale radiation between flat surfaces with relatively large areas. The ultimate goal is to quantitatively demonstrate near-field radiation between relatively large flat surfaces at a distance of tens of nanometers for the application of near-field thermophotovoltaic (TPV) devices.

The activities progress summarized below include some theoretical calculations that enable the materials selection and geometric optimization. The results also help the fundamental understanding of nanoscale thermal radiation.

Recent Progress

While near-field energy transfer between two bodies has been calculated as well as measured by researchers, only a few studies investigated the energy propagation direction in nanoscale thermal radiation. Unlike classical radiative heat transfer, the direction of energy propagation for nanoscale radiation cannot be determined using ray optics, since the refraction angle is not defined due to the coupling of evanescent waves during photon tunneling. The concept of energy streamlines (ESLs), based on the traces of Poynting vectors for a given parallel component of the wavevector ($\beta$), is analogous to streamlines in fluid flow. Rather than assuming a planar wave incidence, the PI’s group recently developed a more physical approach that uses fluctuational electrodynamics to directly calculate the emission from a thermal source with the assistance of Green’s dyadic tensors, as illustrated in Fig. 1. The electromagnetic waves originated from a source layer may experience different energy transfer paths to reach another layer inside the emitter. A transfer function between each pair of layers is developed to fully capture the near-field radiative transfer [1].

Figure 2 illustrates the energy streamlines for a TM wave at $\lambda = 10.5$ µm (i.e., $\omega = 1.79 \times 10^{14}$ rad/s when SPhP is excited) between two SiC media with a vacuum gap $d = 100$ nm. Here, $\beta$ is 50 times that of the wavevector $k_0 = \omega / c$ in vacuum. The streamlines are curved and a significant lateral shift exists in the emitter. The use of plane wave cannot fully describe the streamlines inside the emitter. The finding of a large lateral shift inside the emitter has important implications for the design of near-field TPV systems. Understanding the energy flow direction and lateral shift will also facilitate the design of experiments for measuring thermal radiation in both the near- and far-fields. It is also possible to extend the streamline method for multilayered media as well as for anisotropic media.
Kirchhoff’s law has played an important role in thermal radiation analysis and for the calculation of radiative properties, particularly the emissivity. An outstanding question that has existed for a long time is about its validity to nonequilibrium systems. The PI’s group [2] considered a multilayer structure with temperature variations and established the equivalence between the spectral-directional emissivity and absorptivity of each layer according to a generalized Kirchhoff’s law. The results allow the calculation of thermal emission from a multilayered structure having a nonuniform temperature distribution without using the more complicated fluctuational electrodynamics [2]. The PI has studied near-field radiation and radiative properties of heavily doped Si [3,4]. The PI also modeled the near-field radiation between doped SiGe alloys and found that multiple peaks can exist in near-field spectra [5].

More recently, the PI and his former student [6] have predicted a large thermal rectification factor \( r \) based on near-field radiation. The innovative aspect of this work is the use of intrinsic or lightly doped silicon whose carrier concentration is strongly temperature dependent. We have shown a strong thermal rectification effect between intrinsic Si and other materials (doped Si, SiO\(_2\), or Au) at various temperatures and vacuum gap distances. An example is given in Fig. 3 for thermal rectification between an intrinsic and a doped Si. When the intrinsic Si is at \( T_H = 1000 \text{ K} \) and the doped Si is at \( T_L = 300 \text{ K} \), the dielectric functions of both media are dominated by free carriers, resulting in a greatly enhanced heat flux, \( q^\text{forward} \), particularly as the vacuum gap is at the nanoscales. In the reverse-bias scenario, the intrinsic Si at 300 K behaves like a non-absorbing medium at wavelengths longer than 1.1 \( \mu \text{m} \), except for some weak phonon absorptions. As shown in Fig. 3, the reverse heat flux \( q^\text{reverse} \) is much lower at nanometer scales. The rectification factor \( R \) is defined as \( R = q^\text{forward} / q^\text{reverse} \). Rectification factors \( R = 0.71, 2.7, \) and 67 were predicted at \( d = 10, 5, \) and 1 nm, respectively. The strong enhanced near-field radiation for the forward bias is attributed to coupled SPPs, since the carrier concentration of intrinsic Si increases with temperature. Details can be found from Wang and Zhang [6].
In addition, large thermal rectification between Si and SiO$_2$ and between Si and Au is also demonstrated. A rectification factor $R = 9.9$ is predicted between intrinsic Si and SiO$_2$ with a 5-nm vacuum gap at temperatures of 1000 K and 300 K. A thermal rectifier made of gold and intrinsic Si is shown to have a rectification factor around 0.85 with temperatures of 600 K and 300 K at a wide range of vacuum gaps from 100 nm to 500 nm. Each of the proposed thermal rectifiers may have its own advantage for applications dealing with different temperatures and vacuum distances. The physical mechanisms of the rectification effect in the three configurations are different and elucidated by Wang and Zhang [6].

Related Research

We have studied near-field effect on far-field radiative properties for a variety of nanostructured materials, both theoretically and experimentally [7,8]. Examples are the alignment dependent absorption coefficient of CNT arrays [9], Ag nanorods coated on a compact-disc [10], thermal emission control with microfabricated structures with cavity resonance modes and magnetic polaritons [11-14], Si nanowires [15,16], and optical constants of Si [17] and tungsten [18]. These studies have important applications in applications of solar energy as well as TPV devices.

Future Plans

We will perform a fundamental investigation on nanoscale thermal radiation with a planar vacuum gap of large lateral extension using nanospacers. The experiments are well under way to fabricated nanometer to submicrometer scale spacers between Si wafers that may be coated with SiO$_2$ or doped. A cryostat system has been purchased and a heat conductance measurement system will be developed to determine near-field radiation heat flux experimentally. This study will facilitate applications of nanoscale thermal radiation to energy conversion devices, such as TPV and effective laser cooling. We also propose to study hyperbolic metamaterials made of doped Si nanowires for thermal radiation control in both the near and far fields.
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Program Scope: The objective of our work is to understand how the interaction of hydrogen with materials at the nanoscale affects the desorption/absorption properties of the bulk material. We investigated this phenomenon by examining the fundamentals of hydrogen interaction with two types of hydrogen storage materials, (1) carbon nanostructures intercalated with metal atoms and (2) complex metal hydrides. We are currently investigating the potential use of these novel materials as components of the next generation of energy storage and conversion devices.

The examination and characterization of these materials involved a systematic experimental approach complimented by relevant theoretical modeling studies. The goal of our study of metal intercalated carbon nanostructures is to develop a basic understanding of the physiochemical properties and the mechanisms by which these properties influence their interaction with hydrogen. In addition, our examination of complex metal hydrides focuses on understanding their formation and decomposition as well as the role catalysts play in enhancing both hydrogenation and dehydrogenation.

The hydrogen uptake and release from the materials was monitored by a Sieverts apparatus and a thermogravimetric analysis-residual gas analyzer (TGA-RGA). In order to characterize the bulk material as well as probe the immediate chemical environment of individual atoms contained in the material, a variety of spectroscopic tools including X-ray diffraction (XRD), nuclear magnetic resonance (NMR), Infrared (FT-IR), Laser Desorption Ionization-Time of Flight- Mass Spec (LDI-TOF-MS), Anelastic Spectroscopy, and Raman were utilized.

Recent Progress: Through our systematic examination of these materials, we recognized that carbon nanostructures (i.e. CNT and C_{60}) behaved similar to transition metal catalysts (i.e. TiCl_{3}) commonly used to enhance the kinetics of dehydrogenation and rehydrogenation of complex metal hydrides (i.e. NaAlH_{4}, LiAlH_{4}, LiBH_{4}). We were able to synthesize unique nanocomposites formed from hydrides and carbon nanostructures through novel solvent-assisted mixing in organic solvent. This method maintains the structural integrity of the carbon nanostructures and eliminates the introduction of metal contaminants. This is a significant departure from the common practice of ball-milling complex metal hydrides with catalysts (transition metals or carbon nanostructures) which has been known to irreversibly damage the carbon nanostructures and introduce iron and other metal contaminants.

Effect of alkali metal doping on the hydrogen storage properties of fullerene (C_{60})

- A nanocomposite of LiAlH_{4}-C_{60} (60:1) demonstrated that the complete decomposition of LiAlH_{4} (Equations 1-3) occurs below 300 °C in the presence of C_{60} and that the resultant material can reversibly store hydrogen (Figure 1).[^1]
The complete 3 step decomposition of LiAlH$_4$ was unexpected since the 3rd decomposition step is (Equation 3) typically does not occur until T > 670 °C. It is believed that the active hydrogen storage material is Li$_x$C$_{60}$H$_{y}$ (Al behaves as a spectator metal) in this composite and that simple metal hydrides (i.e. LiH) can be utilized as an alkali metal doping sources for C$_{60}$.

- A lithium doped fullerane was successfully prepared from LiH and C$_{60}$ via solvent assisted mixing and annealing
  - TGA-RGA demonstrated that a 6:1 mol ratio (Li:C$_{60}$) was optimal for hydrogen storage with 5 wt% H$_2$ reversibly absorbed with no release of CH$_4$. The onset of desorption is also lowered to 275°C from 500°C with lithium doping (Figure 2).
  - XRD of the material showed that rehydrogenation at temperatures below 250°C results in the expansion of the fcc C$_{60}$ lattice due to formation of C-H bonds. At rehydrogenation temperatures greater than 350°C there was also a reversible phase transition from fcc to bcc (Figure 3).
  - $^7$Li MAS NMR demonstrated that there is a highly shielded Li species in the material and is consistent with the migration of a Li inside the C$_{60}$ upon hydrogenation (Figure 4, blue circle).

\[
\begin{align*}
3\text{LiAlH}_4 & \rightarrow \text{Li}_3\text{AlH}_6 + 2\text{Al} + 3\text{H}_2 \\
\text{Li}_3\text{AlH}_6 & \rightarrow 3\text{LiH} + \text{Al} + 3/2\text{H}_2 \\
3\text{LiH} & \rightarrow 3\text{Li} + 3/2\text{H}_2 
\end{align*}
\]
Anelastic spectroscopy indicated that a polymeric network forms upon rehydrogenation of the material in the presence of Li and Na as indicated by the absence of a transition at 150 K (Figure 5).[4,5]

FT-IR, Raman, SS-NMR, and LDI-TOF-MS were also used to shows the reversible formation of C-H bonds as well as charge transfer from the Li to the C_{60}.

Theoretical modeling of the Li_{6}C_{60}H_{40} system suggesting the migration of the Li inside the C_{60} cage upon rehydrogenation (Figure 6), which is consistent with the \(^{7}\)Li MAS NMR data.[6]

This methodology has also been recently extended to a sodium doped fullerene prepared from NaH and C_{60} via solvent assisted mixing and annealing.[7]

This system has shown a reversible hydrogen capacity of 2.1wt% over 10 cycles through the reversible formation of a hydrogenated fullerene.

Determining the hydrogen storage properties ion mobility in a LiBH_{4}-C_{60} nanocomposite

- We have investigated the hydrogen storage properties of the LiBH_{4}-C_{60} composite and determined that a 70:30 weight ratio is optimum for this purpose.[8]
- The temperature at which the maximum rate of H\(_{2}\) desorption of LiBH\(_{4}\) is lowered by \(~125^\circ\)C in the presence of C\(_{60}\).
- Reversible hydrogenation is achieved by the reformation of LiBH\(_{4}\) (Figure 7) as well as through C-H bonds.
- This system is unique versus the commonly utilized nanoconfinement technique in that the carbon material (in our case C\(_{60}\)) actively participates in the hydrogen storage process unlike other commonly used carbon materials (i.e. aerogels) in nanoconfinement experiments.

- NMR experiments were designed and performed to examine how ion mobility changes in a material from the as prepared and annealed samples.[9]
- Hydrogen, \(^{6}\)Li, \(^{11}\)B, and \(^{13}\)C NMR experiments were used to analyze ion mobility in the LiBH\(_{4}\)-C\(_{60}\) (60:1) nanocomposite
  - The hydrogen NMR shows two components, a broad line from immobile BH\(_{4}\) anions and a narrow resonance from rapidly moving ions. Heat treatment to 300 °C results in a much larger narrow component, which is \(~36\%\) of the total intensity already at 22 °C.

---

**Figure 5.** Temperature dependence of the variation of the Young modulus and of the elastic energy dissipation in the starting materials and in the rehydrogenated compounds: 6LiH:C\(_{60}\) starting material (green line); 6NaH:C\(_{60}\) starting material (blue line); Li\(_{6}\)C\(_{60}\)H\(_{y}\) (open green dots); Na\(_{6}\)C\(_{60}\)H\(_{y}\) (open blue triangles).

**Figure 6.** Theoretical modeling of the Li\(_{6}\)C\(_{60}\)H\(_{40}\) system. White- hydrogen, grey- carbon, purple- lithium.
The increase in mobile BH$_4$ anions upon heat treatment could be attributed to the formation of a polymeric carbon network of C$_{60}$, in addition to a catalytic effect.

After heat treatment at 300 °C, the $^7$Li spectrum at 22 °C is much narrower by about a factor of 5 compared to those of the bulk and as-mixed materials, indicating a highly mobile Li species in the material (Figure 8).

**Future Plans:** Our future research efforts are aimed at understanding how hydrogen interacts with carbon nanostructures (in particular alkali fullerenes) at the atomic level to form these nanocomposites. We are looking beyond the hydrogen storage capabilities of these materials and exploring their potential use in other energy storage and conversion devices. This includes the measurements and systematic evaluation of the electrochemical, electrical, and magnetic properties through the variation of alkali metal and hydrogen doping in the carbon nanomaterial.

**Publications**

Author Index

Ager, Joel W. ............................. 13, 17
Alberi, Kirstin ............................ 125
Ali, Naushad.................................. 127
Alivisatos, A. Paul.......................... 208
Appenzeller, J. ............................... 304
Atwater, Harry A. ........................ 77, 131
Balke, Nina ...................................... 41
Barnett, S. A. .................................... 45
Bartelt, Norman ................................ 29
Batista, Enrique R. .......................... 240
Beratan, D. N. .................................. 296
Bergman, Leah .................................. 21
Bingham, Nicholas ......................... 280
Biswas, Anis ................................... 280
Boehme, Christoph ......................... 135
Borca-Tasciuc, T. ............................. 73
Broido, D. ......................................... 73
Brongersma, Mark ............................ 173
Bustamante, C. ............................... 161
Carter, W. Craig ............................. 147, 288
Ceder, Gerbrand ............................. 139
Chen, Gang ................................. 73, 143
Chen, Youping ................................ 91
Chiang, Yet-Ming ........................... 147, 288
Chien, C. L. .................................... 151
Chrzan, Daryl C. ............................. 13, 33
Chumbley, L. S. ........................... 256, 260
Cohen, M. L. ................................... 161
Cohn, Joshua L. ............................. 153
Conradi, Mark S. ............................. 157
Crommie, M. F. ............................... 161
Cronin, Stephen ............................ 53, 165
Delaire, O. ....................................... 73
Dresselhaus, M. S. ........................... 73
Dubón, Oscar D. ............................. 13
Eastman, J. A. ............................... 169
Egami, T. ..................................... 79
El Gabaly, Farid ............................. 29
Engstrom, Jim ............................... 104
Fan, Shanhui ................................. 173
Feibelman, Peter ............................ 29
Fitzgerald, E. A. ............................. 73
Fong, D. D. .................................... 169
Fuoss, P. H. ................................... 169
Garcia, Robert ............................... 37
Gokirmak, Ali ................................. 112
Grigoropoulos, C. P. ...................... 33
Gschneidner, Karl A., Jr. .................. 25, 260
Han, Jung ..................................... 252
Hannath, Tobias ............................. 104
Hinkey, R. T. .................................. 308
Jarillo-Herrero, P. ........................... 73
Javey, Ali ....................................... 13
Jena, Purusottam ........................... 177, 179, 316
Jiang, Hongxing ............................ 183
Joannopoulos, J. ............................ 73
John, Sajeev ................................... 185
Johnson, D. D. ............................... 256
Johnson, Matthew B. ...................... 308
Kardar, Mehran .............................. 143
Karma, Alain .................................. 189
Keay, J. C. ..................................... 308
Kellogg, Gary .................................. 29
Khachaturyan, Armen ..................... 87
Kim, S.-G. ..................................... 73
Klem, J. F. ..................................... 308
Kling, Matthias F. ......................... 193
Knezevic, Irena .............................. 197
Knight, Douglas A. ......................... 316
Konik, R. M. ................................... 304
Lampen, Paula ................................ 280
Lauhon, Lincoln J. ........................... 200
Law, Matt .................................... 95
Lederman, David ............................ 204
Leone, Stephen R. ........................... 208
Li, L. ......................................... 308
Li, Qiang ................................. 212
Lin, Jingyu .................................... 183
Lin, Shawn-Yu .............................. 216
Liu, Feng ...................................... 220
Liu, Jianlin ................................. 224
Look, David C. .............................. 49
Lotfi, H. ....................................... 308
Louie, S. G. .................................. 161
Luk, Ting S. (Willie) ....................... 108
Lupton, John M. ............................. 135
Ma, E. ....................................... 228
Majetich, Sara ............................... 61
Marks, L. D. ................................... 45
Maroudas, Dimitrios ....................... 232
Marriott, G. ................................... 161
Martin, James E. ............................ 236
Martin, Richard L. .......................... 240
Mascarenhas, Angelo ...................... 244
Mason, T. O. ................................. 45
McCarty, Kevin ............................ 29
McCluskey, Matthew D. ............... 21
Miller, G. J. .................................. 260
Minor, A. ...................................... 33
Misewich, James A. ....................... 304
Mishima, T. D. ............................. 308
Mishin, Yuri ................................ 248
Missert, Nancy ........................... 29, 37
Naaman, Ron ............................... 296
Nelson, K. A. ............................... 73
Niu, C. ........................................ 308
Nurmikko, A. V. ............................ 252
Ohta, Taisuke ................................ 29
Opeil, C. P. ................................... 73
Padilla, Willie J. ........................... 8
Pecharsky, V. K. ........................... 256, 260
Persson, Kristin ............................ 26
Peters, Brent ............................... 316
Phan, M. H. ................................... 280
Poeppelemeier, K. ......................... 45
Priya, Shashank ............................. 87
Pruski, M. .................................... 256
Ramanath, G. ................................ 73
Ramesh, R. .................................. 33
Rassel, S. .................................... 308
Ravnsbaek, D. B. ............................ 147
Ren, Shenqiang ............................ 99
Ren, Z. F. .................................... 73
Ren, Zhifeng ............................... 264
Santos, Michael B. ....................... 308
Scarpulla, Mike ............................. 57
Schuh, C. A. ................................ 73
Segalman, Rachel .......................... 267
Sekaric, Lidija ............................... 117
Sfeir, M. Y. .................................. 304
Shao-Horn, Y. ............................... 73
Shen, Yuen-Ron ............................ 1
Shi, Jing ...................................... 271
Shi, Li ........................................ 53, 165
Shield, Jeffrey E. ........................... 276
Silva, Helena ................................ 112
Singh, D. J. .................................. 73
Smith, Darryl L. ............................ 240
Solis, Kyle ................................... 236
Soljacic, M. ................................. 73
Srikanth, Hariharan ....................... 280
Stadler, Shane .............................. 127
Stockman, Mark I. ......................... 5
Suzuki, Yuri ................................. 284
Swartzentruber, Brian .................... 29
Tang, Ming ................................. 147, 288
Tepprovich, Joseph A., Jr. ............. 316
Thu ermer, Konrad ........................ 29
Tian, Z. ....................................... 308
Tyson, Trevor A. ........................... 65
Velmurugan, Jeyavel ....................... 37
Viehland, Dwight .......................... 87
Virkar, Anil V. .............................. 292
Voorhees, P. W. ............................ 45
Waldeck, David ............................. 296
Walukiewicz, Wladek ........................ 13
Wang, E. N. .................................. 73
Wang, Yu U. .................................. 83
Wang, Zhong Lin ........................... 300
Wise, Frank ................................. 104
Wong, Stanislaus S. ....................... 304
Wu, Junqiao ................................. 13, 33
Wu, Wenzhuo ............................... 300
Wu, Yiying ................................. 100
Wuttig, Manfred ............................. 99
Xi, Xiaoxing ................................. 69
Xiang, K. ..................................... 147
Xing, W. ...................................... 147
Yablonovitch, Eli ........................... 1
Yang, Peidong ............................... 208
Yang, Rui Q. .................................. 308
Ye, H. ......................................... 308
Yu, Kin Man .................................. 13, 33
Zapol, P. .................................... 169
Zavadil, Kevin .............................. 29
Zettl, A. ....................................... 161
Zhang, Xiang .................................. 1
Zhang, Zhuomin ............................ 312
Zhao, L. ....................................... 308
Zhu, Y. ....................................... 304
Zidan, Ragaiy ............................... 316
Participant
List
## Participant List

<table>
<thead>
<tr>
<th>Name</th>
<th>Organization</th>
<th>E-Mail Address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ager, Joel</td>
<td>Lawrence Berkeley National Laboratory</td>
<td><a href="mailto:jwager@lbl.gov">jwager@lbl.gov</a></td>
</tr>
<tr>
<td>Alberi, Kirstin</td>
<td>National Renewable Energy Laboratory</td>
<td><a href="mailto:Kirstin.Alberi@nrel.gov">Kirstin.Alberi@nrel.gov</a></td>
</tr>
<tr>
<td>Atwater, Harry</td>
<td>California Institute of Technology</td>
<td><a href="mailto:haa@caltech.edu">haa@caltech.edu</a></td>
</tr>
<tr>
<td>Balke, Nina</td>
<td>Oak Ridge National Laboratory</td>
<td><a href="mailto:balken@ornl.gov">balken@ornl.gov</a></td>
</tr>
<tr>
<td>Bergman, Leah</td>
<td>University of Idaho</td>
<td><a href="mailto:L.bergman@uidaho.edu">L.bergman@uidaho.edu</a></td>
</tr>
<tr>
<td>Boehme, Christoph</td>
<td>University of Utah</td>
<td><a href="mailto:boehme@physics.utah.edu">boehme@physics.utah.edu</a></td>
</tr>
<tr>
<td>Ceder, Gerbrand</td>
<td>Massachusetts Institute of Technology</td>
<td><a href="mailto:gceder@mit.edu">gceder@mit.edu</a></td>
</tr>
<tr>
<td>Chen, Gang</td>
<td>Massachusetts Institute of Technology</td>
<td><a href="mailto:gchen2@mit.edu">gchen2@mit.edu</a></td>
</tr>
<tr>
<td>Chen, Youping</td>
<td>University of Florida</td>
<td><a href="mailto:ypch2@uf.edu">ypch2@uf.edu</a></td>
</tr>
<tr>
<td>Chiang, Yet-Ming</td>
<td>Massachusetts Institute of Technology</td>
<td><a href="mailto:ychiang@mit.edu">ychiang@mit.edu</a></td>
</tr>
<tr>
<td>Chien, Cia-Ling</td>
<td>Johns Hopkins University</td>
<td><a href="mailto:clc@pha.jhu.edu">clc@pha.jhu.edu</a></td>
</tr>
<tr>
<td>Click, Tammy</td>
<td>Oak Ridge Institute for Science and Education</td>
<td><a href="mailto:tammy.click@orise.orau.gov">tammy.click@orise.orau.gov</a></td>
</tr>
<tr>
<td>Cohn, Joshua</td>
<td>University of Miami</td>
<td><a href="mailto:cohn@physics.miami.edu">cohn@physics.miami.edu</a></td>
</tr>
<tr>
<td>Conradi, Mark</td>
<td>Washington University in Saint Louis</td>
<td><a href="mailto:msc@wustl.edu">msc@wustl.edu</a></td>
</tr>
<tr>
<td>Crommie, Mike</td>
<td>University of California, Berkeley / Lawrence Berkeley National Laboratory</td>
<td><a href="mailto:crommie@berkeley.edu">crommie@berkeley.edu</a></td>
</tr>
<tr>
<td>Crockett, Teresa</td>
<td>U.S. Department of Energy</td>
<td><a href="mailto:teresa.crockett@science.doe.gov">teresa.crockett@science.doe.gov</a></td>
</tr>
<tr>
<td>Cronin, Stephen</td>
<td>University of Southern California</td>
<td><a href="mailto:scrnonin@usc.edu">scrnonin@usc.edu</a></td>
</tr>
<tr>
<td>Dang, Cuong</td>
<td>Brown University</td>
<td><a href="mailto:Cuong_dang@brown.edu">Cuong_dang@brown.edu</a></td>
</tr>
<tr>
<td>Eastman, Jeffrey</td>
<td>Argonne National Laboratory</td>
<td><a href="mailto:jeastman@anl.gov">jeastman@anl.gov</a></td>
</tr>
<tr>
<td>Egami, Takeshi</td>
<td>University of Tennessee / Oak Ridge National Laboratory</td>
<td><a href="mailto:egami@utk.edu">egami@utk.edu</a></td>
</tr>
<tr>
<td>Gersten, Bonnie</td>
<td>U.S. Department of Energy</td>
<td><a href="mailto:Bonnie.Gersten@science.doe.gov">Bonnie.Gersten@science.doe.gov</a></td>
</tr>
<tr>
<td>Gokirmak, Ali</td>
<td>University of Connecticut</td>
<td><a href="mailto:gokirmak@engr.uconn.edu">gokirmak@engr.uconn.edu</a></td>
</tr>
<tr>
<td>Greer, Julia</td>
<td>California Institute of Technology</td>
<td><a href="mailto:jrgreer@caltech.edu">jrgreer@caltech.edu</a></td>
</tr>
<tr>
<td>Gschneidner, Karl</td>
<td>Ames Laboratory</td>
<td><a href="mailto:cagey@ameslab.gov">cagey@ameslab.gov</a></td>
</tr>
<tr>
<td>Hanrath, Tobias</td>
<td>Cornell University</td>
<td><a href="mailto:th358@cornell.edu">th358@cornell.edu</a></td>
</tr>
<tr>
<td>Horton, Linda</td>
<td>U.S. Department of Energy</td>
<td><a href="mailto:linda.horton@science.doe.gov">linda.horton@science.doe.gov</a></td>
</tr>
<tr>
<td>Javey, Ali</td>
<td>Lawrence Berkeley National Laboratory</td>
<td><a href="mailto:ajavey@berkeley.edu">ajavey@berkeley.edu</a></td>
</tr>
<tr>
<td>Jena, Purusottam</td>
<td>Virginia Commonwealth University</td>
<td><a href="mailto:pjena@vcu.edu">pjena@vcu.edu</a></td>
</tr>
<tr>
<td>Jiang, Hongxing</td>
<td>Texas Tech University</td>
<td><a href="mailto:hx.jiang@ttu.edu">hx.jiang@ttu.edu</a></td>
</tr>
<tr>
<td>John, Sajeev</td>
<td>University of Toronto</td>
<td><a href="mailto:john@physics.utoronto.ca">john@physics.utoronto.ca</a></td>
</tr>
<tr>
<td>Karma, Alain</td>
<td>Northeastern University</td>
<td><a href="mailto:a.karma@neu.edu">a.karma@neu.edu</a></td>
</tr>
<tr>
<td>Kellogg, Gary</td>
<td>Sandia National Laboratories, New Mexico</td>
<td><a href="mailto:glkello@sandia.gov">glkello@sandia.gov</a></td>
</tr>
<tr>
<td>Kling, Matthias</td>
<td>Kansas State University</td>
<td><a href="mailto:kling@phys.ksu.edu">kling@phys.ksu.edu</a></td>
</tr>
<tr>
<td>Knezevic, Irena</td>
<td>University of Wisconsin-Madison</td>
<td><a href="mailto:knezevic@engr.wisc.edu">knezevic@engr.wisc.edu</a></td>
</tr>
</tbody>
</table>
Kortan, Refik  
U.S. Department of Energy  
refik.kortan@science.doe.gov

Kuang, Ping  
Rensselaer Polytechnic Institute  
kuangp2@rpi.edu

Lauhon, Lincoln  
Northwestern University  
lauhon@northwestern.edu

Law, Matt  
University of California, Irvine  
lawm@uci.edu

Lederman, David  
West Virginia University  
david.lederman@mail.wvu.edu

Leone, Stephen  
Lawrence Berkeley National Laboratory/  
University of California, Berkeley  
srl@berkeley.edu

Li, Qiang  
Brookhaven National Laboratory  
qiangli@bnl.gov

Lin, Jiangyu  
Texas Tech University  
jingyu.lin@ttu.edu

Lin, Shawn  
Rensselaer Polytechnic Institute  
sylin@rpi.edu

Liu, Peng  
University of Utah  
fliu@eng.utah.edu

Liu, Jianlin  
University of California, Riverside  
jianlin@ee.ucr.edu

Look, David  
Wright State University  
david.look@wright.edu

Luk, Ting Shan (Willie)  
Sandia National Laboratories, New Mexico  
 tsluk@sandia.gov

Ma, Evan  
Johns Hopkins University  
sara@cmu.edu

Majetich, Sara  
Carnegie Mellon University  
maroudas@ecs.umass.edu

Maroudas, Dimitrios  
University of Massachusetts, Amherst  
jmartin@sandia.gov

Martin, James  
Sandia National Laboratories, New Mexico  
rlmartin@lanl.gov

Martin, Richard  
Los Alamos National Laboratory  
angelo.mascarenhas@nrel.gov

Mascarenhas, Angelo  
National Renewable Energy Laboratory  
mattmcc@wsu.edu

McCluskey, Matthew  
Washington State University  
ema@jhu.edu

Miahin, Yuri  
George Mason University  
ymishin@gmu.edu

Missert, Nancy  
Sandia National Laboratories, New Mexico  
namis@astanai.gov

Padilla, Willie  
Boston College  
willie.padilla@bc.edu

Pecharsky, Vitalij  
Ames Laboratory / Iowa State University  
vitkp@ameslab.gov

Persson, Kristin  
Lawrence Berkeley National Laboratory  
kapersson@lbl.gov

Priya, Shashank  
Virginia Polytechnic Institute and State University  
sproya@vt.edu

Ravnsbaek, Dorthe  
Massachusetts Institute of Technology  
dorthe@mit.edu

Ren, Shenqiang  
University of Kansas  
shenqiang@ku.edu

Ren, Zhifeng  
University of Houston  
zren2@central.uh.edu

Rhyne, James  
U.S. Department of Energy  
james.rhyne@science.doe.gov

Santos, Michael  
University of Oklahoma  
msantos@ou.edu

Scarpulla, Michael  
University of Utah  
scarpulla@eng.utah.edu

Schwartz, Andrew  
U.S. Department of Energy  
andrew.schwartz@science.doe.gov

Sekaric, Lidija  
U.S. Department of Energy  
Lidija.Sekaric@hq.doe.gov

Shi, Jing  
University of California, Riverside  
jing.shi@ucr.edu

Shi, Li  
University of Texas at Austin  
lishi@mail.utexas.edu

Shield, Jeff  
University of Nebraska  
jshield2@unl.edu

Sorte, Eric  
Washington University in Saint Louis  
esorte@physics.wustl.edu
Srikanth, Hariharan
University of South Florida
sharihar@usf.edu

Stadler, Shane
Louisiana State University
stadler@phys.lsu.edu

Stockman, Mark
Georgia State University
mstockman@gsu.edu

Suzuki, Yuri
Stanford University
ysuzuki1@stanford.edu

Thiyagarajan, Thiyaga P.
U.S. Department of Energy
p.thiyagarajan@science.doe.gov

Tyson, Trevor
New Jersey Institute of Technology
tyson@njit.edu

Urban, Jeff
Lawrence Berkeley National Laboratory
jjurban@lbl.gov

Viehland, Dwight
Virginia Polytechnic Institute and State University
viehland@mse.vt.edu

Virkar, Anil
University of Utah
anil.virkar@utah.edu

Voorhees, Peter
Northwestern University
voorhees@northwestern.edu

Waldek, David
University of Pittsburgh
dave@pitt.edu

Wang, Yu
Michigan Technological University
wangyu@mtu.edu

Wang, Zhong-Lin
Georgia Institute of Technology
zhong.wang@mse.gatech.edu

Wise, Frank
Cornell University
frank.wise@cornell.edu

Wong, Stanislaus
Brookhaven National Laboratory
sswong@bnl.gov

Wu, Junqiao
University of California, Berkeley
wuj@berkeley.edu

Wu, Wenzhuo
Georgia Institute of Technology
wenzhuowu@gatech.edu

Wu, Yiying
The Ohio State University
wu@chemistry.ohio-state.edu

Wuttig, Manfred
University of Maryland
wuttig@umd.edu

Xi, Xiaoxing
Temple University
xiaoxing@temple.edu

Yablonovitch, Eli
University of California, Berkeley
eliy@eecs.berkeley.edu

Yang, Rui
University of Oklahoma
Rui.Q.Yang@ou.edu

Yu, Zongfu
Stanford University
zfyu@stanford.edu

Zapol, Peter
Argonne National Laboratory
zapol@anl.gov

Zhang, Zhuomin
Georgia Institute of Technology
zhuomin.zhang@me.gatech.edu

Zidan, Ragaiy
Savannah River National Laboratory
ragaiy.zidan@srnl.doe.gov