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Foreword

This abstract book summarizes the scientific content of the 2010 X-ray Scattering Contractors Meeting sponsored by the Division of Materials Sciences and Engineering (DMSE) of the Office of Basic Energy Sciences (BES) of the U.S. Department of Energy. This meeting held on November 15–16, 2010 at the Airlie Conference Center, Warrenton, VA, is the second in the series covering the projects funded by the X-ray Scattering Program. The first meeting held October 16–19, 2007, included the Neutron Scattering program. BES DMSE has a long tradition of supporting a comprehensive scattering program in recognition of the high impact these tools have in discovery and use-inspired research. The size of the BES Scattering program has grown to the point where Neutron Scattering now has a separate program manager and contractors meeting parallel to X-ray Scattering.

The DMSE X-ray Scattering Program supports basic research using x-ray scattering, spectroscopy, and imaging for materials research, primarily at major BES-supported user facilities. X-ray scattering serves as one of the primary tools for characterizing the atomic, electronic and magnetic structures and excitations of materials. Information on structure and dynamics becomes the basis for identifying new materials and describing mechanisms underlying their unique behavior. Other key aspects of this activity are the development and improvement of next-generation instrumentation involving innovative focusing optics, detectors, sample environments, and data analysis tools; including the development of ultra-fast techniques involving pulsed radiation sources.

The purpose of the contractors meeting is to bring together researchers funded by BES in the x-ray scattering research area, to facilitate the exchange of new results and research highlights, to foster new ideas and collaborations among the participants, and to identify the needs of the research community. The meeting will also help DMSE to assess the state of the program and chart future directions.

We thank all the meeting participants for their active contributions in sharing their ideas and research accomplishments. Sincere thanks are also due to the speakers from other BES programs involved with x-ray scattering in multi-disciplinary research. The advice and help of the meeting chairs, John Hill and Roy Clarke, in planning for the meeting are deeply appreciated. We also thank Teresa Crockett of DMSE and Lee-Ann Talley at the Oak Ridge Institute for Science and Education for their outstanding work in all aspects of the meeting organization.

Lane Wilson and Helen Kerch
Division of Materials Sciences and Engineering
Office of Basic Energy Sciences
Office of Science
U.S. Department of Energy
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Abstracts
Elementary electronic excitations in strongly correlated systems under quantum confinement

Peter Abbamonte
abbamonte@mrl.uiuc.edu
Department of Physics and Frederick Seitz Materials Research Laboratory
University of Illinois, Urbana, IL, 61801

Award Nos.: DE-FG02-07ER46459, DE-FG02-06ER46285

Research Scope

The purpose of these two activities is to study elementary excitations in interacting electron systems under conditions of quantum confinement.

The first activity (DE-FG02-07ER46459) is focused on using inelastic x-ray scattering, coupled with advanced phase retrieval algorithms, to image the motion of electrons in condensed matter with attosecond time resolution. This project is currently being applied to electrons in materials with reduced dimensionality, most recently graphene (see below).

The second activity (DE-FG02-06ER46285) is focused on the interplay between engineered nanoscale order, created artificially by nanofabrication techniques, and the various innate electronic instabilities known to take place in these systems, such as stripe phases, charge or spin density waves, orbital order, or intrinsic electronic inhomogeneity due to proximity to a quantum critical point. The long-term goal is to understand how these two types of nanoscale order cooperate to create new phenomena, with hopes of contributing eventually to a revolution in strongly correlated electronic devices. This project is based on the technique of resonant soft x-ray scattering (RSXS), which is one of the only techniques in existence that can selectively probe nanoscale valence, spin, orbital and lattice degrees of system, with bulk sensitivity.

Recent Progress under DE-FG02-07ER46459 (selected)

Measurement of the effective fine structure constant for freestanding graphene. Electrons in graphene behave like Dirac fermions, permitting phenomena from high energy physics to be studied in a solid state setting. A key question is whether or not these Fermions are critically influenced by Coulomb correlations. We performed inelastic x-ray scattering experiments on crystals of graphite, and applied reconstruction algorithms to image the dynamical screening of charge in a freestanding, graphene sheet (Fig. 1). We found that the polarizability of the Dirac fermions is amplified by excitonic effects, improving screening of interactions between low energy quasiparticles. The strength of interactions in graphene is characterized by a scale-dependent, effective fine structure constant, \( \alpha_g(k, \omega) = e^2 / \hbar c \epsilon(k, \omega) \), whose value we show approaches \( \alpha_g = 0.14 \pm 0.092 \sim 1 / 7 \) at low energy and large distances. This value is substantially smaller than the nominal

---

**Figure 1** Image of the electron density in a graphene sheet, 200 attoseconds after being "struck" by a point perturbation. From images of this type it is possible to deduce the fine structure constant, which is a dimensionless measure of the strength of electron-electron interactions in graphene.
\[ \alpha_g = 2.2 \], suggesting that, on the whole, graphene is more weakly interacting than previously believed. This study will appear soon in *Science* [1].

**Attosecond imaging of the valence exciton in LiF.** The absorption of light by materials proceeds through the formation of excitons, which are states in which an excited electron is bound to the valence hole it vacated. Understanding the structure and dynamics of excitons is important, for example, for developing technologies for light-emitting diodes or solar energy conversion. However, there has never been an experimental means to study the time-dependent structure of excitons directly. In this project we used causality-inverted inelastic x-ray scattering (IXS) to image the charge-transfer exciton in the prototype insulator LiF, with resolutions \( \Delta t = 20.67 \times 10^{-17} \) s in time and \( \Delta x = 0.533 \) Å in space. Our results showed that the exciton has a modulated internal structure and is coherently delocalized over two unit cells of the LiF crystal (\( \sim 8 \) Å). This structure changes only modestly during the course of its life, which establishes it unambiguously as a Frenkel exciton and thus amenable to a simplified theoretical description. Our results resolved an old controversy about excitons in the alkali halides and demonstrate the utility of IXS for imaging attosecond electron dynamics in condensed matter. This study was published in *PNAS* [12].

**Recent Progress under DE-FG02-06ER46285 (selected)**

*Interface charge transfer and superconductivity in La_{2-x}Sr_{x}CuO_{4} heterostructures.* We used resonant soft x-ray scattering (RSXS) to quantify the hole distribution in a superlattice of insulating La_{2}CuO_{4} (LCO) and overdoped La_{2-x}Sr_{x}CuO_{4} (LSCO). Despite its nonsuperconducting constituents, this structure is superconducting with \( T_{c} = 38 \) K. We found that the conducting holes redistribute electronically from LSCO to the LCO layers. The LCO layers were found to be optimally doped, suggesting they are the main drivers of superconductivity, in support of past measurements of interface superconductivity in this system. This study was published in *Phys. Rev. Lett.* [10].

*Magnetism and structural variations in La_{1-x}Sr_{x}MnO_{3} quantum wire arrays.* One of the central ongoing projects of this grant is to study the electronic structure transition metal oxide quantum wires, in particular whether they exhibit stripe correlations. Our first study, on La_{1-x}Sr_{x}MnO_{3} quantum wires (see Fig. 2) revealed diffuse, but temperature-reversible, magnetic x-ray scattering from the ferromagnetic domains in the wires. These results, which were confirmed by magnetic force microscopy measurements, suggest that fluctuations are enhanced in our wires because of quantum confinement effects. The manuscript in preparation.

*Electronic structure of conducting domain walls in BiFeO_{3} films.* BiFeO_{3} (BFO) is an insulating ferrimagnet (\( T_{N} = 650 \) K) which is also ferroelectric because of a rhombohedral. When grown epitaxially
on SrTiO$_3$, BFO forms domain walls that, under appropriate condition, will order into a quasiperiodic structure. It was recently shown, further, that the domain walls are conducting, though the mechanism behind metallic behavior is not known. We have studied these structures with RSXS, and have successfully observed the domain walls in the form on off-specular sidebands, which are visible only at the Fe $L$ edge. Their energy dependence suggests that metallic behavior arises from a raising of the crystal symmetry (i.e. a suppression of the rhombohedral distortion) near the domain wall, suggesting a structural mechanism behind metallic conduction.

**Future Plans**

Concerning ultrafast activities, in the near future we will expand these studies to higher resolution to quantify better the excitonic effects observed in graphene in our previous experiments. We will also expand these measurements to intercalated graphite, to learn about the properties of doped graphene.

Concerning soft x-ray activities, our main objective is to extend our quantum wire studies to materials that exhibit charge order. The material we will begin with is La$_{1-x}$Ca$_x$MnO$_3$, which has robust charge order for $x$$>$0.5. In the longer term, our goal is to study La$_{2-x}$Ba$_x$CuO$_4$ (LBCO), which was the original proposal. The overarching goal is to see if stripes are more stable in a finite structure due to the stabilizing effect of the boundaries.

We are also engaged in an exploratory experiment to study collective excitations in stripe materials with time-resolved RSXS at the LCLS, in collaboration with Wei Sheng Lee and Z. X. Shen of Stanford, and Yi-De Chuang and Zahid Hussein at LBNL. As part of this project we intend to explore, in collaboration with Shaul Mukamel of U.C. Irvine, the possibility of measuring four-point correlation functions with nonlinear x-ray optical techniques, which might reveal new phenomena such as an electron nematic state.

**DOE-sponsored publications, 2008-pres.**


Indentation-induced Localized Deformation and Elastic Strain Partitioning in Composites at Submicron Length Scale

R. I. Barabash and G. E. Ice

Oak Ridge National Laboratory, Oak Ridge TN 37831-6118, barabashr@ornl.gov, IceGE@ornl.gov

Research Scope

The goal of this research is to understand small-scale deformation and strain partitioning in composite materials and is an integrated part of our overall research goal of understanding the role of local structure and defects on materials behavior (See for example abstracts by Larson et al., Budai et al., Ice et al., Pang et al. and Tischler et al.). Our primary tool is 3D submicron-resolved polychromatic and scanning energy X-ray diffraction microscopy. Measurements are made on unique composite materials composed of Mo fibers in a NiAl or Ni matrix. These composites are made by collaborators Bei and George in the ORNL Alloy Design Group. Measurements are compared with electron microscopy and finite element modeling at ORNL. What makes these experiments compelling, is the nondestructive 3D measurements and the unusual composite fabrication method that allows for the creation of nearly defect-free fibers. These fabrication methods have for example been used to create nearly defect-free nanopillars that have clarified the role of defect density and size in nanopillar behavior. Because we can now study materials with controlled defect densities and fiber size/density, we have an ideal model system for understanding the role of length scales on composite behavior. In this abstract we describe recent measurements on nanoindentated composites.

The deformation behavior of composite materials depends on local-mechanisms taking place in the fibers, the matrix, and the matrix/fiber interface. With nanoindentated samples, all aspects of plastic deformation are confined within a volume that can be both probed by 3D x-ray microscopy and simulated computationally. Therefore, measurements/calculations within the confined volume provide for a direct quantitative connection between 3D x-ray microscopy measurements and computer simulations and modeling. Of course, the strong deformation gradients inherent in indentations present difficult experimental and theoretical challenges, but also provide stringent tests of strain gradient effects and issues with respect to fundamental length scales in materials. In nano- and micro-composites, a weak fiber phase can increase the fracture toughness of a weak matrix phase by orders-of-magnitude. Clearly such a dramatic behavior can only be predicted with a fundamental understanding of interface deformation behavior. State-of-the-art characterization methods have been based on ex situ microscopy studies or destructive evaluations. However, with the development of depth-resolved 3D X-ray microprobe it is now possible to nondestructively probe the local strain gradients and interfacial interactions near buried interfaces with the needed submicron resolution.

Recent Progress

We found during measurements on nanopillars, that microdiffraction methods can be used to determine the elastic strain state of pillars, fibers and their matrix, as well as their defect density and the strength of the fiber matrix interface. Using depth-resolved X-ray microdiffraction we have found that the deformation behavior of NiAl-Mo composites is distinct from the behavior of single-phases materials and dependent on the strain partitioning between the two phases of the composite. For example, a dramatic change is observed in the Mo fiber orientation distribution after indentation. In addition, the superposition of mechanically-applied external stresses with the original thermal-mismatch-induced stresses causes an unusual depth-dependent residual strain distribution both in the NiAl matrix and in the Mo fibers; in the NiAl matrix we find a tensile-compressive-tensile residual strain distribution with depth through the most deformed regions of the sample. Our ultimate goal is to use these observations to study size-dependent changes in behavior.

A typical Laue pattern (Inset in Fig. 1a) with enlarged patterns near the \((00h)\) type reflection at two different locations near the indent are shown in Figs. 1a and b. An SEM image of the indented region is shown in Fig. 1c. Polychromatic X-ray Microbeam (PXM) was used to map regions of maximal deformation and to identify locations for depth-resolved measurements.
Fig. 1. Enlarged region around (00h) Laue spot for location 1 far from the indented area (a) and location 2 in the center of the indented area (b). Inset in (a) shows a typical Laue pattern from as-grown NiAl/Mo alloy. The general view of the indented area and probed locations (c).

The Laue pattern in Fig. 1a is from outside the indented area and both the NiAl and Mo (00h) Laue spots are sharp. Although the beam intercepts several (typically up to 10 Mo fibers), they all diffract intensity into nearly the same direction, indicating very high alignment of the fibers along the <001> NiAl and Mo growth direction. In the indented zone the character of the Laue spots indicates the presence of lattice rotations. The most dramatic changes in the indented area are observed for the Mo fibers; instead of one Laue spot arising from different probed fibers, multiple Mo Laue spots are observed when the X-ray beam probes a volume within the indent (Fig. 1b). The depth-resolved measurements of the dilatational strain along the fiber were probed at positions 1-3 in Fig. 1c. To determine the fiber axis strain, the (006) $d$-spacing was measured for both the NiAl matrix and Mo fibers.

Fig. 2 Distribution of <001> lattice strain along the beam directions experimentally determined in (a) Mo fibers and (b) NiAl matrix at three different locations: (1) outside indent - filled circles; (2) entering the sample at the center of indent – triangles; (3) entering the sample at the left edge of the indent – inverse triangles. (c) A sketch of the model used in the simulations for three different entrance locations with simulated strain contours, and (d) simulated depth-dependent strains for the three locations – unloaded (1, 2, 3) and loaded (1', 2', 3').
The elastic lattice strain in both the Mo fibers and the NiAl matrix changes character with location (Fig. 2). Far from the indented area (Location 1) the indentation-induced stress fields are negligible and the strain distribution can be explained by the mismatch in the coefficients of thermal expansion (CTE) between Mo and NiAl. Near the surface these thermal strains relax and result in a large near-surface strain gradient (circles in Figs. 2a, b). This near-surface relaxation is similar to a pull-out test and is used to determine the interface strength. Completely stress free Mo lattice parameters are measured at the tops of exposed Mo pillars when the matrix is etched away.

The experimental strain distribution in Figs. 2a and b can be qualitatively understood by combining thermal and indentation micromechanical stress analyses. Finite element modeling of the spherical indentation shows, that material at a depth about half of the contact radius yields first and the plastic zone size increases as the applied load increases (Fig. 2c). The resulting elastic stress field has an arc-like shape centered near the contact center. During unloading, the plastically deformed material tends to preserve its shape in the simulations, while the surrounding elastic material tends to spring back and thus transmit compressive stress to the plastic zone. A more detailed picture of the residual stress distribution can be gained through the simulated strain profiles in Fig. 2d, which shows compressive residual stress at the center and tensile stress near the contact edge.

Despite the qualitative agreement between experiment and model, the predicted change is about 1/3 of the observed strain change. This discrepancy is believed to be due to the complicated interaction of thermal and indentation stress fields, which is not correctly incorporated in the current finite element simulations. The tensile thermal residual stress in NiAl is one order of magnitude smaller than the compressive thermal residual stress in Mo. Thus, during indentation, Mo fibers tend to yield first, and the contact load is supported by a larger plastic zone than predicted in a homogeneous solid.

Future Plans

The matrix/fiber interface plays a crucial role in the mechanical properties of composite materials. However, the strength of the interface and the response of small fibers to an external load are in general largely unknown. Exploring these plastic/elastic phenomena and interfacial effects in composite materials under various external stress loading will be the focus of our future research. Specifically, we plan to non-destructively study 3D spatially-resolved depth-dependent strain and dislocation gradients in the matrix and fibers of several eutectic composites with different fiber shapes, sizes, elastic moduli misfits, and thermal expansion coefficients under both nanoindentation and uniform external stress load. These studies will provide new information about how deformation is accommodated in two-phase composite materials as a function of fiber size, elastic properties, morphology and volume fraction of the second phase. Experimental 3D results for strain gradients in composites under external fields also call for more detailed finite element simulations taking into account real microstructure parameters and interactions at the matrix/fiber interface.

Publications (FY08-FY10)


X-ray atomic-scale studies of interfaces

PI: Michael Bedzyk
Materials Science and Engineering, Northwestern University, Evanston, IL 60208
bedzyk@northwestern.edu

Research Scope:
Work is aimed at understanding the atomic-scale structural and chemical properties of interfaces together with the development of novel in situ X-ray probes.

DOE/BES funded research includes:

- Center for Electrical Energy Storage (EFRC) DE-AC02-06CH11357
  - Bedzyk: In situ X-ray studies of Li-ion battery related solid-electrolyte interfaces
  - Primary NU Collaborators: M. Hersam
  - Primary ANL Collaborators: M. Thackeray, P. Fenter, L. Curtiss, P. Zapol

- Electrostatic Driven Self-Assembly Design of Functional Nanostructures, -ER46539
  - Bedzyk: In situ SAXS – WAXS studies of crystallization of buckled membranes in mixed-valence ionic amphiphile vesicles
  - Primary NU Collaborator: M. Olvera

- Funding of NU graduate students and partial summer salary through subcontracts with Argonne National Laboratory
  - Primary ANL collaborators: P. Fenter, J. Freeland, O. Auciello, G. Stephenson

- Institute for Catalysis in Energy Processes DE-FG02-03ER15457
  - Bedzyk: Catalyst characterization: In-situ structure/species determination
  - Primary NU Collaborators: P. Stair, M. Hersam, D. Ellis, K. Poeppelmeier
  - Primary ANL Collaborators: J. Elam, L. Curtiss, P. Zapol

Recent Progress:

X-ray Atomic-scale studies of oxide supported monolayer catalysts
Metal oxides anchored to oxide supports often exhibit greater catalytic activity as monolayers than as thicker films. Understanding this phenomenon requires a chemically sensitive, atomic-scale view of the interfacial processes. We use in situ X-ray standing wave (XSW) 3D atomic imaging combined with ex situ X-ray photoelectron spectroscopy (XPS) and X-ray absorption fine structure measurements to follow the redox-induced surface site exchange of cations on a single crystal oxide support as well as the concurrent changes in the oxidation states of the supported cations. This is then compared to density functional theory predictions from our collaborators D. Ellis (NU), L. Curtiss (ANL) and P. Zapol (ANL). As an example, we follow the reversible changes during the redox cycle of a 1/3 ML WOX / α-Fe2O3 (0001) interface grown by atomic layer deposition by our ANL collaborator J. Elam. The XSW measured W atomic maps (as illustrated below) and XP spectra show dramatic changes for the as-deposited, oxidized and reduced interfaces, which are explained by models that account for W incorporation at Fe sites with various coordination schemes.[1] The 3D W atomic map for each condition is measured by the summation of the XSW measured hkl Fourier components for the XRF selected W distribution.[2] This strategy was then also applied to redox-induced structural and chemical changes for the sub-ML and 2 ML VOX / α-TiO2 (110) interfaces. We have also produced 3D atomic maps for the cube-on-cube epitaxy of Pt nanocrystals grown by molecular beam epitaxy on SrTiO3(001). For this our NU collaborator, M. Hersam, provides surface morphology changes via scanning probe microscopy.

Future Plans:

- We presently use x-ray standing waves (XSW) with x-ray fluorescence (XRF) to produce element-specific 3D atomic maps of the XRF species within the interfacial structure and then we separately determine the chemical state of the interfacial species by X-ray photoelectron spectroscopy (XPS). One of our plans is to directly combine XPS with XSW to produce chemical-state-specific 3D atomic maps. This is important for cases in which we find an interfacial atom with multiple oxidation states and occupying multiple lattice sites on the supporting substrate surface.

References to publications of DOE sponsored research that have appeared in 2008-2010 or that have been accepted for publication.


The following publications were primarily NSF sponsored, but acknowledged DOE funded facilities (Advanced Photon Source)


MAESTRO, a new facility for ARPES at the ALS

Aaron Bostwick (abostwick@lbl.gov) and Eli Rotenberg (erotenberg@lbl.gov)
Advanced Light Source, Berkeley Ca

MAESTRO, the Microscopic and Electronic Structure Observatory — is a new facility dedicated to imaging the electronic structures of in situ and ex situ prepared samples in both real and momentum space. It is a rebuild of the present sector 7 photoemission branchline (currently called the Electronic Structure Factory, or ESF) into the new MAESTRO facility with two photoemission branchlines and a dedicated insertion device. This project includes:
- the next-generation nanoARPES chamber for nanometer-scale photoemission.
- new beamline optics for sector 7, optimized for delivery of photons with sufficient flux and energy resolution to achieve down to 50 nm spot size.
- a sample transfer system to existing preparation/characterization chambers.

MAESTRO also integrates existing growth and characterization tools from the existing ESF facility:
- the existing µARPES endstation, which will probe down to ~10 µm sample size.
- the existing crystal growth chambers (MBE and laser-based).
- a new PEEM, already funded, to be built in FY11.

The completed MAESTRO facility is shown schematically in Fig. 1, while the overall sector layout, including new beamline and optics, is in Fig. 2. Each endstation has a branchline that shares a monochromator and a half-length, 80mm period elliptically polarized undulator.

The beamline and endstation portion of MAESTRO was funded though the DOE SISGR / Midscale Instrumentation program in 2009. Additional funding for the front end and insertion
device was provided by DOE facilities. The beamline and end stations are currently under development with a estimated completion date in late 2012.

**nanoARPES**

Adaptation of ARPES to nanometer-scale spatial resolution will let us determine the electronic properties of new materials whose confined geometries are an intrinsic part of their behavior, or that exist only in nanoscale forms. As a general user facility, nanoARPES enables use-inspired discovery in materials-driven research (catalysis, hydrogen storage, solid state lighting and superconductivity). For example, segregation of nominally homogeneous correlated oxides and doped Mott-Hubbard insulators into electronically distinct domains appears to be a common phenomenon over a wide variety of length scales (many accessible to nanoARPES, see Fig. 31,2,3) but its origin, whether intrinsic or extrinsic, is still obscure. NanoARPES will be able to correlate the electronic structure of individual domains with simultaneous chemical, magnetic, and structural sensitivity to address this issue. As a second example, optimization of thermoelectrics requires control of both phonon and electron degrees of freedom, which

---


can be achieved in materials whose dimensions are comparable to phonon wavelengths. Measuring the electron-phonon coupling in such systems will be possible for the first time, providing valuable information for energy utilization.

Furthermore, while the control of properties such as quasiparticle coherence, electron-phonon coupling, and magnetism by crude macroscopic chemical doping could be studied by ARPES, with nanoARPES these properties can be studied in nanoscale gated device geometries with true electronic control of many-body interactions. For example, we plan to measure electronic properties of laterally confined, gated devices made from graphene and related materials. This program will explore the fundamental physics of such devices, which are proposed to extend Moore’s law as a low-power, smaller-device replacement for silicon, and for quantum computing at room temperature.

How does nanoARPES compare to other tools for spatially-resolved electronic measurements? It can provide both momentum-resolved electronic structure as well as chemical composition and structural information (obtained through core-level photoemission and photoelectron diffraction), which are missing from STM and other atomic-scale scanning probes. It can measure bandstructures with ~20 times smaller length scale and ~20 times better energy resolution than newly developed full-field angular-imaging PEEM-type detectors. Therefore nARPES can spatially resolve many-body interactions and other details that cannot be measured by other techniques.

We demonstrated the feasibility of the nanoARPES technique by building a testbed endstation employing a novel scanning angular-imaging electron lens, and the results are presented in Fig. 4. By this demonstration, we have established a unique capability for small-spot ARPES, although the present capabilities scarcely fulfill the potential of the technique. The endstation is currently limited to moderate spot size (~300 nm) determined by the x-ray Fresnel zone plates (which are not state of the art), and its sensitivity to vibrations; it also lacks variable temperature control. These limitations will be fixed in the new nanoAPRES system currently under construction.

---


The PULSE Institute for Ultrafast Energy Science at SLAC
P.H. Bucksbaum (Director), M. Bogan, H. Dürr, K. Gaffney, M. Gühr, A. Lindenberg, T. Martinez, D. Reis (Deputy Director), J. Stohr, SLAC National Accelerator Laboratory, phb@slac.stanford.edu

PULSE Vision Statement, 2010: The ultrafast laser science initiative underway now at the SLAC National Accelerator Laboratory, has as its centerpiece the Linac Coherent Light Source. LCLS, has been conducting user operations now for nearly a year. It routinely exceeds its original design goals, and reaches new milestones regularly in both tuning capability and instrumentation. Its x-rays are a billion times more brilliant than any other laboratory source. This new class of x-ray sources is revolutionizing many areas of science by making it possible for the first time to see atomic scale structures and simultaneously track atomic motions of the underlying nanoscale processes of energy conversion and transport.

The PULSE mission is to advance the frontiers of ultrafast science at SLAC with particular emphasis on discovery and Grand Challenge energy-related research enabled by LCLS. The PULSE Institute initiates and leads multidisciplinary collaborative research programs in studies of atoms, molecules, nanometer-scale systems, and condensed matter systems, where motion and energy transfer occurs on picosecond, femtosecond, and attosecond time scales. Ultrafast energy research at PULSE combines the disciplines of atomic and molecular physics, ultrafast chemistry and biochemistry, ultrafast condensed matter and materials science, ultrafast x-ray science, nanoscale x-ray imaging science, and the enabling science for next-generation ultrafast light and electron sources. Our metrics of success are the level of the ultrafast science challenges we address, and our progress toward and impact on their solution.

SLAC Photon Science Directorate Reorganization: PULSE has completed a transition mandated by SLAC’s reorganization of the Photon Science Directorate. The Institute is no longer a research division at SLAC, but it still has the status as a Stanford University Independent Laboratory, organized under the office of the Stanford Associate Provost and Dean of Research. The DOE component of PULSE research is now organized by SLAC through two of its newly chartered research divisions. Approximately 40% of the PULSE DOE research portfolio is now managed by the newly-created SLAC Materials Science Division, while the remaining 60% is managed by a new SLAC Chemical Science Division. This annual summary concerns the Materials Science component. We anticipate that this organizational change will allow PULSE to pursue broader collaborative activities in ultrafast science.

The PULSE Institute Laboratory Building at SLAC: PULSE now occupies a newly renovated 18,000 sf laboratory and office building, formerly known as the SLAC Central Lab. This is SLAC’s first venue for laboratory-scale research, and is a model for future program expansion at SLAC. The renovated space provides 18000sf of laboratory and office areas, to enable us to develop close collaborations in important ultrafast areas such as time-resolved photoemission, time-resolved x-ray scattering, support for ultrafast biological imaging, and multidimensional spectroscopy.

PULSE also takes advantage of our proximity to SSRL and to LCLS to build strong SLAC core facilities in laser science and accelerator science. PULSE research utilizes the capabilities of LCLS, but also goes beyond this. For example, PULSE has a vigorous program on high harmonics generation and associated measurement techniques for atoms and molecules on the sub-femtosecond timescale. PULSE research extends to the research floor of the SPEAR3 synchrotron at SLAC, where ultrafast lasers can create transient conditions that are probed by synchrotron radiation. Finally, PULSE develops frontier research that makes use of technologies such as ultrafast imaging of biological and nanoscale materials, and ultrafast x-ray studies of matter in extreme environments. Our aim is to establish the leadership of SLAC research in these areas to solve fundamental challenges in basic energy science.

Education and Outreach: The major educational, physical research, engineering research, and medical research activities at Stanford provide strong support for all of our activities in PULSE. In addition, PULSE has run a successful international ultrafast X-ray Summer School. The Ultrafast X-ray Summer School is a five day residential program hosted annually by PULSE. The goal is to disseminate information and train students and post-docs on new opportunities in ultrafast science, particularly using X-ray Free Electron Lasers. Lectures are presented by expert scientists in this exciting new field. The attendees are expected to
participate in the discussions and to prepare a mock beamtime proposal poster with input from the instrument scientists for the Linac Coherent Light Source. This year’s Ultrafast X-ray Summer School was co-directed by Aaron Lindenberg and Ken Schafer. Next year we will begin an arrangement with CFEL at DESY to alternate responsibility for the summer school. The school will be directed by CFEL scientist Robin Santra, with PULSE scientist Hermann Duerr as co-chair.

PULSE maintains a **visitors program** to enable researchers from around the world to work in our center. These visitors are extremely valuable to the PULSE primary research program. Visitors are given an office, access to PULSE laboratories and institute services, and some expense reimbursement, according to SLAC rules. PULSE extends to them the Stanford designation of Visiting Scientist or Visiting Professor (in line with their rank at their home institution), which entitles them to access to the Stanford Housing Office and the use of the Stanford Library. The budget for this program is relatively modest, particularly when one considers that a senior investigator with major talents and established abilities can be associated as a sabbatical visitor for a year, for less than the cost of a Postdoc. In 2009-2010 the sabbatical visitors were Steve Durbin (Purdue), Ken Schaffer and Mette Gaarde (LSU) and Jon Marangos (Imperial).

**Tasks supported by the Materials Sciences X-ray Scattering Program of BES:** The PULSE tasks in this program are aimed at observing, understanding and controlling ultrafast processes in materials. The emphasis is on grand challenges for energy science that can be addressed using the capabilities of the PULSE Institute and the SLAC National Accelerator Laboratory. The research utilizes our core strengths in magnetic materials (Durr and Stohr), non-equilibrium and nonlinear electronic and phonon interactions (Reis), terahertz scattering and nanoscale phase transitions (Aaron Lindenberg). All tasks that have been approved by the BES Materials Science Division are integrated within the SLAC Materials Science Division and managed as a single coherent unit. This research is described in separate abstracts in this book.

**Find out more:** [http://pulse.slac.stanford.edu](http://pulse.slac.stanford.edu)
Understanding Domain Formation, Interactions and Dynamics

J. D. Budai, J. Z. Tischler, B. C. Larson and G. E. Ice
Materials Science & Technology Division, Oak Ridge National Laboratory
P.O. Box 2008, Oak Ridge TN. 37831-6116
budaijd@ornl.gov

RESEARCH SCOPE
The central research theme is to investigate structural interactions between individual domains in order to understand the underlying origins of physical properties. Domain interactions play a ubiquitous role in materials physics, and consequently, advanced synthesis and processing methods are often based on controlling domain sizes, shapes, strains and orientations. For example, local phase competition and phase separation in strongly-correlated electron systems give rise to exotic macroscopic electronic properties such as colossal magnetoresistance (CMR), metal-insulator transitions (MIT) and superconductivity. In structural materials, strength is largely determined by grain sizes, textures, and defect densities. Thus, understanding how to control local domain morphologies and dynamics can aid our ability to develop advanced materials ranging from novel electronic devices to higher-strength alloys.

In order to probe the local microstructure, composition, strain and defect densities, our research makes use of advances in synchrotron focusing optics and x-ray microscopy techniques. In particular, we use the spatially-resolved, submicron microdiffraction and microfluorescence capabilities developed at the Advanced Photon Source sector 34 to obtain non-destructive, in-situ 2D and 3D quantitative measurements of the local lattice structure, orientation (resolution ~0.01°) and strain tensor (Δd/d~10⁻⁴).

Our research emphasizes local structural interactions in three materials areas:
(1) The relationship between structural and electronic domains in strongly-correlated oxides
(2) The effect of grain interactions in polycrystal 3D grain growth
(3) The local structure within individual nanostructures.

In each case, structural features at nanoscale or mesoscopic lengths play a critical role in determining materials properties. (1) In complex oxides such as manganite systems, strong electronic correlations lead to rich phase diagrams, inhomogeneous spatial variations, and interesting physical phenomena. The structural inhomogeneities vary from nanoscale composition and strain fluctuations to large phase-separated domains, and fundamental questions involving how the lattice couples with the electronic and magnetic domains remain unanswered. (2) In polycrystalline structural materials, controlling grain morphologies and orientations is a key processing goal for thermomechanical treatments. Previous x-ray and neutron studies have characterized only the ensemble-averaged grain sizes and texture development. X-ray microscopy now provides measurements of 3D grain growth with submicron-spatial resolution, and hence enables direct comparisons with computer models of the local grain-by-grain interactions. (3) Increasingly sophisticated nanostructures can be synthesized and x-ray microscopy provides quantitative maps of the internal lattice and domain structures. As x-ray beams become smaller and more intense, it is now possible to map the internal domain structure and dynamics of individual nanocrystals and microcrystals. Our future research in this area will overlap with our investigations of complex oxides, as we will perform in-situ microdiffraction studies of domain interactions during metal-to-insulator transitions in individual complex oxide microcrystals.

RECENT PROGRESS
X-ray investigations of domain formation interactions and dynamics are being pursued in collaborations with researchers carrying out related work in x-ray optics, materials synthesis and theoretical modeling.
**Phase Separation in Manganites** – We have investigated the coupling between structural and electronic phase separation in complex oxide manganite systems using both epitaxial thin films and bulk materials. Complex physical phenomena such as CMR are understood as emerging near phase boundaries from the interactions between coexisting conducting and insulating domains. We have used LaPrCaMnO films grown on different substrates (SrTiO₃, LaAlO₃, SrLaGaO₃, NdGaO₃) to investigate the effect of stress on domain formation and dynamics. Temperature-dependent synchrotron x-ray measurements showed that substrate-induced stresses can be used to directly control the orientations of orthorhombic perovskite LPCMO domains and can generate anisotropic tensile or compressive in-plane strains. Figure 1 shows x-ray orientation and strain measurements from an epitaxial film grown on NdGaO₃. In the same sample, temperature-dependent resistivity measurements along two perpendicular in-plane directions revealed a large anisotropy and significant differences in the percolative metal-insulator transition temperature. We conclude that a preferential orientation of electronic domains is driven by anisotropic long-range strains. These observations suggest that electronic phase domains are more strongly coupled to the lattice strain than to chemical inhomogeneities. We subsequently attempted to directly observe strain domains in LPCMO films using low temperature x-ray microdiffraction to map lattice parameter fluctuations near the transition. Spatially-resolved strain measurements with a ~1 µm diameter x-ray beam did not reveal spatially-separate domains, implying either averaging over nanoscale domains or MIT strain fluctuations less than \( \Delta d/d \sim 10^{-4} \).

![Fig. 1](image)

(a) Temperature dependent lattice parameters for an epitaxial LPCMO film on a NdGaO₃ substrate. (b) Reciprocal-space diffracted intensity at 120K showing that the film is commensurate.

To directly observe spatially-resolved domains, we have also performed x-ray microdiffraction studies of bulk directionally-solidified, eutectic manganite systems consisting of self-organized patterns of large chemically-separate phases. Both (Y,Eu)MnO and (Lu,LaSr)MnO systems (grown by S-W Cheong, Rutgers) exhibit micron-scale coexistence of separate single-crystal lamellar domains (hexagonal/orthorhombic and hexagonal/rhombohedral respectively). These multiferroic systems provide an opportunity to directly map the 3D domains and strain fluctuations. We find that the orientations of the lamellae are consistent with energetic crystal growth predictions and with the formation of low-energy, semi-coherent interfaces. In addition, we observe a bias for larger strain fluctuations in the hexagonal phase and speculate that a smaller number of slip planes are active to relieve thermal stresses in this phase.

**3D Grain Growth in Aluminum** – Using 3D micron-resolution x-ray measurements of thermal grain growth in polycrystalline aluminum, we have demonstrated that the evolution of grain orientations, grain morphologies and local defect densities can be obtained. By mapping the same sample volume after each annealing step, we observed the migration of particular boundary types and observed larger more-perfect grains consuming smaller less-perfect grains. Computer modeling comparisons with Tony Rollett (Carnegie-Mellon) showed that simple, isotropic curvature-driven models are not consistent with the x-ray data, and that lattice orientations, boundary anisotropies and intragranular defect densities all play significant roles in controlling local grain growth. These results also showed that comparisons between theory and experiment were limited by the invasion of grains originating outside the limited sample volume. Thus, although these results represent the first nondestructive, high-resolution measurements of 3D grain growth and affirm the potential for direct quantitative comparison with computer models, they also reveal the pressing need to collect significantly larger data sets.
**Individual Nanocrystals and Microcrystals** – Using advanced x-ray focusing, we have investigated the microstructure within individual nanocrystals and microcrystals. Like bulk materials and thin films, nanostructures can incorporate local defects and different domains. However, small sizes and large surface to volume ratios can lead to novel materials behaviors and properties. Figure 2 shows x-ray induced photoluminescence (PL) propagating along an individual EuAlO nanorod lightpipe (fabricated by Z.W. Pan, UGa) and a Laue microdiffraction pattern. With different compositions and synthesis, these novel luminescent materials exhibit PL changes covering the full optical spectra and different lattice structures, growth morphologies and orientations. Structural measurements have been correlated with the optical properties, and x-ray microdiffraction has identified two new lattice structures that are not known to exist in bulk materials.

**FUTURE PLANS**

Our goal in this program is to investigate how local domain formation, interactions and dynamics give rise to macroscopic physical properties. The motivation and crucial advance is that spatially-resolved measurements enable us to examine the local 3D microstructure and evolution of individual interacting grains or phases. This capability presents opportunities for directly testing theoretical models and will guide the development of a predictive understanding of domain structures and dynamics. Scientific progress will make use of ongoing research collaborations to exploit new developments in materials synthesis, x-ray optics and x-ray techniques.

Understanding how local structural domains couple with electronic and magnetic degrees of freedom will remain a major research thrust in our studies of correlated electron materials. We will use 3D x-ray microdiffraction to study the 3D grain morphology and strain fluctuations associated with self-organization into conducting ferromagnetic, and insulating antiferromagnetic domains. In particular, we will examine whether particular domain morphologies, orientations or strain fields give rise to local chemical or electronic effects such as changes in orbital ordering. As nanoscale x-ray beam sizes become available, we will attempt to determine whether or not electronic phase separation induces nanoscale strain domains in epitaxial manganite films. Quantifying the coupling between electronic and structural domains should provide new insight into the mechanisms driving physical behaviors near phase transitions.

We will combine our research interests in complex oxides and nanostructures in microdiffraction studies of domain formation and dynamics associated with the metal–insulator transition (MIT) in VO$_2$ microcrystals. VO$_2$ is a strongly-correlated electron material exhibiting a first-order phase transition from a monoclinic M1 insulator to a higher-symmetry tetragonal (rutile R) metal at around 67°C. The underlying mechanisms (“Mott” electron-electron versus “Peirls” electron-lattice) driving this MIT remain controversial for this relatively simple lattice. We have tested our ability to obtain and analyze microdiffraction measurements from individual VO$_2$ microcrystals at room temperature. As shown in the stereographic projections in Fig. 3, Laue microdiffraction can identify different individual M1 domain orientations and map domain boundaries. We will use temperature dependent, spatially-resolved measurements to investigate how domains evolve and interact as the microcrystal is cycled through the MIT. We will map local boundary strains, investigate conditions under which other possible phases (monoclinic M2 and triclinic T) can occur, and study how particular microcrystal sizes and substrate strains influence the MIT and phase-coexistence. We will compare x-ray
structural measurements with scanning micro-Raman spectroscopy and near-field scanning microwave microscopy results in order to correlate structural and electronic domain behaviors.

We will also pursue our goal of understanding how local interactions drive 3D thermal grain growth by obtaining large-volume, micron-resolution data sets mapping the intergranular and intragranular structural evolution in polycrystalline metals such as aluminum. To accomplish this, we have acquired a faster x-ray detector system and will develop the needed accelerated “on-the-fly” experimental x-ray techniques. The resulting measurements will enable investigations of local grain-by-grain interactions involving lattice anisotropy, boundary mobilities, strain effects, internal dislocation densities, and precipitate pinning. All must be understood in order to develop predictive capabilities for accurately modeling final microstructures and understanding the structural origins of physical properties. In general, the effects of these microstructural features have been compared only with ensemble-averaged measurements; they now can be quantitatively examined in detail. In particular, since the local defect density (e.g. dislocations) associated with the final stages of recrystallization can affect boundary migration, future modeling work will incorporate energy reductions associated with internal defects. The ability to quantitatively measure substructure of this kind will provide a new opportunity to experimentally establish how local microstructure drives 3D grain evolution.

Publications of DOE Sponsored Research 2008-2010
1. Research Scope

Our work involves studies of strongly correlated condensed matter systems using synchrotron x-ray sources. Much of the work involves using inelastic x-ray scattering (IXS) to study the electronic and vibrational excitations in these systems. Development of instrumentation for IXS is also a strong priority. IXS offers the ability to probe a variety of excitations at moderate energies and high momentum transfers \(q\) that cannot be studied with other techniques. High resolution (meV) IXS allows the study of phonon excitations, while moderate resolution (100 meV) is more appropriate for studies of electronic excitations. Resonant inelastic x-ray scattering (RIXS) is used to study electronic excitations, and is a special case which occurs when the incident energy is tuned to the energy of an atomic transition (absorption edge). For our purposes, this will be the excitation of a core electron with an energy on the order of keV. RIXS allow studies with element selectivity and can provide a large increase in the scattering rate for certain excitations.

Recent work has concentrated on implementing of polarization analysis of the scattered x-ray in RIXS. Other work has included 1) low temperature x-ray diffraction on the so-called supersolid state in solid \(^4\)He, 2) inelastic x-ray scattering studies of the highly correlated liquid metal systems formed by alkali metals in liquid ammonia, and 4) phonon shifts at the superconducting transition in organic superconductors.

2.0. Recent Progress

2.1 Development of polarization analysis for RIXS

The main goal of the current grant is to add the capability for polarization analysis to RIXS. Polarization is one of the three characteristics of a scattered x-ray (along with energy and momentum), but is currently not measured. Polarization studies offer additional information useful for determining the initial and final states of the electronic excitations which are observed. In addition, under certain circumstances, polarization analysis reduces the elastic background and therefore may allow a study of lower energy excitations. Polarization analysis for inelastic x-ray scattering is also one of the stated goals of the APS Upgrade project.

Currently this work is taking place under a Partner User Proposal (PUP) with the APS which provides dedicated beamtime for the project. Our goal is to create a polarization instrument which we can use for our work but which will also be eventually made available for other users. Workers at other x-ray facilities (i.e., SPring-8) are also proceeding along these lines. The Japanese group working on this uses the 006 reflection of flat graphite for their analyzer. However, the efficiency is only about 2%. Considering the low count rate for inelastic x-ray scattering, we feel that a higher efficiency is needed, and indeed we have designed and tested an optical scheme with a measured efficiency of about 12%; in theory, the scheme can yield 2-3 times higher efficiencies than this.
The basic geometry of inelastic x-ray scattering measurements involves an analyzer crystal and a detector which are both on the Roland circle (the distance from the sample to the analyzer is the same as the distance from the analyzer to the detector). However, this condition cannot be met for the entire analyzer but only a point at the center. An exact solution for the analyzer shape (the so-called Johannson geometry) is known. We designed a shape to provide a good approximation to the required shape and had highly oriented pyrolytic graphite (HOPG) grown on the surface. The initial alignment of the polarization element was time-consuming, but we now have a procedure for aligning that is relatively quick. Fig. 1 shows initial data on the spin Peierls compound CuGeO₃ in the sigma-sigma scattering channel. The arrows show the position of peaks we found in our earlier work (without polarization analysis). Even with the short counting time (due to the long setup time) we are able to observe the electronic excitations.

Several challenges remain. First, the energy resolution is about 600 meV, a factor of two worse than we calculated. We think one of the main causes is a small misalignment of the detector; in our next run we will add motorized motion for the detector. Our setup will then have six motorized motions for alignment of the polarization crystal, which allows a systematic alignment procedure and corrections for small errors in the curvature and position of the optic.

2.1 Low temperature x-ray diffraction in solid ⁴He

Recent measurements have found non-classical rotational inertia (NCRI) in solid ⁴He starting at T ~ 200 mK, leading to speculation that a supersolid state may exist in these materials. Differences in the NCRI fraction due to the growth method and annealing history imply that defects play an important role in the effect. Using x-ray synchrotron radiation, we have studied the nature of the crystals and the properties of the defects in solid ⁴He at temperatures down to 50 mK. Measurements of peak intensities and lattice parameters do not show indications of the supersolid transition. Using growth methods similar to those of groups measuring the NCRI we find that large crystals (dimensions ~mm) form. Scanning with a small (down to 10 x 10 µm²) beam, we resolve a mosaic structure within these crystals consistent with small angle grain boundaries. The mosaic shows significant shifts over time even at temperatures far from melting (see Fig. 2). Our main conclusion is that there are...
a large number of mobile defects in these materials, even far from melting.

We have also studied these materials in restricted geometries such as aerogel and Vycor, where the supersolid phase is also found. Fig. 3 shows the power diffraction in aerogel. The structure in the rings (the variation in intensity) indicates a strong texture in the material and implies correlations in the powder orientation during the growth process.

2.3 Inelastic x-ray scattering in metal ammonia systems

Systems created by dissolving elemental metals in liquid ammonia are strongly correlated liquid metals where the electronic correlation strength can be easily changed by altering the electronic density. We have studied [Publication 7] the plasmon in the lithium ammonia system as a function of electronic density using non-resonant inelastic x-ray scattering (IXS), and use this to determine the long wavelength plasmon energy $E_0$ and the plasmon dispersion $\alpha$ as a function of electronic density. The plasmon becomes broader and its dispersion decreases rapidly as we go to lower concentration. We find the density dependence of the exponent of the dispersion coefficient to be larger by an order of magnitude than predicted by the RPA, suggesting a strong increase in the importance of electronic correlations as the density is decreased. The plasmon width increases at lower concentration is consistent with a reduction in screening and behavior that is further removed from a nearly free electron gas.

Fig. 4 shows data at 16 mole percent metal and illustrates the general properties of the plasmon. The plasmon peak grows in intensity, widens, and disperses to higher energies as the $q$ value increases. Above $q_c$, the plasmon broadens rapidly and quickly becomes difficult to distinguish from the background.

2.2.2 Organic superconductors

We have continued our work in the area of phonon shifts at the superconducting transition in exotic organic superconductors. In particular we have studied the shifts in the phonons in $\kappa$-(BEDT-TTF)$_2$-Cu(NCS)$_2$ where (BEDT = Bis(ethylenedithio) tetrathiafulvalene. Over the last year we extended our studies to include $\kappa$-(BEDT-TTF)$_2$-Cu(N(CN)$_2$)Br. Both of these systems are believed to have $d$-wave superconductivity. We see clear shifts in the phonon spectrum of both samples, with a dependence on the energy of the phonons as well as the direction. These shifts are predicted to depend on the energy of the gap, so in principle we may be able to directly determine the energy gap and its symmetry from these measurements. This would provide a direct means for determining the energy gap along different directions, which is difficult to
do with bulk transport measurements. We are currently analyzing the data. We have also been involved in a similar experiment on an iron arsenic superconductor, but in this case where unable to resolve any shifts.

3.0 Future Plans
1. Further improvements in polarization analysis instrumentation. In particular we will be implementing the use of single crystal silicon for the optic, which should greatly increase the efficiency and energy resolution.
2. Begin detailed studies of the polarization scattering in copper germinate and on systems such as the cuprates.
3. More detailed analysis of the phonon shift in the organic superconducting systems is underway, which we hope will allow us to determine the superconducting gap structure.

4.0 Publications from DOE funded Research

Understanding the phase diagram of the cuprate superconductors

Juan Carlos Campuzano
Materials Science Division
Argonne National Laboratory
9700 S. Cass Ave.
Argonne, IL 60439

e-mail: campuzano@anl.gov

Scope of research

My collaborators and I aim to understand the electronic excitations in the high temperature superconductors, and their evolution with doping and temperature, using angle resolved photoemission (ARPES) as the main probe. These cuprates evolve from Mott insulators as charge carriers are added. While much effort has been invested in understanding these materials, and certainly great progress has been made, much remains to be learned. Earlier work concentrated on many of the unusual phenomena, such as the d-wave superconducting order, the pseudogap above the superconducting transition in underdoped samples, etc. Fundamental questions remain, such as the nature of the overall phase diagram, the evolution of the material from an insulator to a superconductor at low temperatures, the same evolution at higher temperatures into a normal state which is not yet understood, etc. These questions require far more systematics, such as a large number of doping values, samples with various chemical substitutions, and studies at a large number of temperatures.

Recent progress

What lies before the superconducting phase: The nodal liquid.

This work concerns the electronic excitations of the non-superconducting state that exists between the antiferromagnetic Mott insulator at zero doping and the superconducting state in Bi$_2$Sr$_2$CaCu$_2$O$_{8+δ}$ (Bi2212). The antiferromagnetic ground state and low-energy excitations in the Mott insulator are well understood. The d-wave nature of the superconducting ground state and its low-lying excitations are also well understood. In between these two phases, for dopings $>0<0.05$ electrons per Cu atom, lies an electronic ground state whose nature is poorly understood. There is little spectroscopic data at low temperatures in this doping range. A crucial problem has been obtaining samples for these doping values for Bi2212. We have obtained ARPES data on single crystals and thin films whose doping levels range all the way from the insulator to the over-doped superconductor, focusing in particular on non-superconducting thin films with an estimated hole doping of $\sim 0.04$. These samples have an insulating upturn in resistance $R(T)$ with decreasing temperature that is well described by 2D-variable range hopping. We have measured the diamagnetic susceptibility down to 1.5 K, and found no trace of superconductivity, with a sensitivity of 1% of the volume fraction.
We find that the state for a doping of ~ 0.04 exhibits some highly unusual features, as its Fermi surface exists only at four points in the Brillouin zone. Quite unlike regular metals, the electronic excitations are not coherent, even at low temperatures. This state has been envisioned in some exotic theories, and called the “nodal metal”. Notably, despite exhibiting a resistivity characteristic of an insulator and the absence of coherent quasiparticle peaks, this material has the same gap structure as the d-wave superconductor. We observe a smooth evolution of the spectrum across the insulator-to-superconductor transition, which suggests that high temperature superconductivity emerges when quantum phase coherence is established in a non-superconducting nodal liquid. We also find the surprising result that the maximum spectral gap follow a simple d-wave behavior for all samples, superconducting and non-superconducting. This ‘d-wave’ gap is universal in nature, and does not distinguish between the d-wave superconductor and the low temperature pseudogap phase. The maximal energy gap values monotonically increase with underdoping, although they might decrease near the superconductor-insulator boundary. Our results confirm an earlier extrapolation, based on ARPES measurements above $T_c$ for underdoped superconducting samples, that the low temperature pseudogap phase should be characterized by a node along the zone diagonal. They are also consistent with thermal conductivity measurements in highly underdoped YBa$_2$Cu$_3$O$_{6+\delta}$, which show that the low temperature heat conductivity divided by the temperature of the insulating phase proximate to the superconducting dome is the same as that in the d-wave superconducting phase, where it is dominated by nodal excitations. The $T=0$ superconductor-to-insulator transition is driven by quantum fluctuations of the phase of the superconducting order parameter. The corresponding thermal fluctuations, which are vortex-like excitations in the pseudogap phase, have been probed by Nernst and diamagnetism experiments. Our observations imply that the sharp quasiparticles of the d-wave superconducting state exist down to the lowest doping levels while rapidly loosing spectral weight, but are no longer visible on the insulating side. Nonetheless, a low energy d-wave like gap survives the phase-disordering transition. Obviously, the node must disappear as the Mott insulator is approached, as indicated by some photoemission studies. Summarizing, we have found spectroscopic evidence for a d-wave nodal liquid ground state in the narrow doping regime between the high $T_c$ superconductor and the undoped Mott antiferromagnet. This quantum liquid has no superconducting order, the transport characteristics of an insulator, no sharp quasiparticles, and yet it has an energy gap that looks just like that of a d-wave superconductor. Since the spectral gap evolves smoothly through the insulator-to-superconductor phase transition, the d-wave superconductor appears to be just a phase-coherent version of the d-wave nodal liquid.

The phase diagram

In order to understand the origin of high temperature superconductivity in copper oxides, we must understand the normal state from which it emerges. We examined the evolution of the normal state electronic excitations with temperature and carrier concentration in Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ using ARPES. In contrast to conventional superconductors, where there is a single temperature scale $T_c$ separating the normal from the superconducting state, the high temperature superconductors exhibit two additional temperature scales. One is the pseudogap scale $T^*$, below which electronic excitations exhibit an energy gap. The second is the coherence scale $T_{coh}$, below which sharp spectral features appear due to increased lifetime of the excitations. We find that $T^*$ and $T_{coh}$ are strongly doping dependent, and cross each other near optimal doping. Thus the highest superconducting $T_c$ emerges from an unusual normal state that is characterized by coherent excitations with an energy gap. General features of the phase diagram of the copper oxide superconductors have been known for some time. The superconducting transition temperature $T_c$ has a dome-like shape in the doping-
temperature plane with a maximum near a doping $\delta \sim 0.16$. While in conventional metals the electronic excitations for $T > T_c$ are (i) gapless and (ii) sharply defined at the Fermi surface, the cuprates violate at least one of these conditions over much of their phase diagram. These deviations from conventional metallic behavior are most easily described in terms of two crossover scales $T^*$ and $T_{coh}$, which correspond to criteria (i) and (ii), respectively.

Our experimental finding that the two crossover lines intersect is not consistent with a single quantum critical point near optimal doping, although more complicated quantum critical scenarios cannot be ruled out. Hence, our results are more naturally consistent with theories of superconductivity for doped Mott insulators. We believe these results represent an important step forward in solving the highly challenging problem of high temperature superconductivity.

**Future plans**

In the normal state of the underdoped high temperature superconductors, instead of a complete Fermi surface above $T_c$, only disconnected Fermi arcs appear, separated by regions that still exhibit an energy gap. The origin of these arcs is an important question in trying to understand the high $T_c$ superconductors. The arcs could have their origin in the formation of a small Fermi surface, were only part of it is visible due to selection rules, or they could be some novel phenomena. One of the leading contenders to explain the phase diagram is a model proposed by Varma, where the presence of a quantum critical point under the superconducting dome near optimal doping determines the crossover lines observed above $T_c$. If such a point were present, there should be a scaling of the spectral function with doping and temperature. However, this model has a very unusual requirement, that is, that the divergence of the order parameter take place in only one dimension, perpendicular to the Fermi surface. In this model, the spectral function does not depend on momentum parallel to the Fermi surface. So far in condensed matter physics, such a strange divergence has never been observed. In other words, the spectral function for all values of doping and temperature could be collapsed onto a single curve, independent of momentum parallel to the Fermi surface. However, for underdoped samples, this is unlikely to be satisfied, as there are strong momentum dependences of the spectral function parallel to the Fermi surface. Therefore, the scaling function should be a multidimensional function. Thus, new procedures will be required to find the scaling conditions. Our preliminary work indicates that finding such a multidimensional scaling function is possible.

**Publications**


Coherent d-Wave Superconducting Gap in Underdoped La2-xSrxCuO4 by Angle-Resolved Photoemission Spectroscopy,

Evidence for pairing above the transition temperature of cuprate superconductors from the electronic dispersion in the pseudogap phase,

Observation of a d-wave nodal liquid in highly underdoped Bi2Sr2CaCu2O8+δ
In situ x-ray study of ammonia borane at high pressures
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Research Scope: Study of behavior of ammonia borane at high pressures

Recent Progress: In situ synchrotron x-ray diffraction experiments of ammonia borane synthesized using sonication assisted direct reaction (sodium borohydride and ammonium formate) were performed under high pressures up to 23 GPa at ambient temperature and up to 4 GPa at elevated temperatures (300K – 505K). At ambient temperature, one first-order phase transition (I4mm to Cmc21) was observed at 1.3 GPa and one second-order phase transition were observed at about 5 GPa. Fitting the measured volumetric compression data to the third order Birch-Murnaghan equation of state reveals a modulus of $K = 9.3 \pm 0.4$ GPa ($K' = 4.8$) for the I4mm phase, $K = 11.9 \pm 0.5$ GPa ($K' = 4.6$) for the Cmc21 phase below 5 GPa, and $K = 37 \pm 4$ GPa ($K' = 4.6$) for pressure above 5 GPa. There is a 6% volume drop at the first order phase transition. Transition pressures from I4mm to Cmc21 phases were determined at elevated temperatures. The phase boundary has a negative claperon slope of -1.67MPa/K. The experiments also reveal a new structural transition when temperature increases to 450K at 4 GPa.
Sample synthesis

The ammonia borane was synthesized through a direct reaction between sodium borohydride and ammonium formate in tetrahydrofuran (THF) solvent:

\[
\text{NaBH}_4 + \text{NH}_4\text{HCO}_2 \rightarrow \text{NH}_3 \text{BH}_3 + \text{H}_2 + \text{NaHCO}_2
\]

Ammonium formate (6.3 gram, 0.1 mol) and sodium borohydride (4.0 gram, ~6% excess of 0.1 mol) were added to 100 mL of THF in a beaker. The reaction starts immediately but takes long time (a few hours) to complete by refluxing the mixture. Sonicking the slurry by placing the beaker in an ultrasonic bath (150W) could shorten the reaction time to 60 minutes. Applying an ultrasonic horn (250W) further reduced the required time down to 30-40 minutes. The ultrasonic horn method also increased the yield of the reaction. Typical yields of the ultrasonic horn synthesis at 30-40 minutes were 80-85%. After sonication, the sodium formate (and unreacted reagents) could be filtered out due to their very limited solubility in THF. The highly soluble ammonia borane in THF was then recovered from the filtrate on the rotary evaporator at room temperature. During the sonication, the slurry could be heated up if the process was too long. Although the heating facilitated the dissolution of the reagents and speeded up the reaction, over sonication (overheating) could cause thermal decomposition of ammonia borane and decrease yield of the reaction. Chilling the slurry during sonication did not seem to be helpful to preserve the yield.

In situ synchrotron x-ray diffraction using a multi-anvil press (MAP)

The cubic-type multi-anvil apparatus (SAM85) at the X17B2 beamline of the National Synchrotron Light Source (NSLS) was used for in situ high pressure x-ray diffraction experiments up to 4.3 GPa at ambient temperature and elevated temperatures for selected pressures. The sample was loaded in a 2 mm diameter chamber of solid pressure transmission medium (made of amorphous boron and epoxy resin, 4:1 in weight) for ambient temperature experiment. A carbon sleeve furnace and BN sample capsule with 1 mm inner diameter were inserted in the chamber for heating experiments. NaCl was placed next to the sample as internal pressure calibrant. The sample pressure was determined by referring the volume change of NaCl measured by x-ray diffraction to the Decker’s scale. Sample temperature is directly measured using a W3%Re-W25%Re thermocouple placed in contact with the sample. Energy dispersive x-ray diffraction was performed using 100µm x 100µm cross-section white beam and germanium solid state detector (SSD).

In situ synchrotron x-ray diffraction using a diamond anvil cell (DAC)

A diamond anvil cell (DAC) with 300 µm culet size was used for in situ high pressure x-ray diffraction experiments up to 20 GPa at ambient temperature. The sample was loaded in a 200 mm diameter hole of steel gasket. Ruby chips were also loaded in the chamber as a pressure calibrant. Because ammonia borane is very soft, no additional pressure medium was used in the
sample chamber (120µm). The sample pressure was determined based on the pressure-induced shift of ruby fluorescence lines. Angle dispersive x-ray diffraction was performed using a monochromatic x-ray beam (λ = 0.4428 Å, cross section 7x12µm) from the bending magnet beamline of HPCAT at the Advanced Photon Source (APS) and Mar345 imaging plate detector.

**Phase transitions at ambient temperature and compressibility**

Two sequences of diffraction patterns were collected from the sample in MAP and DAC as a function of pressure. No transition below 1.1 GPa was observed. A significant change in diffraction pattern occurred at 1.3 GPa, corresponding to a structural transformation. Beyond this phase transition, no remarkable change was observed in the x-ray diffraction up to 22.8 GPa except weakening and broadening of diffraction peaks due to pressurization. The energy dispersive and angle dispersive diffraction data were analyzed using Le Bail and Reltveld refinement techniques, respectively, to derive the sample volume as a function pressure. Before the phase transition at 1.3 GPa, all diffraction patterns match the tetragonal structure with space group of I4mm. After the transition, the diffraction patterns are identified as the Cmc21, in consistent with Filinchuk et al’s observation. A bulk modulus of K = 9.3 ± 0.4 GPa is obtained for the low pressure phase by fitting the compression data into the third order Birch-Murnaghan equation of state with its pressure derivative fixed at K’= 4.8. For the high pressure phase, although there is no characteristic change in the diffraction pattern when the sample pressure crosses 5 GPa where Raman spectroscopic study indicates a phase transition, the compression data show very different character (compressibility) below and above this pressure. If the compression data are divided into two parts at 5 GPa, the fittings yield much better statistic residuals (random). The derived bulk moduli for the two regions are 11.9 ± 0.5 GPa (in the pressure range 1.3 ~ 5 GPa) and 37 ± 4 GPa (in the pressure range 5 ~ 15 GPa) for K’=4.6.

**P-T phase boundary between I4mm and Cmc21 phases**

The transition pressure from I4mm and Cmc21 phase was investigated at elevated temperatures using the MAP. At 300K, the Cmc21 phase appears at 1.5 GPa which is slightly higher than the transition pressure (1.3 GPa) observed in our first run using a difference cell assembly (without heater), indicating a 0.2 GPa pressure uncertainty in these experiments. The transition pressure decreases from 1.5 GPa to 1.1 GPa when temperature increases by 23K (to 323K), and further down to 0.7 GPa when temperature increases to from 323K to 248K (by 25K). The Claperon slope is estimated to be -1.67MPa/K. The negative Claperon slope indicates that the phase transition from I4mm and Cmc21 structure is endothermic.

**New high temperature phase**

Heating experiments on the Cmc21 phase were conducted at 1.3 GPa and 4 GPa. At 1.3 GPa and a heating rate of ~50K/min, no structural transition was observed until melting at 422 K. No structural transition is observed before melting. The x-ray diffraction peaks of Cmc21 phase vanished within 0.5 min after the temperature reached 422K. After melting, the sample was
quenched to ambient temperature, and pressure was then increased to 4 GPa. The sample remained amorphous after quenching, and recrystallized at 4 GPa during compression although the diffraction pattern showed relatively poor powder quality with respect to those obtained just after the \textit{I4mm} to \textit{Cmc2}_1 transition at 1.3 GPa. Upon heating at 4 GPa, a new diffraction pattern different from that of \textit{Cmc2}_1 phase was observed between 450K and 490K, and melting occurred when the sample temperature was increased to 505K. Due to the weak signals of diffraction and poor powder quality of the sample, crystal structure of the new phase cannot be solved using these diffraction data.

**Future Plans:** Improve quality of diffraction data at pressures higher than 10 GPa; collect more data at high pressure and high temperature; solve the crystal structure at high pressure and high temperature; explore high pressure and low temperature region; study pressure influence on decomposition of ammonia borane.

**References to publications of DOE sponsored research that have appeared in 2008-2010 or that have been accepted for publication**


Introduction:

Topological insulators are a new state of quantum matter with a bulk gap and odd number of relativistic Dirac fermions on the surface (Fig. 1). The bulk of such materials is insulating but the surface can conduct electric current with well-defined spin texture. In addition, the relativistic energy-momentum relationship of electrons in these materials provides a great opportunity to study the physics of relativity in a condensed matter system with the velocity of massless particles about 200 times slower than the light speed in vacuum. This family of new materials is an ideal platform for approaching the grand challenges of designing energy-efficient revolutionary new forms of matter with tailored properties, controlling energy flow at the nanoscale and achieving atomically perfect synthesis.

Unlike other materials where the fragile surface states can be easily altered by details in the surface geometry and chemistry, topological insulators are predicted to have unusually robust surface states due to the protection of time-reversal symmetry. These unique states are protected against all time-reversal-invariant perturbations, such as scattering by non-magnetic impurities, crystalline defects, and distortion of the surface itself, and can lead to striking quantum phenomena such as quantum spin Hall effect (Fig. 2A), an image magnetic monopole induced by an electric charge (Fig. 2B), and Majorana fermions (whose anti-particle is itself) induced by proximity effect from a superconductor (Fig. 2C). These novel quantum insulators thus provide a unique opportunity to broadly address the underlying theme of how quantum mechanical phenomena impact behavior of such novel materials.

Technologically, the robust surface state makes these materials desirable for down scaling of devices where the surface/bulk ratio becomes more important. With the large bulk gap compared to the energy scale of room temperature, some topological insulators (e.g. Bi$_2$Te$_3$) could be used for high (room) temperature applications. The surface state with a single linear-dispersing Dirac cone makes it much more convenient to realize the 2D Dirac physics for novel devices, which have attracted a lot of enthusiasm recently due to the discovery of graphene, but without the difficulty encountered by working with the single atomic layer graphene. Furthermore, the dissipationless edge state transport of the topological state and the current flow and spin texture correlation may enable low power spintronics devices.
Recent Progresses:

We have initiated several preliminary and complementary experiments on bulk, thin film and nano-scale topological insulators using various techniques, including ARPES, electric and thermal transport and collaborative STM studies. Beside the experimental work, theoretical calculations relevant to these results by collaborative groups are also being developed. These preliminary studies have demonstrated great scientific and technological significance of topological insulators. Four selected recent or preliminary results are summarized in the following:

1. Realization of Bulk Topological Insulator Bi$_2$Te$_3$ (Science, 325, 178 (2009))

Following a recent theoretical proposal (Zhang, 2009) that predicted a class of stoichiometric materials, Bi$_2$Te$_3$, Bi$_2$Se$_3$ and Sb$_2$Te$_3$, to be the simplest 3D topological insulators whose surface states consist of a single Dirac cone at the $\Gamma$ point, we performed a series of ARPES measurements on all three compounds. The experimentally determined electronic structures are in broad agreement with the theoretical calculations, and demonstrate that the surface state consists of a single nondegenerate Dirac cone. Furthermore, with appropriate hole doping, the Fermi level can be tuned to intersect only the surface states, indicating a full energy gap for the bulk states. Our results establish that Bi$_2$Te$_3$ is a simple model system for the three-dimensional topological insulator with a single Dirac cone on the surface. The large bulk gap of Bi$_2$Te$_3$ also points to promising potential for high-temperature spintronics applications.

2. STM/STS Study on Topological Insulators (Physical Review Letter, 104, 016401 (2010))

To supplement the ARPES measurement on Bi$_2$Te$_3$ electronic structures, STM and STS have also been performed, which exhibit perfect correspondence to ARPES data, hence enabling identification of different regimes measured in the local density of states (LDOS). Oscillations of LDOS near a step are analyzed. Within the main part of the surface band oscillations are strongly damped, supporting the hypothesis of topological protection. At higher energies, as the surface band becomes concave, oscillations appear, dispersing with a wave vector that may result from a hexagonal warping term.


To expand our knowledge of topological insulators and explore the possibility for applications, we studied the transport properties of topological insulators. In order to suppress possible residual bulk carriers coming from defects and increase the surface contribution in the transport measurement, we
fabricated and measured the single crystalline, quasi-1D nanoribbons of Bi$_2$Se$_3$. The observation of the AB oscillations in Bi$_2$Se$_3$ nanostructures provides important insights into the topological surface states. As although a significant portion of the conduction is carried by the bulk states, the interaction between bulk and surface electrons does not destroy the phase coherence of the surface states. Our result also demonstrates that the surface states not only exist on the top and bottom (0001) surfaces but also propagate coherently through the side walls of the nanoribbon, which are terminated with dangling bonds. The coherent motion of the electrons through the side surface is highly nontrivial, providing further evidence for the topological robustness of the surface states.

4. Realization of the insulating massive Dirac fermion state on topological insulators

(Science, 329, 659 (2010))

In addition to a bulk energy gap, topological insulators accommodate a conducting, linearly dispersed Dirac surface state. This state is predicted to become massive if time reversal symmetry is broken, and to become insulating if the Fermi energy is positioned inside both the surface and bulk gaps. We introduced magnetic dopants into the three-dimensional topological insulator Bi$_2$Se$_3$ to break the time reversal symmetry and further position the Fermi energy inside the gaps by simultaneous magnetic and charge doping. The resulting insulating massive Dirac fermion state, which we observed by angle-resolved photoemission, paves the way for studying a range of topological phenomena relevant to both condensed matter and particle physics.

Proposed Researches:

Understanding the rich science and exploring the potential applications of topological insulators require a systematic approach to study them under different forms using complementary experimental methods. Continual feedback between synthesis, characterization, and theory are necessary to build a complete picture of the underlying physics of this novel quantum state of matter. Similarly, perfection in materials is also prerequisite to designing and fabricating functional devices for applications. To achieve our objectives, we propose the following studies:

1. In-situ Material Synthesis and Preparation

Successful understanding of the fundamental properties and application potential of topological insulators relies on high quality samples of different forms suitable for various experimental techniques. Taking advantage of the existing experimental setup and collaborative teams in SLAC, we have successfully obtained high quality bulk to nano-scale single crystal samples for our preliminary works. However, due to the sensitivity of the materials to ambient environments, it is necessary to develop an in-situ sample synthesis/preparation setup in ultra-high vacuum (UHV) environment to ensure the properties studied reflects the true material character. Thus we propose to setup a molecular beam epitaxial (MBE) chamber for in-situ sample growth for the surface sensitive measurements (e.g. photoemission spectroscopy, etc.).

2. Study on Electronics and Structural Properties

Extracting the electronic and structural properties of topological insulators is essential for both the understanding of their underlying physics and potential applications. We plan to use complementary spectroscopic techniques, including photoemission, pump-probe X-ray spectroscopy/scattering, optical spectroscopy and collaborative scanning tunneling microscopy/spectroscopy (STM/STS) experiments for such studies.

Angle resolved photoemission spectroscopy (ARPES) has been proved to be one of the most effective ways to examine the electronic structure of materials, with the state of the art ARPES
beamlines at SSRL and the spin-resolved ARPES spectrometer at SIMES, we can effectively study the electronic (and spin) structure of these materials locally, as demonstrated in our preliminary works.

In addition, at SIMES, we can use the advanced STM/STS equipments for electronic structure study complementary to ARPES and the optical pump-probe ARPES spectrometer for electronic dynamic study; the recently commissioned LCLS further provides the opportunity for pump-probe X-ray scattering for the dynamic study of crystal structures. We will also collaborate with researchers in LBNL for the optical spectroscopy study.

These experiments are the central focus of the proposed program and will be accomplished by leveraging and enriching SLAC's core competency.

3. Study on Electric and Thermal Transport Properties for Applications

The unique properties of topological insulators make them great candidates for many promising applications, such as high efficiency thermoelectric applications, ultra small and low power electronic devices and novel spintronic devices. To bridge the electronic, spin and thermal properties and possible applications, we will perform electric and thermal transport measurements to understand how charges and energy are transported through these topological quantum materials. These are important supplementary activities to enhance the value of core experiments discussed above using SLAC's special photon facilities.

Benefiting from the existing infrastructure of SIMES and Stanford University, we can make use of existing micro-fabrication facilities for device fabrication. The electric and thermal transport will be performed by existing commercial and custom built instruments.

Appendix: Our recent publications on topological insulators:

Research Scope: This research project is a study of the electronic structure and atomistic behavior of selected surface-based nanoscale systems prepared by deposition, artificial layering, self-assembly, and self-organization. Electrons confined in nanoscale systems form discrete states, or quantum well states, which are sensitive to the physical dimensions and boundary conditions. As a result, the electronic properties of such systems including the total energy, electronic charge distribution, and density of states can exhibit substantial quantum variations (or oscillations) as a function of system size and environment. The lattice structure of the system in turn responds to these changes as a result of electron-lattice and electron-phonon coupling, possibly leading to distortions and new structures. These interactions allow modification or tailoring of the physical properties of nanoscale systems by controlling the physical and chemical structures at the atomic scale. At elevated temperatures, entropy and kinetic effects come into play, and morphological evolution, structural transformation, and melting can occur, with possibly little semblance to the corresponding bulk behavior. These effects and phenomena are of basic importance to nanoscale science and technology, a prevailing national research theme. This project aims at a fundamental understanding of the underlying physical principles with a focus on simple model systems mostly based on thin films. Limited by space, just a few highlights will be presented in this report. A complete publication list is provided at the end of this document.

Recent Progress: (1) Using electronic coherence to probe a deeply embedded quantum well in bimetallic Pb/Ag films on Si(111): Characterizing quantum-electronic behavior in buried layers of thin-film systems constitutes an outstanding issue in condensed-matter physics and electronic materials engineering. Though the study of buried structures is of basic importance to thin-film applications, surface-sensitive measurement techniques such as angle-resolved photoemission spectroscopy (ARPES) probe electrons within just the first few Ångströms of a material's surface, rendering them unable to access underlying structures directly. Moreover, the incommensurate interfaces and roughness of intervening films in multilayer systems can obscure the electronic properties of the submerged media. Consequently, investigations of such systems have generally failed to assess the impact of constituent layers on the encompassing system. Using results obtained with ARPES we remedy this shortcoming by examining the manifestation of interfering electrons in atomically uniform Ag films on Si(111) covered by Pb films of various thicknesses. We show that when a Pb slab is joined to an Ag slab, the Ag and Pb electronic structures coherently couple, analogous to a two-layer Fabry-Pérot interferometer. Despite a short photoelectron escape depth, the initial-state wave function sensed by photoemission propagates throughout both the Pb and Ag films due to a long phase coherence length. The large lattice mismatch at the Ag/Si and Pb/Ag interfaces notwithstanding, this long electron coherence length promotes quantum interference and gives rise to an electronic structure characteristic of the entire system. Figure 1 shows that the Ag subband structure caused by quantum confinement can be detected under a thick Pb film. A detailed theoretical modeling based on wave mechanics yields...
calculated spectral functions in good agreement with the experiment.

(2) Pseudogaps in Pb islands mediated by quantum confinement and electron-phonon coupling: This work is based on a collaboration with the group of Prof. Xiao of the Chinese University of Hong Kong. His group performed the measurements, and our group performed the theoretical analysis based on our expertise in quantum confinement effects. Briefly, scanning tunneling spectroscopy measurements of Pb islands on Si(111) at high energy resolution reveal a novel pseudogap, or a pseudopeak for special island heights, around the Fermi level in addition to the usual quantum well states. These pseudogap or peak features persist to temperatures as high as ~80 K. Figure 2(a) shows the tunneling spectra taken from a 19 ML Pb island; the superconducting gap at temperatures below the transition temperature (~7.2 K, nearly the same as the bulk transition temperature) evolves into a pseudogap at higher temperatures. For comparison, the pseudogap behavior of an underdoped Bi2212 high-temperature superconductor is presented in the same figure. The results are very similar. A systematic analysis indicates that electron-phonon scattering is responsible for the observed electronic structure. The pseudogap is observed for many different island thicknesses. Figure 3(a) shows a Pb island with a “crater” in the middle that consists of terraces with thicknesses ranging from 12 to 19 ML. The corresponding tunneling spectra (Fig. 3(b)) show quantum well peaks; the zoomed-in spectra near the Fermi level (Fig. 3(c)) reveal a pseudogap for all thicknesses except 18 and 27 ML for which a pseudopeak is observed instead. At 18 ML and 27 ML, a quantum well peak is almost exactly centered at the Fermi level. The pseudopeak appears as a small bump atop the much broader quantum well peak. The thin curves in Fig. 3(b) are results from our model calculations; a detailed view near the Fermi level is presented in Fig. 3(d). The agreement between experiment and theory is excellent. All of the essential features including the pseudogaps or peaks and quantum well peaks are seen in the calculation.

(3) Passage from spin-polarized surface states to unpolarized quantum well states in topologically nontrivial Sb films: Topological insulators, which possess robust gapless surface states as a result of strong spin-orbit coupling, have attracted much interest because of their unusual surface spin structures. When such materials are reduced to ultrathin films, the spin-split surface states must connect, by analytic continuation, to quantum well states, which are spin-unpolarized in centrosymmetric systems. We have performed a combined experimental and theoretical study to investigate the persistence of these electronic states in ultrathin films. Figure 3(a) shows a STM image of an island with a “crater” in the middle. (b) Experimental tunneling spectra for various terrace heights. Also shown, for comparison, are theoretical tunneling probabilities. (c) Detailed view of the tunneling spectra near the Fermi level. (d) Calculated tunneling probabilities for comparison.
theoretical study of this passage from polarized to unpolarized states in Sb films. Bulk Sb is semimetallic with a negative band gap; nevertheless, it shares the same topological order as Bi_{1-x}Sb_x (0.07 < x < 0.2), the first material identified as a three-dimensional topological insulator. ARPES from Sb films, aided by first-principles calculations, shows smooth dispersion relations associated with this passage; the spin polarizations of the two surface states fade away, while the energy splitting is maintained through the emergence of different charge density patterns of the resulting quantum well states. Our work illustrates the interplay between quantum confinement and topological order.

Future Plans: (1) We will continue our study of the pseudogap/peak feature in Pb films (and other systems) using ARPES. While STM measurements provide unmatched energy resolution, it is important to perform ARPES studies to extract the angular (or in-plane momentum) dependence of the pseudogap/peak feature. This should shed additional light on electron-phonon coupling in a confined geometry. (2) Quantum confinement effects in films should depend on the size of the substrate band gap. Most work today has been based on Si, which has a relatively small gap. We plan to explore the use of substrates with larger band gaps (such as oxides and insulators). Oxide-metal interfaces are of interest to device applications. (3) We will continue to explore modulation effects in films caused by periodic arrays of steps on the substrate surface. The influence of miscut angles on the growth properties and electronic structure will be studied. Specifically, diffraction effects associated with periodic steps and localization effects associated with strong step potentials are of interest. (4) The work on spin-polarized surface states and topologically nontrivial films will continue. We are currently performing experiments and calculations for surface alloys and multilayers involving Bi, Sb, Te, Pb, Ag, and Au. (5) We are expanding our research program on inelastic x-ray scattering (IXS) and thermal diffuse scattering (TDS) studies of (quantum) phase transitions under extreme conditions. A PUP proposal is being assembled for work on f-electron materials, complex oxides, and charge density wave systems. My group is working with a team from the University of Illinois (Abbamonte, Cooper, and Fradkin) and a team from the Advanced Photon Source (Said, Upton, Hong, and Xu) to set up a diamond anvil cell system for high pressure studies at Sector 30. While we are currently focusing on bulk materials, future developments should allow us to examine small systems, grains, and domains.
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Direct X-ray Studies of Emergent Behavior at Epitaxial Interfaces: from 2DEG to Quantum Dots

Roy Clarke
Department of Physics, University of Michigan, Ann Arbor, MI 48109-1040
royc@umich.edu

Research Scope

Unusual and unexpected physical properties are known to emerge from the complex interplay of ionic and electronic rearrangements occurring at interfaces. This opens up a new frontier in materials research with endless possibilities for energy critical applications. Examples include the perovskite family of structures which, in bulk form, exhibit an astonishing variety of correlated electron effects, including high-temperature superconductivity, multiferroic phenomena, exotic magnetic phases, charge density waves and a host of other interesting collective behavior. A major focus of this program is on the behavior of epitaxial thin films and nanostructures in which the interface structure plays a dominant role. This can enable entirely new properties as a result of novel structural arrangements at the heteroepitaxial interface. For example we have provided a structural basis [PRL 99, 155502 (2007)] for the microscopic origin of the novel 2D electron gas at the interface between LaAlO₃ and SrTiO₃ using a direct x-ray phasing technique known as COBRA (Coherent Bragg Rod Analysis). A significant achievement resulting from this work is the development of a solution to the x-ray phase retrieval problem in two-dimensional (i.e. epitaxial) materials and its first application to epitaxial materials, including perovskite oxides and III-V semiconductor materials [Nature Nanotechnology 4, 835 (2009)]. Of particular interest are materials characterized by the appearance of spontaneous order parameters such as remnant electric or magnetic dipole moments. These effects are well known in bulk ferroelectric and ferromagnetic materials, but the equivalent behavior in reduced dimensionality systems is only now being studied in some detail. An exciting prospect is the manipulation of such structures to provide a platform for novel materials applications relevant to energy harvesting and storage. Ultrafast spectroscopy experiments (laser pump/ laser probe and laser pump/ x-ray probe) provide complementary dynamics information on the relevant energy transport processes.

Recent Progress

Functionalized perovskite interfaces for ultrathin ferroelectrics— Recent research has focused mainly on epitaxial ferroelectric thin films with the goal of investigating the role of electrical boundary conditions. Specifically we wished to test whether a two-dimensional electron gas, formed at the interface between the substrate (SrTiO₃) and an ultrathin LaTiO₃ film (see Fig. 1], would serve as a conducting electrode to neutralize the depolarization field resulting from the planar ferroelectric structure. Furthermore we were interested to see if the insertion of the conducting electrode layer based on a LaSrTiO₃-SrTiO₃ interface would maintain the lattice matching conditions necessary for growth of coherent, dislocation-free BaTiO₃. The coherence of the growth is essential for producing the biaxial
strain which first-principles theory predicts to be responsible for stabilizing the ferroelectric structure and producing an enhancement of the spontaneous polarization.

Our first experiments on this system were performed on a sample in which 5 unit cells of LaAlO$_3$ were deposited by PLD on a TiO$_2$-terminated (100) SrTiO$_3$ substrate followed by 3 unit cells of BaTiO$_3$ and a polycrystalline capping layer of gold. An atomic electron density map of multilayer ferroelectric structure, obtained using the direct x-ray phasing technique, COBRA, is shown in Fig. 1a. Small (~0.2 Å) off-center displacements (Fig. 1b) of Ti measured in both the BaTiO$_3$ and nominal LaAlO$_3$ layers indicate the presence of spontaneous polarization.

These findings illustrate the importance of heterointerfaces for the design of epitaxial oxide multilayers with novel electronic and dielectric properties.

The layered electrode structure was further refined by forming an alloy structure at the interface between the substrate and the BaTiO$_3$ film. The alloy composition, La$_x$SrTiO$_3$, was specifically chosen to mimic the form of the actual interface that we had earlier observed at the LaAlO$_3$-SrTiO$_3$ conducting interface. Using this as an epitaxial electrode we find a very interesting result: the Ti-O displacements in the BaTiO$_3$ film are considerably enhanced relative to those seen in the bulk ferroelectric (by as much as a factor of 4) and are even larger than those observed with the LaAlO$_3$ electrode layer that we first tried (see Fig. 1).

A summary of these results is shown below. The most exciting part of these measurements is the unusually large c/a ratio (1.06) that is observed in the BaTiO$_3$ layer as a result of the fully developed spontaneous polarization.
Future Work

Atomic-level Mapping of SrTiO₃ on Si (001) Using Surface X-ray Diffraction and Direct Methods

Christian M. Schlepütz, Naji S. Husseini, Divine P. Kumah1, and Roy Clarke, University of Michigan, Ann Arbor, MI 48109

Yizhak Yacoby, Hebrew University, Jerusalem, Israel

Philip R. Willmott, Matts Bjoerck, and Stephan A. Pauli, Paul Scherrer Institut, Villigen, Switzerland

Maitri P. Warusawithana, and Darrell G. Schlom, Cornell University, Department of Materials Science and Engineering, Ithaca, NY 14853

We have recently begun a new collaboration to study the surface x-ray diffraction from SrTiO₃ layers grown epitaxially on silicon (001) wafers by Darrell Schlom’s group at Cornell. In this epitaxial oxide-on-semiconductor system, the SrTiO₃ was reported to exhibit ferroelectric nanodomains at temperatures well above ambient. X-ray synchrotron radiation measurements, obtained at Advanced Photon Source and
the Swiss Light Source, combined with direct phase-retrieval methods, are used to determine quantitatively the atomic structure and lattice spacings as a function of position relative to the substrate interface. The epitaxial strain is crucial to explaining the stabilization of a spontaneously polarized state of SrTiO$_3$, which is not present in the bulk material. An in-plane 45 degree rotation of the film relative to the silicon substrate, together with $\sim$1.7% compressive strain, brings the SrTiO$_3$ into approximate registry with the substrate. We recently confirmed that 5 unit cells of SrTiO$_3$ on Si exhibit good epitaxial registry, whereas thicker films of 10 unit cells are partially relaxed. The resonant response of the complex x-ray scattering factor, measured by tuning the x-ray energy to the absorption K-edge of Sr, is used to deconvolute the effects of interface roughness, chemical mixing and strain. Control of the structure at the Si-SrTiO$_3$ interface will be essential for engineering ferroelectric-semiconductor hybrid devices. We also wish to take advantage of new laser pump-x-ray probe approaches for the study of the soft mode and pseudospin dynamics in this system.
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High Pressure X-Ray Absorption Studies on Correlated-Electron Systems

Principal Investigator
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Research Scope

The project is funded by a DOE/EPSCoR University/National Laboratory partnership. It revolves around collaboration between the PI, Andrew Cornelius at University of Nevada, Las Vegas (UNLV) and National Laboratory Partner (NLP) Corwin Booth at Lawrence Berkeley National Laboratory (LBNL). The PI has significant expertise in the study of materials at high pressure, low temperature and high magnetic fields. The NLP is a well-known expert in the field of x-ray absorption measurements.

Correlated-electron systems are so named because there are strong interactions between electrons unlike traditional metals such as copper that have weakly interacting “free electrons.” Studies on correlated-electron systems have wide ranging interest from defense related issues to future use in nanoscale devices. Experimental results are a necessity for understanding these complicated materials and allow critical tests to theory.

We strive to further the understanding of two important aspects of correlated-electron materials: energy and length scales. One of the most studied areas in correlated-electron systems is how one energy scale (superconductivity) emerges out of the suppression of another (magnetism) at a quantum critical point (QCP) that is inextricably linked to yet another (Kondo). Another area of wide interest is the Kondo effect on the nanoscale. Understanding this could lead to major breakthroughs in the future of nanoscale magnetic devices.

The study of materials at a QCP has shown a breakdown of standard theories. Recent studies of numerous energy scales near quantum critical points have complicated the situation further. As stated in a recent review by Nigel Hussey, “The physics associated with this new energy scale is a conundrum; it violates not only Landau’s theory, but also the conventional view of quantum criticality and the standard theory of phase transitions.” [N.E. Hussey, Nature Physics 3 (2007) 445.] Clearly, the study of multiple energy scales and quantum criticality are of central importance in our understanding of correlated-electron systems.

In summary, the research would continue our quest for a much needed thorough understanding of correlated-electron systems. The combining of will allow for a thoroughness that will lead to a better understanding of superconductivity, coherence and band formation in correlated-electron materials.
Recent Progress

This project has just started. We have obtained some preliminary results on CeCu$_2$(Si$_{1-x}$Ge$_x$)$_2$. X-ray absorption data were collected in transmission mode on beamline 2-3 at the Stanford Synchrotron Radiation Light source, using Kirpatrick-Baez focusing optics to achieve a beam approximately 2 μm in diameter. Double Si(111) monochromator crystals were detuned 50% to remove unwanted higher harmonic energies. Samples were prepared by grinding them under acetone, then passing through a 20 μm sieve. A small collection of the sieved particles were placed into a Be gasket filled with silicone fluid as a pressure medium and clamped into a DAC. The applied pressure was determined by measuring the laser induced fluorescence energy from a ruby chip that was also loaded into the DAC with the sample.

Data were reduced by fitting a line between 5474 eV and 5670 eV and then subtracting this line over the whole data range. Typically, 16 20 minute scans were collected at each pressure. The averaged data shown in Fig. 1 are also normalized to the step height by extrapolating a line through the data above the main absorption edge to the threshold energy. Given the various errors in this procedure, an offset and a normalizing factor are included in the fits.

![Graph](image)

**Figure 1** – High pressure XANES measurement on a Ce compound at 2.3 GPa and room temperature. The fitting details for this nearly trivalent material are given in the text.

To fit the data, we make the usual assumption that the main peak at about 5725 eV is due to the Ce(III), f1, configuration, and the shoulder at about 5735 eV is due to the Ce(IV), f0, configuration. The data were fit with a simple model using pseudo-Voigt functions with half Gaussian and half Lorenzian character for the Ce(III) and Ce(IV) peaks, together with an integrated pseudo-Voigt (arctan-like) function for the main
absorption step. For CeCu$_2$(Si$_{0.8}$Ge$_{0.2}$)$_2$ shown in Fig. 1, the tetravalent component is very small. Higher pressure causes little change to the valence.

Future Plans

YEAR 1: The project would start with the purchase of a glove box designed to mount air sensitive samples. This is necessary for the molecular systems of interest. A postdoc would be recruited and hopefully arrive by midyear. A graduate student, the PI and Dr. Booth would test and calibrate the high-pressure system (this includes making mounts for the pressure cells for x-ray absorption measurements, testing of the portable ruby fluorescence system for measuring in situ pressure in the diamond anvil cell). Optimization of the high pressure technique will be optimized at the various synchrotron sources.

YEARS 2-3: High-pressure x-ray absorption measurements would be completed. In addition, ancillary high-pressure as well as ambient pressure, temperature dependent measurements would be performed. This coupling of various measuring techniques is vital for a comprehensive understanding of the results. A major goal of this project is to make reliable high-pressure x-ray absorption measurements routine at various synchrotron sources. This will allow us to tackle the new, exciting problems that are bound to arise in correlated-electron systems as well as other fields in materials physics.
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Dynamics of electronic interactions in superconductors and related materials.

Dan Dessau, Dept of Physics, University of Colorado, Boulder, CO 80309
Dessau@Colorado.edu  303-492-1607

- Research Scope or Definition

We primarily utilize high resolution angle-resolved photoemission (ARPES) and are building up to perform pump-probe ARPES with ultrafast lasers in the time domain. The intellectual overlaps and goals of our proposed time-resolved studies are perfectly aligned with and complementary to those of our direct-ARPES experiments.

- Recent Progress

- **New method for extracting superconducting gaps and scattering rates - the ATS or ARPES Tunneling Spectra.** We have devised a new method for extracting superconducting gaps and scattering rates from ARPES, giving us a true quantitative method – something which had been sorely lacking up to now. For example, we find that the true scattering rates are an order of magnitude smaller than inferred from previous ARPES measurements, and the gaps much more accurately follow the d-wave predictions. We have been applying this to the study of the near-nodal states of the high Tc superconductor Bi2212. These states have been almost ignored previously because they are more difficult to study, but these states are critical for studying the superconductivity (the antinodal states are contaminated by the pseudogap).

- **New low energy (<10 meV) kink in the nodal states of Bi2212.** We have found a new low energy kink in the near-nodal

Fig 1. Near nodal gaps Delta and scattering rates Gamma from Bi2212 extracted using our new ATS method (unpublished).

Fig 2. New low energy (<10 meV) nodal kink below Tc in Bi2212 (Plumb et al., PRL 2010).
dispersion of Bi2212, distinct from the higher energy (~70 meV) kink in these materials (fig 2). This kink has a strong temperature dependence, causing the Fermi velocity \( v_F \) to dip strongly below \( T_c \) while the velocity 20 meV below \( E_F \) has only minimal T dependence (right panel). The causes and implications are still under investigation.

- **Uniaxial or “nematic” electronic structure of untwinned single crystals of the parent pnictide superconductor CaFe\(_2\)As\(_2\).** Obtaining the electronic structure of the newly discovered iron-based superconductors is the key to understanding the mechanism of their high-temperature superconductivity. We used ARPES to make direct measurements of the electronic structure and Fermi surface (FS) of the untwinned uniaxial state of CaFe\(_2\)As\(_2\). We observed unequal dispersions and FS geometries along the orthogonal Fe-Fe bond directions. More importantly, unidirectional straight and flat FS segments are observed near the zone center, which indicates the existence of a unidirectional nematic charge density wave order, strengthening the case for a quantum electronic liquid crystalline “nematic” phase. Further, the doping dependence extrapolates to a possible quantum critical point of the disappearance of this order in the heavily overdoped regime of these materials.

  - **Future Plans**

We will continue our direct-ARPES studies of high \( T_c \) superconductors, especially those involving our new ATS method for the study of nodal states as the accuracy this method affords is greatly needed. We also will continue developing our ultrafast laser-based pump-probe ARPES capabilities, as this will be a powerful complementary way to get at the electron dynamics.

  - **References of DOE sponsored research.**
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Research Scope:

The Time Dynamics of Oxides & Related Materials research area within the Stanford Institute for Materials and Energy Sciences (SIMES) at SLAC is largely a LCLS-focused effort using ultrafast and spectroscopy techniques, along with computational simulations, to address and probe electron dynamics in oxide and related materials that display a variety of relaxational behaviors across many timescales, reflecting the couplings of charge, spin, orbital, and lattice degrees of freedom so prevalent in transition metal oxide materials. The understanding of electron dynamic processes is related to a number of grand scientific challenges, as well as a number of use-inspired research focus areas.

The main project is to extend resonant x-ray scattering into the time domain using LCLS & multi-scale simulations. This project has three specific goals: 1) to offer a direct probe of the time evolution of out-of-equilibrium charge transfer processes in correlated, quantum phases of materials; (2) to explore and probe charge and spin dynamics across thermal and quantum phase transitions; 3) to compliment quasi-particle evolution with time-resolved ARPES.

The components include carrying out time-dependent spectroscopies and scattering measurements via pump-probe methods on superconducting, magnetic, semiconducting, as well as ferroelectric materials including numerical simulations and theory, complemented by x-ray studies of materials under pressure using diamond anvil cell techniques. In addition, x-ray scattering and terahertz activities are carried out at FLASH, SSRL and other synchrotron light sources.

We seek to study the nonequilibrium dynamics of materials on ultrafast time scales and atomic length scales, associated with atomic vibrations and making and breaking of chemical bonds. These efforts will lead to a better understanding the fundamental processes relevant for energy relaxation and transport as well as phase transitions occurring on the nanoscale and under extreme conditions, with a goal of understanding and controlling materials properties from the bottom-up.

Recent Results:

We have recently completed a series of successful LCLS runs where the team members joined forces to make the first materials science LCLS run a highly successful one. This includes pump-probe x-ray resonant scattering studies of atoms, charge and spin ordering in stripe ordered nickelates as well as charge ordering across the Verway transition in magnetite and in the tri-tellurides. The time dynamics indicates that the charge order and spin order evolve when pumped under different time scales, each separate from the dynamics of the lattice Bragg peaks.

In addition, a number of benchmarking experiments using resonant soft x-ray inelastic scattering (RIXS) have been performed under equilibrium conditions for the cuprate & pnictide
superconductors, and under diamond anvil cells to explore high spin/low spin and metal-insulator transitions in correlated materials. A review article on RIXS has been submitted to Rev. Mod. Phys. that gives a snapshot of the current state-of-art experiments and theory.

We also have obtained the first images of nonequilibrium phonons throughout the Brillouin zone in photoexcited III-V semiconductors, indium-phosphide (InP) and indium-antimonide (InSb), using picosecond time-resolved diffuse scattering. In each case, we find that the lattice remains out of equilibrium for several hundred picoseconds up to nanoseconds after laser excitation. The nonequilibrium population is dominated by the delayed emission of transverse acoustic phonons that in InP are directed along high-symmetry directions.

Complementary progress has been achieved in calculating time-domain response functions for correlated electron systems using massively parallel multi-scale computing. We have developed a formalism for calculating pump-probe photoemission spectra in correlated systems using a combination of Keldysh and dynamical mean field theory techniques. We have shown how Block oscillations are damped with increasing interactions, and have investigated how the pumped system display spectra which are not simply characterized in terms of equilibrium spectra at elevated temperatures. In particular, we have shown that Mott gaps do not collapse when pumped.

**Future Plans:**

**Multi-scale numerical simulations of time-domain spectroscopies:**

We are developing a complete tool set that combines the best aspects of many different computational techniques to provide the most complete picture of systems in- and out-of-equilibrium. Our efforts include developing massively parallel codes & algorithms, usable on our local cluster, Tier 1 computing facilities at NERSC, and new GPU-based clusters, that combine crystal field/atomic multiplet, quantum cluster, density functional theory, and dynamical mean-field theory methods. Simulations directly relevant to the experimental projects listed below are in progress now.

**Charge and spin dynamics of striped nickelates and other cuprates:**

In stripe ordered nickelates and cuprates, neutron scattering measurements have observed an anomalous softening of the phonon branch for bond-stretching modes near the charge-ordering wave-vector. It has been a long-standing question regarding the relation between the stripe phase and this phonon anomaly. To shed a new light to this problem, we will perform a mode-selective THz pump and resonant x-ray scattering probe experiments on stripe ordered nickelates and cuprates. We would like to manipulate the population of the bond-stretching phonons by pumping the system using a THz laser, and study the response of the stripes using resonant x-ray scattering (diffraction).

**Collective modes in charge density wave and superconducting systems:**

Similar to the proposed work on charge ordered states in transition metal oxides, resonant x-ray scattering will be first performed on TbTe3 and other chalcogenides to monitor the time evolution of the charge modulation after the CDW state has been “melted” or perturbed by the pump laser. Followed by time-resolved RIXS at the CDW wavevector, the dynamics of the CDW in both time and energy domain will be studied. As the formation of the CDW state is related to electron-phonon coupling, an interesting experiment involves THz pumping at the appropriate phonon energy to determine the reaction of the charge during the relaxation process. Of particular interest would be to pump the system with THz radiation at the frequency of its amplitude mode (i.e., the collective mode that directly modulates its order parameter amplitude), thereby studying how the collective “resonance” of the system might be a metric of “emergence”.
Studying cathode materials for lithium batteries at extreme conditions:

While the above projects are focused on determining relaxational dynamics in the ordered state, and states driven by laser fields, we are also interested in quantum critical dynamics in systems driven across phase boundaries via pressure. Experimental study of the mechanisms and transformation pathways involved in phase transitions at high pressure is an important but challenging problem. Extreme environments (e.g. pressure) give us a much broader field to search for new phases with desirable properties, and improving our understanding of the structural modifications that occur in materials can help us design improved materials. One example is studying cathode materials for lithium batteries. LiMn$_2$O$_4$ transforms from its ambient condition cubic, spinel structure to a tetragonal structure at high pressure and that this structural transition is tied to the Jahn-Teller effect. We are currently investigating the effect of nanostructuring (i.e. looking at nanorods and other morphologies) on this transition. Besides static high pressure studies, we also plan to tune a material close to a phase transition using static high pressure and then investigating the dynamic behavior under optical or shock excitation using ultrafast time resolution techniques x-ray scattering techniques. To this end, we have begun tests to investigate phase transitions using high pressure using pump–probe spectroscopy by looking at bismuth (specifically the well known Bi(II) to Bi(III) transition). The pressure dependence of the amplitude and frequency of the coherent phonons and the photo-excited carrier relaxation can give information on electronic band structure.

Non-equilibrium phonons in II-V semiconductors:

The interaction of hot carriers and phonons in solids is a fundamental problem with important implications for energy applications. If the scattering of electrons by phonons and subsequent lattice thermalization is sufficiently fast, the nonequilibrium dynamics minimally impacts the transport and other properties. It is generally assumed that lattice thermalization is relatively fast, effectively occurring on the time-scale of a few optical phonon periods to several picoseconds. However, bottlenecks for the decay of certain modes due to kinematic limitations or small anharmonic coupling can lead to nonequilibrium phonon populations that, for example in polar semiconductors, can affect device performance. Prior experiments on nonequilibrium phonons were limited by time-resolution or to studying relatively long wavelength excitations. In the current experiments, performed at the Advanced Photon Source, we cannot resolve earliest stages of energy transfer between the carriers and the lattice or even the first decay processes of the phonons. The LCLS will allow us to probe these dynamics on their fundamental time-scale. The results have broader implications for the detailed understanding of properties of materials where specific phonons play a defining role in the underlying physics.

Polarization switching in ferroelectric & multiferroic materials:

We are investigating the ultrafast dynamics of ferroelectric and multiferroic oxide materials using femtosecond x-ray diffraction techniques as well as ultrafast optical spectroscopy. We are developing methods for controlling the polarization state in ferroelectrics and recording limits for how fast these materials can switch, while visualizing the flow of energy between light, structural and electronic degrees of freedom, using light spanning the range from THz to x-ray frequencies. We are also exploring the photovoltaic response of these materials, trying to understand the coupled structural and electronic response that leads to charge separation and enhanced photo-voltages in the bulk on ultrafast time-scales.
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Ultrasmall-Angle X-ray Scattering (USAXS) Studies of the Effect of Transition Metal (Ti2+, Ti3+, V3+, Fe3+, and Zr4+) Dopants in NaAlH4 Powders

Tabbetha A. Dobbins
Institute for Micromanufacturing, Louisiana Tech University, Ruston, LA 71272

Transition metal dopants added to complex metal hydrides, specifically to sodium aluminum hydride (NaAlH4), by high energy ball milling enhances dehydrogenation kinetics and induces dehydrogenation reaction reversibility. This study uses ultrasmall angle x-ray scattering (USAXS) to elucidate differences in NaAlH4 particle morphology as dopant type and mill time is varied. Five dopant types were used. Two dopant types were used to represent the best kinetic enhancements having high desorption rates (e.g. TiCl2, TiCl3) and were compared with two dopant types which do not perform as well (e.g. ZrCl4, FeCl3 and VCl3). USAXS data for the doped hydrides were compared with undoped and milled NaAlH4 powders. Mill times used were 0 minutes (blended), 1 minute, 5 minutes, and 25 minutes. As indicated by USAXS power-law scattering data, the undoped NaAlH4 powders are comprised of primary particles having a high surface area (surface fractal geometries) and of smooth colloidal particles. The powders, when catalyzed with a single transition metal cation, and milled for 1 minute, 5 minutes, and 25 minutes show uniformly decreasing hydride particle surface area with mill time. In co-doped systems, USAXS was used to track changes in powder surface area using measured particle sizes and volume fractions. The variation in desorption rates in those co-doped systems were correlated with changes in powder surface area.
From Kinky Physics to Transuranics: f-Electron ARPES at LANL
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Research Scope

The photoemission team at Materials Physics and Applications Division at LANL is involved in the investigation of the electronic structure of f-electron materials. This work is divided between three major sub-tasks: (1) work on cerium, ytterbium and uranium materials at public synchrotron facilities, (2) transuranic (mostly plutonium) research performed with the unique and dedicated Angle Resolved Photoemission (ARPES) setup at LANL and (3) ultrafast experiments on uranium systems with the novel time-resolved ARPES capability at LANL. Below we describe the recent progress in all three sub-tasks covering the period of 2008-2010, and future plans.

Recent Progress

Work at Synchrotron Facilities. Band renormalization effects, especially in strongly correlated systems, lead to significant differences between calculated and measured electronic structures. The origin of band renormalization is linked to many-body effects and some novel theories attempt to reproduce experimental findings by calculating the renormalized band dispersion taking into account such interactions. The most commonly recognized mechanism involves flattening of bands related to increase of the quasiparticle effective mass. We have shown that in addition to band flattening, in 5f systems one may also find band shifts and onset of additional periodicity in band dispersion.

Specifically, we have found and characterized two novel band renormalization mechanisms in a 5f system, USb₂. First, in the ARPES data collected in-plane at the Synchrotron Radiation Center (SRC), we have identified the point-like Fermi surface renormalization effect. A single hole-like parabolic band is predicted by LSDA calculation to touch the Fermi level at Γ point of high symmetry. This band, due to interband scattering process involving a boson, is renormalized below the Fermi surface in a way that induces flattening of the band and shift in the Fermi energy. Two combined effects result in a formation of a kink structure at the energy scale of 21meV and a gap of 17meV, while the Luttinger’s condition of $S_1 = S_2$ is maintained, where $S_1$ and $S_2$ represent the Fermi volume before and after renormalization. The second renormalization mechanism was observed in the perpendicular direction, using the normal emission ARPES technique. Here one needs to consider the Fermi surface of USb₂ consisting of several uniaxial cylindrical sheets. We have found that the bare band LSDA calculation over-counts the number
of sheets by one. Our high resolution normal emission experiments showed that one of the calculated surfaces actually shrinks below the Fermi level. In a normal emission setup, we measured the dispersion of the bands in the Γ-Z direction. We have shown that the bare LSDA bands in this direction can be renormalized numerically using a low-order self-energy expansion in a three-band interband scattering model, and a very good fit between experiment and renormalized calculation is obtained. We conclude that inter-band scattering in USb2 influences the fermiology of this system in terms of changing the shape and number of Fermi sheets. We proposed that similar band renormalization effects may significantly influence the band structure of other f-electron systems, and need to be considered.

**Work at LANL - transuranics.** Plutonium materials from Mott insulators to strongly correlated metals exhibit a wide range of 5f electron characteristics. This indicates that the 5f response may be more than a division between localized and itinerant configurations, but it may be discussed in terms of adaptation to the local environment. The electronic structure of Pu materials is investigated using ARPES, and calculated with advanced models accommodating strong electron correlations. The ARPES results are combined with conventional photoemission to reveal details of the electronic structure evolution including bonding and hybridization between 5f electrons and conduction states. The balance in these strongly correlated materials between the central and periodic potentials is experimentally probed by ARPES providing some insight into 5f adaptive character. Model calculations based on dynamical mean field theory are used for strongly correlated metals, while hybrid functionals cover the Mott insulators. The first ARPES results for PuCoGa5, PuSb2 and PuO2 have been obtained.

The 18.5 K superconductor PuCoGa5 and correlated metal PuSb2 were investigated using ARPES at 10 K. For these strongly correlated metals, the quasiparticle peak at the Fermi energy shows crystal momentum dispersion, providing details into the Fermi surface development and ground state properties. For PuSb2, the ARPES data at a photon energy (hv) of 21.2 eV indicates a peak that disperses through the Fermi energy. At hv=40.8 eV, PuSb2 shows spectral intensity somewhat flat in reciprocal space. The ARPES data for PuCoGa5 show a dispersive feature crossing the Fermi energy at 21.2 eV with a more pronounced response than PuSb2 to the periodic potential at hv=40.8 eV. Photoemission results for the Fermi level as well as the more localized 5f states well-removed from the Fermi energy are used to quantify the 5f and conduction state character. For the Mott insulator actinide oxides, the focus is on identification of the 5f states compared to the valence states. PuO2 is predicted to represent a unique point of convergence for the 5f and ligand states leading to substantial covalent bonding while the light actinide oxide series is otherwise dominated by ionic bonding. The angle-integrated photoemission results for the series of actinide oxides showed a trend toward convergence between the 5f states and the oxygen 2p states predicted by hybrid functional calculations. Testing the covalency prediction for PuO2 directly required ARPES to check for dispersion in the spectral features. The data for PuO2 indicate a substantial dispersion consistent with model calculations. The PuO2 ARPES results may be compared to previous UO2 ARPES results demonstrating the range of 5f character in the Mott insulators from ionic to covalent. With the addition of ARPES to the experimental capabilities for Pu research, it is possible to make a more direct assessment than previously available regarding the balance between localized/itinerant, ionic/covalent, or central/periodic potential arguments for the 5f electrons in Pu materials. Combining Pu ARPES and the wider range of materials with conventional photoemission, the
separation of 5f character into two partitions might well benefit from considering the 5f states as showing an adaptive rather than a dual nature with variations dependent on crystal structure, ligands, and lattice constant.

**Work at LANL – time-resolved ARPES.** A laser-based apparatus suitable for visible pump/VUV probe time-, energy-, and angle-resolved photoemission spectroscopy utilizing high-harmonic generation from a noble gas was recently constructed at LANL using LDRD -DR funding. Tunability in a wide range of energies, currently 20–36 eV, is achieved by using a time-delay compensated monochromator, which also preserves the ultrashort (below 20fs) duration of the XUV pulses. Using an amplified laser system at 10 kHz repetition rate, approximately $10^9$ photons/s per harmonic are made available for photoelectron spectroscopy. Simultaneous energy and momentum measurement is carried out in a hemispherical electron analyzer coupled to a 2D imaging detector.

We have demonstrated the capabilities of the new instrument in terms of selection of the probe wavelength of choice, obtaining angle-integrated photoemission data for UO$_2$ and providing angle-resolved data for URu$_2$Si$_2$. The pump-probe experiment was also conducted on URu$_2$Si$_2$ and results are used to explain the band renormalization processes happening at its hidden order transition. Specifically, the second-order phase transitions are characterized by a quantity called order parameter, which may be identified e.g. with a gap in the excitation spectrum. However, the transition at 17.5K in URu$_2$Si$_2$ is of unknown origin, and the order parameter remains hidden. In recent years about 30 different theories have been proposed to explain the nature of the hidden order transition in this correlated f-electron system. We have proposed a model based on a convolution of hybridization gap and the hidden order gap in one multi-peak structure near the Fermi level in URu$_2$Si$_2$. The evidence for individual components within this structure comes from different experiments, where the most important part, the upper edge of the hidden order gap, is evidenced by the time-resolved measurement of the temperature dependent quasiparticle decay dynamics. The tr-ARPES measurement provided evidence for a long lived feature arising at the Fermi level at temperatures below the hidden order transition in URu$_2$Si$_2$. This finding allows us also to explain apparently contradicting previous measurements of the electronic structure in this compound.

**Future Plans**

We will continue exploring the self-energy approach to f-electron correlated systems at synchrotron facilities. At home, we will focus on measuring the quasiparticle behavior in Pu compounds, especially PuCoGa$_5$ and in Pu metal in the context of duality and adaptive nature, as well as comparing the temperature –dependent measurements with predictions of many-body theories. The time-resolved setup will be used to investigate f-quasiparticle dynamics, especially in the context of direct measurements of the gap size, and by comparing the dynamics for different types of coupling.
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The X-Ray View of Ultrafast Electron and Spin Dynamics in Ferrimagnets
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Scope of research: This project focuses on manipulation and control of long-range magnetic and electronic order by optical, electric and magnetic field pulses. On the one hand, such studies are of direct relevance for establishing the ultimate time scale for magnetic switching in future data storage devices. On the other hand, they serve to disentangle the complex interactions between electronic, spin and lattice degrees of freedom at the heart of modern solid-state physics. The relevant interactions in magnetic solids such as Coulomb, exchange, spin-orbit and electron-phonon interaction are of various strength and lead to different characteristic time scales for energy and angular momentum transfer between orbital, spin and lattice degrees of freedom. Of particular interest for magnetic solids is to understand how and on what timescale the relatively weak spin–orbit coupling can be used to manipulate ferromagnetic order in extreme electromagnetic fields.

Fig. 1: Temporal evolution of spin, S (top curve), and orbital, L (bottom curve), angular momentum following fs laser excitation (1.5 eV photon energy) of a CoPd film with out-of-plane spin orientation. The data clearly demonstrate that the orbital moment precedes the spin moment leading to non-collinear arrangements as indicated in the insets [Boeglin10].

Fig. 1 shows the first example demonstrating the power of fs soft x-ray pulses to probe the different temporal evolution of spin and orbital angular momentum in CoPd following fs laser excitation [Boeglin10]. While the spins carry the dominant part of the total angular momentum, the electron orbits provide a link to the lattice that can act as an angular momentum reservoir [Wietstruk10]. Here we focus on ferrimagnetic materials consisting of two ferromagnetic sublattices that are exchange...
coupled antiferromagnetically. Element specific x-ray scattering and spectroscopy is employed to separate and determine electron and angular momentum exchange between the sublattices on fundamental length and timescales.

Recent progress (subtasks: ‘high field magnetism’ & ‘lattice vs. charge dynamics in magnetite’):

Angular momentum exchange in ferrimagnetic FeCoGd: Exchange interaction, being the strongest force in magnetism, is responsible for ferromagnetic or antiferromagnetic spin ordering. We provide unexpected insights into the physics of magnetism, showing that ultrafast spin reversal in a material with antiferromagnetic coupling of spins occurs via a transient ferromagnetic state. In particular, optical excitation of ferrimagnetic GdFeCo on a time-scale pertinent to the characteristic time of exchange interaction between the rare earth (RE) and transition metal (TM) spins pushes the spin dynamics into a yet unexplored regime, where the two exchange coupled magnetic sublattices demonstrate substantially different dynamics. As a result, the reversal of spins appears to proceed via a novel transient state characterized by a ferromagnetic alignment of the Gd and Fe magnetic moments, despite their ground-state antiferromagnetic coupling. The net magnetic moment of the RE (Gd) sublattice is found to reverse within 1.5 ps, which is substantially slower than the TM (Fe) reversal time of 300 fs. These surprising observations supported by atomistic simulations present a novel concept of manipulating magnetic order on a timescale of the exchange interaction. [Radu10]

Ultrafast melting of charge/orbital order in magnetite: Magnetite is not only the oldest ferrimagnet known to mankind with new applications in modern spintronics it is also the first strongly correlated electron material where a metal–insulator transition was observed. The almost degenerate nature of emerging new states in such materials leads to phase fluctuations on many length and time scales during phase transitions. Our goal is to demonstrate how to separate such phenomena in the time domain. We have studied simultaneously the femtosecond (fs) laser induced melting dynamics of the magnetite charge/orbital order and the evolution of the electronic gap in real time using resonant soft x-ray diffraction with fs free electron laser x-ray pulses. The observation of distinctly different timescales between 300 fs and several ps respectively, demonstrates the interplay between lattice symmetry and electronic order that determines the charge transport in magnetite.

Future work:
The above examples represent proof-of-principle studies demonstrating the capability of probing the flow of energy and angular momentum in solid-state materials in real time. The question remains: On what length scale do these processes evolve? While for charge dynamics we can assume that this is typically set by the size of charge/orbital order domains (ca. 100nm) in correlated materials ultrafast spin dynamics should be governed by the exchange length (ca. 10nm). The coherent fs x-ray flux now available at the Linac Coherent Light Source will enable access to such length scales. Initially we plan to do this using (resonant) x-ray scattering techniques. Our vision is to ultimately ‘image’ snapshots of the evolving spin and charge distribution as indicated schematically in Fig. 2.

The above studies clearly aim at combining fs temporal and nm spacial resolution at LCLS to probe the fastest processes. In addition also ‘slower’ processes take place on the ps time scale. While, for instance, during magnetic switching the initial stimulus is ‘fast’ the subsequent energy dissipation occurs much slower but is essential in completing the whole switching process. In this latter regime near equilibrium angular momentum transfer between spins and lattice can ideally be probed using synchrotron radiation especially in the so-called ‘low alpha’ mode operation, i.e. with reduced bunch length down to several ps [Wietstruck10]. Our preliminary results obtained on magnetite (not shown) indicate that also during laser induced metal-insulator transitions long-lived intermediate
states appear that can be ideally probed with ps temporal resolution available at synchrotron radiation sources such as SSRL.

![Focused X-FEL pulse and reconstruction](image)

**Fig. 2.** Schematics of coherent scattering from fluctuating charge/orbital order domains (blue areas). Real space image reconstruction will be possible using the available XFEL flux and by exploring the samples’ electronic and structural damage thresholds.

We ultimately plan to extend such studies to the use of extremely strong electromagnetic field pulses on magnetic thin films. The goals are to observe and understand how the response of 3d transition metals and oxides to the ultrashort magnetic and electric fields of unprecedented magnitude differs from the response in a more conventional low field regime. The intense field pulses are created with the highly relativistic electron bunches. Peak electric field values up to the gigavolts/meter range and peak magnetic fields in the tens of Tesla are expected and lead to novel effects such as electric field induced magnetic switching [Gamble09]. We will also utilize intense THz electro- magnetic field pulses generated by relativistic electron pulses initially at FLASH and when available also at LCLS. In THz pump - x-ray probe measurements the electric field induced spin dynamics will be probed in the most direct way, i.e. by measuring the valence band photoelectron spin polarization.

**DOE sponsored publications:**


Proximity Effects in Conducting Oxide Heterostructures
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**Research Scope:** This program focuses on the growth behavior and characterization of oxide thin film heterostructures exhibiting novel conduction and/or ferroelectric properties. By exploiting proximity effects induced by heterointerfaces through space charge, elastic strain, and interfacial atomic structure, we create new materials with controllable and previously unattainable properties. These proximity effects are amplified in heterostructures when layer spacings are reduced below distances where electronic charges strongly interact or strain fields overlap. We exploit the unique capabilities of in-situ synchrotron x-ray techniques at the Advanced Photon Source (APS) to determine depth-resolved atomic-level structure and film composition in real-time, in the non-vacuum, elevated temperature environments that are integral to growth and transport behavior. Closely integrated first-principles simulation studies provide understanding of the factors that control strain, composition, and structure during growth, play a key role in identifying and elucidating charge transport mechanisms, and facilitate the development of predictive models for the design of oxide heterostructures with emergent properties.

We emphasize synthesis science, using in-situ synchrotron x-ray techniques to understand and control thin film growth behavior during metal-organic chemical vapor deposition (MOCVD), atomic layer deposition (ALD), or oxide molecular beam epitaxy (MBE). A second emphasis is on structure-property correlations, using and developing forefront x-ray scattering and spectroscopy techniques, combined with in-situ electrical characterization, to investigate behavior in elevated temperature, controlled oxygen partial pressure (pO$_2$) environments. The complex oxide materials that form the building blocks of the heterostructures of interest include, for example, combinations of fast ion conductors such as cubic Y$_2$O$_3$-stabilized ZrO$_2$ (YSZ) or δ-Bi$_2$O$_3$, with the ferroelectrics PbTiO$_3$ or BiFeO$_3$.

**Recent Progress:** In the following, we describe two brief highlights of our recent progress in synthesizing and characterizing oxide heterostructures with unique proximity-induced behavior. These studies demonstrate capabilities and phenomena that will be exploited in our planned studies, which focus on synchrotron x-ray studies of thin film growth science and behavior of oxide thin film heterostructures of conducting and ferroelectric materials.

δ-Bi$_2$O$_3$ Epitaxial Stabilization and Oxygen Ordering (in collaboration with D. Proffit, a Ph.D. student co-advised by J.A. Eastman, and Prof. T.O. Mason from Northwestern University)

Oxide ion conductors are critical components in many important energy conversion devices, including solid oxide fuel cells (SOFCs), oxygen separation membranes, and oxidation catalysts. The fluorite-structured δ-phase of bismuth oxide (δ-Bi$_2$O$_3$) has attracted significant attention because it exhibits much larger ionic conductivity than all other oxides discovered to date; its conductivity at 750°C is more than two orders of magnitude larger than that of the most commonly used electrolyte in SOFCs, YSZ, at the same temperature [1]. In bulk materials, however, this high conductivity phase is stable only from 729-825°C and transformation to other Bi$_2$O$_3$ polymorphs when cooling to room temperature results in a significant reduction in ionic conductivity and may cause deleterious cracking because of the large changes in volume [1].

We recently discovered that δ-Bi$_2$O$_3$ nanostructures [2] and continuous films are stabilized to room temperature by epitaxial growth using MOCVD onto oxide substrates having good lattice match to the δ-phase. Synchrotron x-ray scattering results characterizing the orientation relationships and strain states of Bi$_2$O$_3$ nanostructures are shown in Fig. 1(a, b). Our findings, which were published in Applied Physics Letters [2], represent the first observation of δ-Bi$_2$O$_3$ epitaxial stabilization on oxide substrates and the first demonstration of a tunable δ-Bi$_2$O$_3$ strain state by substrate misfit.
The high ionic conductivity of $\delta$-Bi$_2$O$_3$ derives from the fact that 25% of the oxygen sites in the fluorite structure are vacant because of the +3 valence of the Bi cations. Ordering of these vacant sites, and the accompanying reduction in conductivity, occurs when the $\delta$-phase is stabilized to low temperature by cation doping [3]. Previous studies of undoped $\delta$-Bi$_2$O$_3$ samples did not report oxygen vacancy ordering [4], but were performed only at high temperatures (>729°C), where bulk $\delta$-Bi$_2$O$_3$ is stable. As seen in Fig. 1(c), we recently observed that epitaxial nanoislands of pure $\delta$-Bi$_2$O$_3$ grown onto SrTiO$_3$ or DyScO$_3$ substrates exhibit 1/3-order superstructure peaks at room temperature, in addition to the normal Bragg peaks from the film and the substrate. These superstructure peaks are likely indicative of vacant oxygen site ordering, which has been theoretically predicted to occur in pure $\delta$-Bi$_2$O$_3$ by Aidhy et al [5]. We are currently determining the detailed ordered structure of stabilized $\delta$-Bi$_2$O$_3$ from our diffraction data.

Reversible Chemical Switching of Ferroelectric Oxide Thin Films (in collaboration with G.B. Stephenson and S.K. Streiffer of ANL, and C. Thompson of Northern Illinois University)

Ferroelectric materials display a spontaneous electrical polarization that can be switched to different orientations, typically through application of an electric field. In this study, we demonstrated for the first time that ferroelectric polarization can also be fully and reversibly switched by changing the chemical environment in contact with the surface of the material. This work was published in Physical Review Letters [6] and was the subject of a Viewpoint commentary in Physics [7].

In-situ synchrotron x-ray scattering measurements (Fig. 2) show that high or low pO$_2$ induces outward or inward polarization, respectively, in ultrathin PbTiO$_3$ films. While x-ray scattering is not sensitive to interfacial charge from polarization, it is very sensitive to the atomic positions in the crystal structure of a ferroelectric film that determine its polarization. By characterizing film structure in-situ, under conditions of controlled pO$_2$ and temperature, one sees that the oxygen chemical potential determines the electric potential at the film surface, and that the relationship between electrical and chemical potential is complex. In combination with ab initio-based modeling performed by our collaborators A.M. Rappe and A. Kolpak (U. Penn.), these experiments show that the chemical

Fig. 1. Reciprocal space maps of $\delta$-Bi$_2$O$_3$ films grown on (a) SrTiO$_3$ (001) and (b) DyScO$_3$ (001)$_h$ substrates [2]. As seen, the $\delta$-Bi$_2$O$_3$ 11L CTR is aligned with the substrate 10L CTR, indicating (001) $\delta$-Bi$_2$O$_3$ // (001) perovskite and [110] $\delta$-Bi$_2$O$_3$ // [100] perovskite epitaxy and full lattice match with the substrates. (c) X-ray intensity map of a (110)-type plane in reciprocal space for $\delta$-Bi$_2$O$_3$ nanoislands grown epitaxially onto SrTiO$_3$ (001). These observations at 100°C in pO$_2$ = 10 Torr indicate the presence of superstructure peaks likely due to oxygen ordering, in addition to normal Bragg peaks from the film and substrate.

Fig. 2. Lattice parameter, domain fraction, and polarization derived from x-ray scattering measurements during switching of a 10 nm PbTiO$_3$ film by changing the oxygen partial pressure at its surface. In (a), "butterfly" loops observed below $T_C$ indicate switching.
environment can play a dominant role in determining the behavior of nanoscale ferroelectrics.

**Future Plans:** Our planned research focuses on using synchrotron x-ray scattering and spectroscopy techniques to investigate the growth science of conducting and ferroelectric oxide heterostructures, as well as on understanding the behavior of these heterostructures in elevated temperature, controlled pO2 environments.

**Conducting and ferroelectric oxide thin film growth science**

The strength of proximity effects in thin film oxide heterostructures can be tuned through manipulation of the interfacial spacing and morphology during synthesis. We will utilize state-of-the-art in-situ monitoring techniques to enable the creation of specially designed interfaces during the synthesis of layered or nanocomposite epitaxial oxide thin films. Heterostructures will be created using ALD, MOCVD, and MBE, techniques with proven potential for growing high-quality heterostructures. We have already developed unique facilities at the APS for in-situ studies of oxide MOCVD [8] and ALD [9], and are active participants in a new effort to develop the first-ever capability for in-situ x-ray characterization during oxide MBE [10].

A goal of one initial study will be to determine conditions for growth of epitaxial thin films of $\delta$-Bi$_2$O$_3$ by ALD, including plasma-assisted ALD. Bi$_2$O$_3$ is a material that is known to be difficult to grow by ALD because of issues associated with precursor volatility and thermal stability of the films, particularly in low pO$_2$, elevated temperature environments [11]. As in our recent in-situ x-ray study of ZnO ALD [9], we will employ a combination of reflectivity, high-angle diffraction, and fluorescence techniques to understand the effects of various processing conditions on growth behavior, and will also determine whether high-quality epitaxial single crystal films can be grown by alternating ALD growth cycles with rapid thermal annealing treatments. In the longer term, we will extend these studies to investigate the growth behavior and properties of Bi$_2$O$_3$-containing layered structures and nanocomposites for studies of proximity effects in heterostructures containing combinations of ionic conductors and either ferroelectrics or electronic conductors.

**Behavior of Oxide Thin Film Heterostructures of Conducting and Ferroelectric Materials**

The behavior of conducting and ferroelectric oxides is simultaneously most complex and most interesting under elevated temperature exposure to gaseous environments. Therefore, *in situ* monitoring techniques are critical for understanding not only synthesis, but also the properties of the materials of interest. In our planned studies we will simultaneously determine environmentally-induced structural changes while monitoring either conduction or ferroelectric behavior.

One planned study focuses on the effects of substrate surface polarity on ferroelectric properties. We will compare and contrast the behavior of PbTiO$_3$ films grown on charge-neutral surfaces (e.g., SrTiO$_3$ (001)) with that of the same material grown on substrates with polar surfaces (e.g., DyScO$_3$ (110)). We will determine the effects of substrate polarity on the paraelectric-to-ferroelectric phase transition temperature, the temperature dependence of the polarization magnitude, and the ferroelectric domain structure and switching characteristics.

Another planned study will investigate the possibility of coupled behavior in heterostructures containing a ferroelectric phase (e.g., PbTiO$_3$ or BiFeO$_3$) in close proximity to an ionic conductor (e.g., YSZ or $\delta$-Bi$_2$O$_3$). The polarization in a ferroelectric film is expected to induce a strong effect on the distribution and possibly concentration of oxygen vacancies in an oxide ionic conductor. As the magnitude and direction of the ferroelectric polarization is changed (by either changing pO$_2$ or an applied electric field), we expect this vacancy distribution to also change. Both experimental and theoretical studies are planned to determine the polarization-induced changes in oxygen vacancy concentration and distribution, and to determine the possible effects on ionic transport behavior. A key question that will be addressed is whether the enhanced vacancy concentrations at the ferroelectric/ionic conductor interface are sufficiently mobile to contribute to altering the oxygen diffusion rate in the ionic conductor. Conversely, we will also explore whether rapid oxygen diffusion through the ionic conductor affects the domain structure and/or switching behavior of the ferroelectric.
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Looking deeper into buried nanolayers and electronic structure: standing-wave and angle-resolved soft and hard x-ray photoemission
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Research Overview: New techniques based on synchrotron radiation photoemission are developed and applied to a variety of magnetic materials and nanostructures [1-11]. In particular, nm-scale standing-wave excitation in multilayer spintronic structures reveals depth-dependent composition, magnetization, density-of-states, and, in our most recent data, k-resolved electronic structure via angle-resolved photoemission (ARPES) [1-3, 5, 8, 9]. Standing-wave excitation has also been shown to add the third dimension in photoelectron microscopy [5,9].

Beyond this, the use of hard x-ray excitation in the 3-6 keV regime permits determining these properties for buried layers and interfaces, as well as assessing more cleanly the bulk properties of novel magnetic and semiconductor materials [4,6-8,10,11]. It is only within the past decade that such experiments have begun with energies in the hard x-ray regime above 2 keV and going up to 10 keV or more. Such hard x-ray photoemission (HXPS or HAXPES) measurements are of high interest because they permit obtaining information from deeper below the surface of a solid sample, due to electron inelastic mean free paths (IMFPs) that increase roughly as (kinetic energy)^0.75. HXPS is thus rapidly developing worldwide, but not widely practiced in the US. The HXPS data we have obtained include the first use of nm-scale multilayer standing-wave excitation, proof-of-principle valence-band ARPES results, and hard x-ray photoelectron diffraction (HXPD) effects.

Recent research highlights:

- Depth resolved electronic structure of an LSMO/STO superlattice via standing-wave excited angle-resolved photoemission [11, and to be published]

We have determined the depth-resolved composition profiles and electronic structure of a SrTiO_3/La_{0.67}Sr_{0.33}MnO_3 superlattice via standing-wave (SW) excited angle-resolved soft and hard x-ray photoemission. The epitaxial superlattice samples consisted of 48 and 120 bilayers of STO (15.6 Å-4 unit cells) and LSMO (15.5 Å-4 unit cells). These were studied using excitation energies of 833.2 eV near the La 3d_{5/2} resonance at the ALS, and at 5,946 eV at Spring-8. Analyzing rocking curves at both energies permits determining the precise profile of the bilayers in the superlattice, which varies slightly in thickness from top to bottom, as well as depth-resolved composition profiles and optical constants through the STO/LSMO interface. Some results from this study are shown in Figure 1. Measurements of core-level binding energies through the soft x-ray rocking curve also reveal a shift of the Mn 3p photoemission peak near the interface which is not found for the peaks in any other element; this suggests a change in the Mn bonding near the STO/LSMO interface, and is consistent with Anderson-impurity-model (AIM) calculations incorporating a crystal-field distortion effect. The valence-band density of states also reveals signatures of Mn 3d e_g and t_{2g} and Ti-derived states in the rocking curves, together with their localization character. Finally, some first SW-excited soft x-ray ARPES data shows distinctly different k-space maps of the Mn 3d e_g and t_{2g} states, together with changes near the STO/LSMO interface. These last data represent a step towards depth-resolved ARPES.


- Hard x-ray photoemission measurement of the electronic structures of an epitaxial, semiconducting Cr_{0.80}Al_{0.20} thin film and of Fe_{1-x}Si binary Heusler alloys [Submitted to PRL and to be published]

We have studied the bulk properties of two magnetic alloys, antiferromagnetic Cr_{0.80}Al_{0.20}, together with a pure Cr reference sample, and samples of Fe_{1-x}Si near the Fe_3Si composition, with bulk-sensitive hard x-ray photoemission at SPring8. By performing photoemission measurements in the hard x-ray regime, more specifically with an excitation energy of 5956.4 eV, we increase the inelastic mean-free path of the valence-band electrons by a factor of 3-7 compared to conventional soft x-ray photoemission (500 – 1500 eV). With the ability to thus probe on average 25 atomic layers into the sample, the measurements become truly bulk-sensitive.

Cr_{0.80}Al_{0.20}: These data reveal among other things a semiconducting energy band gap of 85.5±13.9 meV in Cr_{0.80}Al_{0.20}. The valence-band measurements are compared to theoretical density of states calculations, which...
agree in predicting the opening of a gap in the alloy. Core-level spectra are also found to exhibit shifts and satellite effects, and these also will be discussed, in comparison to AIM theory.

**Fe\textsubscript{1-x}Si\textsubscript{x}**: We used hard x-ray photoemission spectroscopy at 5,956 eV to investigate the electronic properties of crystalline and amorphous Fe\textsubscript{1-x}Si\textsubscript{x} with x = 0.22 and 0.35. These alloys are considered to be binary Heusler alloys, with theory predicting significant spin polarization at the Fermi energy, and possible spintronic applications. Films in this composition range can be grown metastably in the bcc structure, thus allowing the effect of composition changes to be studied without a change in crystal structure. The shapes and positions of Si (1s, 2s, 2p) and Fe (2p, 3s, 3p) core levels were investigated for the two compositions (x = 0.22 and 0.35) and for both crystalline and amorphous samples. Analysis of the valence bands, dominated by Fe 4s, Si 3s and Fe 3d levels, revealed significant differences between the compounds of the two compositions and degrees of crystallinity. We find excellent agreement with one-step photoemission calculations based on the coherent potential model and including matrix-element effects.

**Co-authors**: J Karel, AX Gray, C Bordel, Z Boekelheide, DA Stewart, C Papp, B Balke, S Ueda, J Minar, J Braun, H Ebert, K Kobayashi, F Hellman, CS Fadley

**Bulk electronic structure from hard x-ray angle-resolved photoemission: W(110) and a (Ga,Mn)As ferromagnetic semiconductor [11 and to be published]**

We have used hard angle-resolved x-ray photoemission spectroscopy (HARPES) to investigate the electronic structure of W(110) as a first proof-of-principle test case and of ferromagnetic Ga\textsubscript{1-x}Mn\textsubscript{x}As (001) (x ≈ 0.05) compared to pure GaAs as a system of interest in spintronics, measuring in detail both core-level spectra and angle-resolved valence-band spectra. Data were obtained at both SPring-8 and BESSY, with photon energies of 3.2 keV and 6.0 keV. The Ga\textsubscript{1-x}Mn\textsubscript{x}As samples were synthesized by ion implantation and pulsed-laser melting. Measuring at these energies should yield about 10-20 times more bulk-sensitivity than traditional ARPES in the 20-130 eV regime. Dispersive bands are clearly seen in the data for W, GaAs, and Ga\textsubscript{1-x}Mn\textsubscript{x}As, particularly after correction for density of states (DOS)-like intensity due to phonon effects and associated XPD effects. Core-level photoelectron diffraction, multiplet splitings and screening satellites also permit better defining the bulk electronic structure. The valence-level data are compared with one-step photoemission calculations, and found to be in excellent agreement. This includes differences between GaAs and Ga\textsubscript{1-x}Mn\textsubscript{x}As. The prospects for future hard x-ray ARPES (HARPES) will be discussed. Some results from this study are shown in Figures 2 and 3.

**Co-authors**: PR Stone, AX Gray, S Ueda, Y Yamashita, J Fujii, G Panaccione, M Gorgoi, J Minar, J Braun, H Ebert, O Dubon, CS Fadley

**Depth-resolved photoelectron microscopy of nanostructures via soft x-ray standing wave excitation [5,9]**

We have demonstrated the addition of depth resolution to the usual two-dimensional images in photoelectron emission microscopy (PEEM), with application to a wedge-profile sample and a square array of circular magnetic microdots. The method is based on excitation with a soft x-ray standing-wave (SW) generated by Bragg reflection from a multilayer-mirror substrate on which the sample is grown. The standing wave is moved vertically through the sample by imaging the wedge with several SW cycles along it, by varying the photon energy around the Bragg condition, or by using the two in concert [5, 9, and video at: http://www.physics.ucdavis.edu/fadleygroup/]. The experiment was conducted at the soft x-ray beamline UE49PGM-a of the storage ring BESSY-II (Helmholtz Zentrum Berlin) that is equipped with an Elmitec PEEM-II including an integrated photoelectron energy analyzer. Depth-resolved PEEM images were obtained for all of the observed elements. Photoemission intensities based on different core peak intensities as functions of photon energy were compared to x-ray optical theoretical calculations in order to quantitatively derive the depth-resolved film structure of the samples. Figure 4 shows some data from the microdot study. This SW approach thus provides complementary information to the usual lateral information provided by PEEM, and should have wide applicability to studies of magnetic and other nanostructures in the future.


**Selected DOE-Funded Publications**: $R$ = longer review article


Future plans: We will continue with the development, refinement, and application of the nm-scale standing wave and hard x-ray techniques in photoemission, with specific systems of interest being oxide multilayer structures, alloys, and Heusler alloys of interest for spintronic applications. We will also construct a facility at the ALS for carrying out HXPS measurements.

Figures:

Fig. 1. (a) Standing-wave (SW) rocking-curves from Sr $3p_{3/2}$ and Ti $2p_{3/2}$ core levels excited by 5956 eV photons (data from SPring-8) and 833 eV photons (data from the ALS) from a SrTiO$_3$/La$_{0.67}$Sr$_{0.33}$MnO$_3$ multilayer, with both experiment and best-fit X-ray optical theory shown. (b) The detailed interface profiles of concentration derived from the best fit. See publication 11.
Fig 2. HARPES data from W(110) at 30 K with excitation at a photon energy of 5956 eV. (a) The data at 30 K, corrected for DOS and HXPD effects, clearly exhibiting dispersive bands. (b) One step photoemission theory, which exhibits good agreement with experiment. (From publication 11.)

Fig 3. HARPES data from GaAs(001) at 20 K with excitation at a photon energy of 3242 eV. (a) The Brillouin zone, with the expected sampling line shown in red. (b) The corrected data are overlaid with the band structure region that is predicted by a simple free-electron final-state theory calculation to be involved in direct transitions. The band at ca. 13 eV is mostly non-bonding As 4s and so it is core-like, exhibiting HXPD effects. The bands above it are more delocalized, and show dispersion. (c) One step photoemission theory, which exhibits good agreement with experiment. (From publication 11.)

Fig 4. Standing-wave PEEM images at hv-680 eV, for imaging with (a) Al 2p, (b) C 1s, (c) Si 2p, and (d) Co 3p core level intensities. 680 eV is the energy for which the Al image is a maximum off the microdots. (From publication 9.)
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Research Scope
Oxide surfaces play an integral role in fields as diverse as heterogeneous catalysis, solid oxide fuel cells (SOFCs), corrosion, and electronic devices. In all of these instances, the surface interacts closely with its gas phase environment, incorporating or losing oxygen, adsorbing or desorbing reactants and products (often transferring charge in the process), and altering its local structure and composition. These modifications in the surface then lead to changes in its interactions with the gas phase. While these interrelationships complicate studies of the underlying physics, they are characteristic of many important surface reactions. One such reaction is oxygen reduction on La$_{1-x}$Sr$_x$MnO$_3$, a common SOFC cathode. The reaction involves several distinct atomic mechanisms (some of which are illustrated in Fig.1 (a)), but meeting the longstanding goal of lowering SOFC operating temperature will require understanding how each of the various pathways impacts the surface and thus affects the others [1]. Another example is the reported potential of oxide nanoparticles for water oxidation [2]. Although the specific mechanisms are not well-understood, the Co$_3$O$_4$ nanocatalysts demonstrate rates and sizes similar to nature's photosystem II, making them excellent candidates for integrated solar fuel systems.

Aside from their interesting surface properties, many oxides are also electrically active. In some, non-uniform distributions of charge (often point defects in the ionic lattice) lead to local fields, and in others, charged atomic planes contribute to a dipole moment that can be reversed by an applied electric field. With the many advances in oxide heterostructure synthesis, these properties can now be controlled on the near-atomic level. Therefore, although we are only beginning to probe the important interactions between internal field and surface reactivity [3], it is now possible to atomically tailor and dynamically control the catalytic properties of oxide surfaces [4,5]. Needless to say, this has the potential to yield enormous benefits in the areas of energy and environment.

Unfortunately, researchers are still struggling to understand the behavior of “real” oxide surfaces, i.e., surfaces in stable or metastable equilibrium with a reactive environment. The electron-based probes often used for surface characterization cannot function in high pressure environments, and it remains difficult to operate scanning probe microscopes at high temperature or with sufficient time resolution. X-rays, on the other hand, can easily penetrate non-vacuum environments, and the remarkable number of advances in synchrotron-based scattering and
spectroscopic techniques advocated by us [6-9] and several other groups [10,11] have made \textit{in situ} synchrotron methods nearly ideal for studying both ensemble-averaged and local structural and chemical information in real time. In this program, we will employ such \textit{in situ} techniques to synthesize novel oxide surfaces and characterize their behavior in reactive environments, with the oxide materials and reactions to be studied typical of those used in a variety of energy applications. A central goal will be taking advantage of the electrical properties of oxides to create tunable surface properties for reactions with the gas phase (Fig. 1(b)).

**Recent Progress**  
This is a new program building on our recent work demonstrating the strong interaction between the ferroelectric surface and the gas phase [3, 12]. As shown in [12], ferroelectric films of PbTiO$_3$ on SrRuO$_3$ (001) can be switched between up and down polarization states by varying the oxygen partial pressure.

**Future Plans**  
Here we outline our plan for synthesizing and characterizing oxide surfaces with controlled reactivities. The work is categorized into three themes, all utilizing \textit{in situ} synchrotron x-ray techniques at the Advanced Photon Source: (1) Environmental effects on oxide surface reactivity,
Synthesis and surface reactivity of polar nanostructures, and (3) Synthesis and surface reactivity of ferroelectric nanostructures. In the first theme, we investigate the effects of various chemical environments on oxide surfaces. As indicated above, substantial changes can occur on oxide surfaces with the variation of oxygen partial pressure, $p_{O_2}$. In this program, we will not only investigate the effects of $p_{O_2}$, but also $p_{H_2}$, $p_{CO_2}$, $p_{CO}$, $p_{H_2O}$, $p_{CH_4}$, and $p_{CH_3OH}$, and their reactivity with the surface (and with each other). In the second theme, we will focus specifically on the synthesis and characterization of polar oxide films under similar chemical environments. With sufficiently thick films, both the surface and buried interface will require charge compensation, and methods of compensation will be explored. Finally, in the third theme, we will focus on ferroelectric films both with and without ultrathin electrodes and examine adsorption behavior in various polarization and strain states. The concept of dynamic control of adsorption behavior will be tested and explored. We will also investigate the properties of ultrathin, non-ferroelectric oxides grown on ferroelectric supports to determine whether induced polarization can impact surface reactivity.

The principal system of interest in all cases is the thin film perovskite $ABO_3$, where $A = \text{La}, \text{Sr}, \text{or Ba}$ and $B = \text{Ti}, \text{Mn}, \text{Fe}, \text{Co}$, and $\text{Ni}$. Alloys comprised of these constituents (e.g., $\text{La}_1-x\text{Sr}_x\text{Co}_1-y\text{Fe}_y\text{O}_3$), layered variants of the perovskites (e.g., Ruddlesden-Popper or superlattices), and oxides that can be grown epitaxially onto perovskite substrates (e.g., $\text{TiO}_2$) will also be considered since many of these oxides exhibit important surface properties relevant for energy applications. The samples will be thin films grown by oxide molecular beam epitaxy (MBE) on $\text{SrTiO}_3$, the preferred substrate because of the ease of surface preparation with a single termination; for the purposes of manipulating epitaxial strain states, other singly-terminated substrates such as pseudocubic $\text{DyScO}_3$ may also be considered. The excellent lattice-match between these (pseudo)cubic perovskites and use of the oxide MBE growth technique will eliminate uncertainties and problems associated with grain boundaries and dislocations, allowing us to focus on single-crystal films with a well-defined orientation and surface termination.

The x-ray studies will be carried out in situ at the Advanced Photon Source using a miniature reaction chamber permitting resonant x-ray scattering, x-ray spectroscopy, and temperature programmed desorption studies over a wide range of temperatures and gas pressure environments. The chamber has been designed to optimize the detection sensitivity to reaction products from the sample, using a gas chromatograph / mass spectrometer system. The chamber also allows the in situ application of an electric field across the film, which will be important for investigating the effects of ferroelectric polarization on surface reactivity.
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Research Scope  
While design and characterization are crucial components of the development of new materials, synthesis is an equally important step. Synthesis of new materials for energy related applications typically proceeds through a complicated set of metastable states, and sophisticated processes have been developed that rely on the kinetic properties of these states. While these processes are often well understood on a phenomenological level through indirect and ex-situ measurements, many of the underlying mechanisms are still poorly understood. Increases in the brightness of synchrotron x-ray sources have allowed observation of materials dynamics on ever faster timescales, and our research has used this capability to explore basic mechanisms of materials synthesis and processing. As x-ray sources have become brighter, structural transformations occurring on the nanosecond to femtosecond time scale can be studied. The basic interactions that initiate many material processes happen on these time scales in highly local environments (e.g., the creation of a critical nucleus). Thus, in materials applications, ultra-fast phenomena are primarily revealed in nanoscale structures. The emergence of ultra-fast and coherent x-ray sources, both at the Advanced Photon Source (APS) and Linac Coherent Light Source (LCLS), offer new opportunities to explore these fundamental processes by measuring on sub-picosecond time scales and imaging on nanometer length scales.  

Materials physics research in this domain is particularly exciting because of the convergence of the time and length scales of optical and acoustic phonons, liquid diffusive modes, and surface transport dynamics. Figure 1 displays the relationship between time and length in these fundamental dynamic processes. We now have the opportunity to study these processes not only as statistical averages, but as events isolated in both time and space.  

Recent Progress  
The exploitation of these new sources to probe fundamental materials physics requires the development of new, sophisticated technologies to utilize the exceptional x-ray pulses from the LCLS. We made significant progress by utilizing the Sub-Picosecond Pulse Source (SPPS) to explore the initial stages of liquid formation during laser ablation of InSb. Incoherent x-ray diffuse scattering was used to probe the liquid structure [1]. These experiments revealed that there was significant evolution of the structure of the liquid on the picosecond time scale (Figure 2), exactly the temporal region where x-ray photon correlation spectroscopy (XPCS) will be optimized at LCLS.  

Figure 1: The frequency (energy) dependence of phonons and diffusion on wavevector. The red arrow highlights kT at 1000K.
In preparation for experiments at LCLS studying the ultrafast dynamics of ferroelectric switching, we have performed a series of measurements at the APS exploring the effects of intense laser excitation on the polarization structure of PbTiO$_3$ films. These experiments helped clarify the experimental and theoretical background for future LCLS experiments. In particular, we have developed models for the relationship between polarization and film strain state for the ultrafast case where the substrate lattice parameter may not correspond to the film temperature due to temperature transients, and where the surface charge may not have time to respond to changes in the applied field (see Figure 3).

A third, significant development for probing the nanoscale, ultrafast dimension is the development of multilayer Laue (MLL) optics. MLLs offer a practical avenue to focusing x-rays into spot sizes approaching one nanometer. We have fabricated and tested MLLs, and demonstrated a 16 nm focus [2].

**Future Plans**

We currently plan a broad range of experiments that build on our APS research, utilize the technologies we’ve helped develop and expand understanding of materials physics where phonons, diffusion and energy converge. These experiments will utilize both pump-probe and self-synchronized techniques to explore phase transitions and atomic dynamics. Our first efforts will focus on ferroelectric (displacive) phase transitions, XPCS studies of the atomic dynamics of liquids and glasses, and the development of x-ray pump/x-ray probe (XP/XP) measurements.

**Terahertz Optical Switching of Ferroelectrics:** During the last few years, we demonstrated that ultra-thin ferroelectric thin films exhibit unusual behaviors and, recently, that a 10 nm thick PbTiO$_3$ film grown on SrTiO$_3$ could be continuously switched (i.e., without nucleation of domains of the same polarization magnitude, but opposite polarization direction) by controlling the chemical atmosphere to create the required biasing fields. While continuous switching is theoretically possible by directly imposing electric fields, in practice this has never been observed because nucleated switching occurs before a sufficiently large field can be imposed. We will continue to explore the relationships between continuous and nucleated switching in ferroelectrics by using intense, half-cycle terahertz pulses. Based on both theoretical predictions and our experimental results, fields sufficient to bypass nucleation can be generated with the optical lasers available at LCLS. By using the FEL x-ray beam, we will be able to detect the polarization state of the film from lattice parameter measurements. These experiments will be
the first to probe the temporal limits of switching in these technologically important materials, and will probe new regimes of ferroelectric physics that occur before the free surface charge is able to respond to changes in the applied field.

**Atomic Dynamics of Liquids and Glasses:** Despite decades of concentrated effort, the structure and dynamics of amorphous materials and liquids remain partially, and often poorly, understood. The complexity of amorphous materials and their implicit lack of long-range order have made their description very difficult. Standard scattering techniques only yield the pair correlation function and only crudely describe the structure. Unlike crystals, the higher-order spatial correlation functions necessary to characterize fundamental parameters (e.g., bond angle distributions) and to identify basic structural elements (e.g., icosahedra) are not currently available. The coherent, femtosecond hard x-ray pulses from LCLS provide unprecedented opportunities to observe the structure of liquids and glasses down to the atomic length scale, as well as the dynamics of atomic motion in these systems down to the corresponding femtosecond time scale. We recently initiated experiments at LCLS to probe these correlations. We will measure atomic resolution speckle patterns from bulk metallic glasses, such as Ni$_5$Pd$_2$P, using both multi-shot, non-destructive and single shot, destructive modes. These measurements should yield the first higher order atomic correlations from a “simple” glass system. In addition, we will make single-shot measurements from liquids such as Ga and Bi to capture the instantaneous atomic structure. By varying the pulse width (5-500 fs) and monitoring the change in contrast of speckle patterns, we expect to directly observe atomic dynamics in these liquids.

**X-Ray Pump/X-Ray Probe Measurements:** The development of LCLS with its extremely high peak brightness has created the possibility of practical XP/XP (or x-ray pump/laser probe) experiments. Taking advantage of this possibility requires the development of effective x-ray split-and-delay optics to provide access to the crucial four orders of magnitude of time delay between the maximum LCLS pulse length of 500 femtoseconds and five nanoseconds. We will commission the first such instrument [3] in the near future at LCLS and plan to use it to study fundamental beam-matter interactions. As an example of the exciting possibilities, we plan to use this instrument to study the dynamics of charge ordering in La$_{0.75}$Sr$_{0.25}$MnO$_3$ (LSM). LSM exhibits orbital rearrangement and charge ordering at low temperature that can be studied with x-ray diffraction. It has been shown that this charge ordering can be suppressed by irradiation with hard x-rays and recovered by annealing [4,5]. We will perform XP/XP experiments in a temperature range where the charge ordering fully recovers between subsequent LCLS pulses (10 milliseconds), and thus observe the initial stages of the suppression and recovery of charge ordering in LSM.

Finally, these developments at LCLS open up entirely new possibilities for looking at the flow of energy and structural rearrangements in the ultrafast regime. For example, the absorption of a single 24 keV x-ray photon deposits thousands of eV in a very small volume of material. The response of a material to such a localized energy deposition has never been measured. We intend to perform experiments where we locally absorb energy (e.g. in a very small inclusion) and watch the evolution of the inclusion’s structure and the strain state of the host lattice with time. Such measurements should give unique insight into the mechanisms of energy flow and heterogeneous nucleation that are crucial in the synthesis of novel materials.
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Program Scope

The physical properties of novel materials, such as high-temperature superconductors and multiferroics, are all sensitively controlled by correlations and competition among the lattice, electronic, and magnetic degrees of freedom. A comprehensive understanding of the necessary conditions for enhancing or tailoring desirable physical properties has been identified as a Grand Challenge to the scientific community. X-ray and neutron scattering are powerful probes that directly investigate the structural, electronic, and magnetic aspects of complex ground states, phase transitions, and corresponding excitations. Any one of the many different scattering techniques alone can reveal detailed information about the underlying physics. At the Ames Laboratory, the varied expertise of the PIs in different scattering methods is employed in a synergistic approach and systems are studied using a wide range of neutron and x-ray techniques. The experimental program is supported by a closely coupled effort in ab initio band structure calculations, theoretical modeling, and scattering simulations. The emphasis of close coupling between different scattering techniques and theory is a unique approach of our effort.

Recent Progress

Iron arsenide superconductors

Over the past three years we have focused a significant combined x-ray/neutron/theory effort on the study of high-temperature superconductivity (SC) in the iron arsenide compounds where the interplay between SC, magnetism, and structure has become the major scientific theme. The parent $\text{AFe}_2\text{As}_2$ ($\text{A}=\text{Ba}, \text{Sr}, \text{Ca}$) compounds, for example, manifest strong coupling between magnetism and structure illustrated by the observation of a simultaneous transition from a paramagnetic, tetragonal (T) phase to an antiferromagnetic (AFM) ordered, orthorhombic (O) phase. Upon electron-doping through the substitution of Co, Ni, and Rh for Fe, or by applying pressure, both the AFM ordering and structural transition temperatures are suppressed and SC appears. Perhaps most striking is the observation that static AFM order and SC can coexist and compete for the same electrons. The close coupling between structure, magnetism and SC is further established by the surprisingly strong suppression of both the static AFM order and SC can coexist and compete for the same electrons. The close coupling between structure, magnetism and SC is further established by the surprisingly strong suppression of both the static AFM order and SC can coexist and compete for the same electrons. The close coupling between structure, magnetism and SC is further established by the surprisingly strong suppression of both the static AFM order and SC can coexist and compete for the same electrons. The close coupling between structure, magnetism and SC is further established by the surprisingly strong suppression of both the static AFM order and SC can coexist and compete for the same electrons.

- X-ray and neutron diffraction studies observed coupled first-order magnetic and structural transitions in the $\text{AFe}_2\text{As}_2$ parent compounds, revealing strong magnetoelastic coupling.
- Diffraction studies discovered a collapsed tetragonal (cT) phase in $\text{CaFe}_2\text{As}_2$ under modest hydrostatic pressure. In addition to the astonishing change in the c-axis lattice parameter (~10%), the cT phase is also suffers a complete loss of magnetic moment. These results highlight the extreme sensitivity of magnetism to local chemical environments and bonding.
- The comparison of ab initio calculations of phonon spectra with inelastic x-ray and neutron scattering measurements is consistent with a strong influence of magnetism on As vibrations.
• The structural evolution of BaFe$_2$As$_2$ under pressure shares many features with chemical substitution, suggesting that SC results from fine tuning of the electronic band structure.

• Joint x-ray and neutron diffraction studies have shown a striking systematic suppression of both AFM order and the orthorhombic distortion below $T_C$ as a function of composition for Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$, highlighting the competition between AFM ordering and SC that occurs in the midst of strong magnetoelastic coupling.

• X-ray resonant magnetic scattering measurements of the magnetic structure (at the Fe K-edge) concluded that the AFM structure is, indeed, commensurate for Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$.

**XRMS investigations of novel rare earth magnetism**

We have employed XRMS to gain new insights into the magnetic ordering of a wide variety of compounds that are difficult to study via neutron techniques including the Gd$_5$(Ge,Si)$_4$ magnetic refrigeration materials and incommensurate magnetic order in EuRh$_2$As$_2$, a compound closely related to the iron arsenide superconductors. XRMS also offers the capability of elemental specificity in magnetic measurements. For example, multiferroic compounds, exhibiting both ferroelectric and magnetic effects within the same phase, have attracted considerable attention due to the possibility of controlling electric polarization by an applied magnetic field or, conversely, magnetic order through an applied electric field. The hexagonal $R$MnO$_3$ ($R =$ Ho, Dy, Er) are particularly interesting compounds, but the nature of the magnetic ordering in this multicomponent system has been a matter of controversy, only recently resolved by our XRMS investigations of the magnetic order for the $R$ sublattice. In the case of hexagonal HoMnO$_3$, it has been proposed that the application of an electric field changes the AFM order of Ho$^{3+}$ to ferromagnetic order. However, our XRMS and x-ray magnetic circular dichroism (XMCD) studies of HoMnO$_3$ found no dependence of the Ho ordering after applying electric fields up to $1 \times 10^7$ V/m, and concluded that Ho is not responsible for the ferromagnetic response in an applied electric field.

**High-energy single-crystal x-ray diffraction measurements**

Over the past few years we have advanced high-energy single-crystal oscillation techniques, using two-dimensional area detectors, to image extended planes of reciprocal space. This method has been applied, to a variety of systems including:

• The iron arsenide superconductors, for detailed studies of the tetragonal-to-orthorhombic structural distortion, the characterization of the resultant twinning and domain structure, and methods for detwinning crystals through the application of stress.

• Quasicrystals, providing a map of the reciprocal lattice planes perpendicular to 2-, 3- and 5-fold axes and elucidating the nature of disorder and strain inherent to different growth morphologies.

• Investigations of crystallographic phases phase transitions and defects in novel systems such as the heavy fermion compound, LiV$_2$O$_4$.

**Future Plans**

**Iron arsenide superconductors**

Our studies in the Co-doped system have revealed that the interplay between magnetism, SC, and the lattice has two major components; 1) the competition between spin-density-wave and SC gaps, and 2) the coupling of spin fluctuations and lattice distortions, possibly occurring via the nematic degrees of freedom. Our understanding of the Co-doped BaFe$_2$As$_2$ system also provides us with a starting point to investigate the relative importance of these interactions in other systems, specifically the RFeAsO (where single-crystal samples are now available) as well as hole- and isoelectronic-doping of the AFe$_2$As$_2$ compounds. Our XRMS studies of the iron arsenides will be extended to study element specific magnetism associated with the transition metal dopants (e.g. Co, Ru, Mn), in
In addition to Fe, at higher doping concentrations, to establish the nature of the magnetic and structural perturbations introduced by doping.

**Development of high-energy single-crystal methods at the APS**

A key distinguishing feature of the Advanced Photon Source (APS) is the capability for high-energy scattering, which has been exploited for numerous applications including pair distribution function studies, high pressure studies, and investigations of the mechanical behavior of materials. Coupled with the new generation of two-dimensional area detectors, high-energy diffraction studies of powder samples provide an important and complementary path to conventional powder diffraction measurements. The capabilities for high-energy single-crystal diffraction measurements at the APS, however, remain somewhat underdeveloped and there is an emerging need for this technique. We have now established a Partner User effort with the APS to expand our work on high-energy single-crystal methods to develop a high-energy x-ray precession camera for single-crystal studies of materials under extreme environments (pressure, temperature, magnetic field).

**Selected Publications (FY2008-2010)**
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Discovering new phases of matter with useful electronic or magnetic properties is an important goal in modern physics. In the past few years, theoretical developments have uncovered a new phase of quantum matter dubbed "Topological Insulators". Following our experimental discovery of first 3D topological insulators in 2007 (actual observation of topological surface states dates a few years back in connection to our work in thermoelectrics carried out under this DOE grant), we have theoretically predicted (using first-principle calculations) as well as experimentally discovered/demonstrated by directly measuring the topological-order character of the edge-spectrum of single-Dirac-cone topological insulators in 2008. Our discoveries under this DOE grant have open up possibilities for a wide range of novel/exotic experiments with topological quantum phenomena [R1-11].

Under this same DOE grant, we have also pioneered [P2-12] a way to probe the spin degrees of freedom in spin Hall like topological phenomena and demonstrated that topological quantum numbers are completely determined from spin-texture imaging measurements. These spin-sensitive results constitute the first observation of surface electrons collectively carrying a topological-Berry's phase and definite spin chirality. These are the key electronic properties for realizing topological quantum information bits using a topological surface. Recently, we have demonstrated that the topological-order can be maintained at room-temperature without magnetic field, the absence of backscattering or the protected nature of the states and that the materials can be driven to the topological transport regime paving the way for realizing some high-energy-physics-like experiments at table-top settings with wide tunability and systematic quantum control. Following our discovery of single-Dirac-cone topological insulators in binary systems such as the Bi2Se3-class in 2008, we have further discovered several new classes of topological insulators in ternary spin-orbit systems such as the Half-Heuslers, Li-Intermetallics, TIBiTe2-class and in many other compounds. In 2009 we have also discovered Topological-Order in a doped topological...
insulator as it becomes a superconductor. Following our work, these materials and phenomena are now being studied worldwide by many other groups.

Topological Insulators and Superconductors have been proposed as a possible route to fault-tolerant (topological) quantum computing and related spin-orbit Dirac materials can potentially provide low-power (energy-saving) spin currents for electronic/spintronics applications. On the other hand, doped Mott insulators on triangular lattices not only exhibit exotic superconductivity, spin-liquid behavior but also feature high thermopower figure of merit for applications also being studied under this DOE grant. Currently, there is no obvious application of spin-liquids but some spin-liquids may exhibit “exotic topological order (related to ground-state degeneracy)” and fractionalization which is of much interest.

In an ordinary insulator, such as diamond, the occupied electronic levels are separated from unoccupied levels by a large energy barrier known as an energy gap. The energy gap prevents current flow when an electric field is applied. In topological insulators, electrons can bypass the energy gap by moving out to the surfaces of the insulator. The energy vs. velocity behavior of these unusual electrons moving on the surface is light-like. They exhibit many unusual quantum properties which can be harnessed to improve spin-based electronics, novel forms of quantum computing and energy-efficient devices. This project will focus on studying the details of the novel quantum behaviors of electrons moving on the surface which will in turn not only lead to better understanding of the mechanism for doing so but also likely discover new pathways to applications. Students working on this project will develop expertise in vacuum and nano-technology,
material characterization methodologies, and advanced x-ray optics and electronic spectroscopy techniques preparing them for scientific careers in industry, academia or government laboratories.

Spin-resolved ARPES and related novel spin-sensitive ultra-fast time-resolved X-ray spectroscopic methods and more generally, various state-of-the-art Synchrotron and next-generation X-ray FELs will be used to explore the fundamental physics of topological insulators and topological superconductors.
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Sputter deposition is widely used for making thin films for an enormous range of applications. The objective of this project is to determine the roughening and smoothing mechanisms using real-time x-ray scattering to study the surface evolution of sputter-deposited amorphous films. The results are directly applicable to multilayer structures used in multilayer Laue lenses for nm-scale focusing of x-rays.

We have also recently added the capability to perform Pulsed Laser Deposition. These experiments are aimed at studies of mechanisms in epitaxial growth. First results on growth of Ge on Ge(001) in ultra-high vacuum are described below.

Real-time Grazing Incidence Small Angle X-ray Scattering (GISAXS) can reveal fundamental aspects of surface growth phenomena in a straightforward and quantitative way because the GISAXS intensity profile is directly related to the Power-Spectral Density (PSD) of the surface during the thin films growth processes (Fig. 1). The PSD represents the spatial frequency spectrum of the surface roughness. The PSD evolution of the surface thus gives insight into the smoothing and roughening mechanisms inherent to the growth process. We also employ Grazing Incidence X-ray Diffraction for studies of crystalline films. Measurements are performed using the real-time growth apparatus at the National Synchrotron Light Source, beamline X21. A 384 channel fast linear position-sensitive detector (0.125 mm per channel) is oriented in the plane of the surface for the measurements.

Figure 1. Schematic of the real-time x-ray scattering method to study the surface morphology evolution during thin film growth by sputter deposition. The scattering pattern evolves as the film thickness and roughness spectrum change during deposition.
Recent Progress: Roughening and Stress Transitions in Sputter Deposition

Prior in-situ studies of WSi$_2$/Si multilayer deposition have shown that deposition at 6 mTorr background Ar pressure results in an alternating roughness, i.e. the Si layer is observed to roughen monotonically, while the WSi$_2$ layer smoothes out when deposited on top of a rough layer. Deposition at higher Ar background pressures has quite a different character, since both Si and WSi$_2$ layers roughen rapidly. The smoothing of WSi$_2$ at pressures below 6 mTorr is linked to the energy spectrum of sputtered particles reaching the surface, which can have energies > 100 eV. We know that there are efficient smoothing mechanisms that are operative in this energy range from our recent work on ion erosion of surfaces. The measured PSD is in agreement with the Edwards-Wilkinson model, indicating an impact induced downhill current mechanism.

More recently, we have studied WSi$_2$ deposition in more detail using GISAXS in order to provide insight into the strong roughening effect observed in the high pressure (> 6 mTorr) regime. This study has resolved fundamental questions about the origin of stress and roughness in thin films formed by sputter deposition as the background gas pressure is increased beyond a threshold value. Comparison of real-time GISAXS data with theoretical power spectral density curves shows that the surface roughness spectrum closely resembles the PSD predicted by a simple linear growth model with uncorrelated noise in the deposition flux as the only roughening mechanism.

Figure 2. The image on the left shows predicted curves for the evolution of the Power Spectral Density as a function of time for a simple roughening model. The plot on the right shows GISAXS intensity profile evolution for WSi$_2$ deposited at 8 mTorr. The x-ray energy was 10 keV.

Figure 3. Mechanism of the pressure dependent roughening transition in sputter deposition. The same effect leads to a transition between compressive and tensile stress.
mechanism (Fig. 2). However, surprisingly, the noise corresponds to deposited particle sizes significantly larger than individual atoms, as we had originally assumed. The picture that has emerged is illustrated in Fig. 3. Film roughness and tensile stress are caused by formation of nanoparticles in the plasma/gas phase for Ar pressures above the threshold. Particle sizes for WSi$_2$ inferred from GISAXS spectra increase from $\sim$1 atom at 6 mTorr to hundreds of atoms at 10 mTorr. Particle size determines the roughening rate of amorphous thin films. Stress in WSi$_2$/Si multilayers deposited above the transition pressure becomes tensile when formed from nanoparticles due to particle coalescence and elimination of nano-voids.

Recent Progress: Assembly of Relaxed 2D Islands in Pulsed Laser Deposition

PLD produces a high nucleation density due to the high peak flux of particles onto the surface during each pulse. Fig. 5 shows GIXD data at (110.05) during two deposition bursts onto a Ge (001) surface up to a final coverage of 0.3 monolayers. Relaxation between deposition bursts with time constant on the order of 100 - 200 sec is apparent. One of the main results of this study is that lattice relaxation occurs in the 2D islands due to anisotropic strain induced by the dimers. The islands are fully coherent with the substrate, but they can relax due to the fact that the islands are small ($\sim$10 nm). We observe a $\sim$3% contraction of the lattice parameter along the dimer direction and an expansion in the orthogonal direction. This configuration is metastable on modest annealing. Also, further deposition leads to 2D multilevel islands. The results, taken together, suggest that the lattice strain caused by the surface reconstruction plays a role in the transition of the surface from flat to mounded growth, which is known to occur for Ge in MBE growth and also in PLD.

Figure 4. Cross sectional TEM image of a WSi$_2$/Si multilayer with 5 periods. Acknowledgement: Mark Kirk.

Figure 5. First pulsed laser deposition results for Ge homoepitaxy on Ge(001). The results show that two dimensional dimer islands are formed on the surface, which continue to evolve after the deposition is halted. (a) Raw time resolved data during deposition at 10 Hz and relaxation, (b) In-plane reciprocal space slices showing evidence for the evolution of coherent strain relaxed dimer islands. (c) Time dependence of the specular (C) and relaxed peaks (L, H). (d) Cartoon showing dimer islands on Ge(001). Arrows indicate the directions of anisotropic strain.
**Future Plans**

Future work will continue in three major directions:

1. We will continue the real-time x-ray scattering studies of epitaxial growth, but turning our attention to complex oxide materials. Materials of interest include multiferroic BiFeO$_3$, which can be grown as a strained layer on a number of substrate materials. We will compare film growth by Sputter Deposition and PLD processes, which are similar in some respects, but different due to the unique time structure of PLD. Questions will include how to control growth modes such as step flow growth. Very little is known about growth modes in complex oxide growth, largely due to the lack of characterization methods for growth studies during Sputter Deposition or PLD.

2. Studies of nanoparticle formation in sputter deposition in support of the growth experiments. Initially, we plan to investigate elemental Fe sputtering, because Fe is a component of BiFeO$_3$ and we need to understand the conditions under which nanoparticles are formed in the deposition flux. In addition, Fe nanoparticles formed by plasma-gas aggregation are of current interest, partly because the Fe can be oxidized to form Fe$_2$O$_3$ or Fe/Fe$_2$O$_3$ core/shell structures. This effect is also of interest for the growth of complex oxides because it raises the possibility that the “assembly” step of complex oxide film growth may occur in the plasma-gas phase under some conditions.

3. Sputter deposition of amorphous silicon films in collaboration with Prof. Karl Ludwig at Boston University. We will investigate roughening and smoothening mechanisms during deposition. The issue here is to determine whether impact induced smoothing is a dominant process under any deposition conditions, and to ultimately explore roughening transitions if they exist.

**References**

Program Scope

This program is organized around the goal of understanding the role of electron correlations in determining the materials properties of strongly correlated electron systems such as high-temperature superconductors and related materials. The principal technique used is x-ray scattering, with experiments performed at the NSLS at BNL, and at other facilities in the US and abroad. Inelastic scattering and resonant scattering techniques are used to probe the ground state and excitation spectrum of the electronic degrees of freedom. Problems to be addressed include the role of electron-lattice coupling in determining the physics of these materials, the role of inhomogeneities; their statics and dynamics, in determining the materials properties and the effect that breaking translational symmetry through the presence of a surface or interface has on the electronic properties of the system.

Recent Progress

Electronic Excitations in cuprates. We have used resonant inelastic x-ray scattering (RIXS) to study the momentum-resolved excitations in a variety of low-dimensional cuprates in the energy range 0 – 10 eV [1,2,22]. By comparing RIXS data to EELS and optical spectroscopy, we have shown that the loss function may be measured, modulo a resonant prefactor, to a good approximation for certain cuprates [13]. In studies of La$_{2-x}$Sr$_x$CuO$_4$, new excitations were observed in the mid-IR range around 500 meV. The momentum, doping and temperature dependence of these excitations revealed them to be magnetic in origin, in particular two-magnon excitations [4,20]. Measurements of such high energy magnetic excitations can reveal details of the spin-Hamiltonian in an energy range that is difficult for inelastic neutron scattering to reach. A review of this technique and the enormous advances that have been made in this area over the last decade will be published in Rev. Mod. Phys. [17].

Electron-phonon coupling in superconductors. The discovery of Fe-based superconductors has provided a new route to explore mechanisms for high temperature superconductivity. We have studied SmFeAsO$_{0.6}$F$_{0.35}$ which has the highest T$_c$ (= 55 K). Extant single crystals of this family are small (100 x 100 x 20 µm) and we have carried out inelastic x-ray scattering experiments to measure the phonons in SmFeAsO and superconducting SmFeAsO$_{0.60}$F$_{0.35}$. Particular attention was paid to the dispersions along the (100) direction of three optical modes close to 23 meV, polarized out of the FeAs planes. Remarkably, two of these modes – those that couple to the Fe moment - are strongly renormalized upon fluorine doping. These results provide significant insight into the energy and momentum dependence of the coupling of the lattice to the electron system and point to the importance of spin-phonon coupling [23].

Spin-lattice coupling in multiferroics. In multiferroics, the coupling of the lattice to the electron system is manifest between the ferroelectric and magnetic order parameters – a potentially highly useful combination. One model for this coupling requires an incommensurate cycloidal magnetic structure to induce a spontaneous electric polarization. This has been proposed to be the relevant mechanism in TbMnO$_3$. We have used soft x-ray resonant scattering to discover that instead of being driven by a collinear to a noncollinear magnetic transition, as had been previously supposed, the ferroelectric transition is a transition between two non-collinear structures. The essential
difference in the ferroelectric phase is then indeed the cycloidal component of the magnetic structure which forms in the $\Gamma_2$ component [3,15]. In contrast, in TbMn$_2$O$_5$, there is a much larger magnetoelectric coupling, but the magnetic structure is commensurate and almost collinear. This suggests that an entirely different mechanism is active here. Studies at the O K-edge revealed a long range ordered spin polarization at the oxygen site that appears simultaneously with the onset of ferroelectricity. This spin polarization was shown from ab calculations to result from hybridization with the Mn$^{3+}$ sites [5,18]. These observations lend support to a second mechanism for multiferroicity, due to Moskvin and co-workers, in which the coupling is driven by coupled magnetic moments on the Mn and O sites.

Construction of soft x-ray diffraction and imaging chamber. This new instrument will carry out diffraction measurements at 3d transition metal L-edge resonances which are extremely sensitive to spin, charge and orbital ordering. The chamber has capabilities for performing diffraction in surface scattering geometries and for carrying out real space imaging utilizing diffraction signals as a contrast mechanism. The resolution of the latter is expected to be $\sim 100$ nm. Initial commissioning experiments have begun. Ultimately, this chamber will move to the NSLS-II, where the resolution will be $\sim 10$ nm for such experiments, and where Coherent Diffraction Imaging will also be possible. The goals of the instrument are to address the role of dimensionality and of interfaces in determining the controlling physics of these materials, and to study the morphology and dynamics of inhomogeneities.

Future Plans

Electronic Excitations. Work will continue in this area with particular focus on magnetic excitations measured in a regime complementary to that accessible with neutron scattering, i.e. systems for which only small sample volumes are obtainable, and at very large energy transfers.

Nanoscale inhomogeneities. Real space imaging and coherent diffraction imaging experiments will be pursued to explore the morphology and dynamics of nanoscale domains in systems such as CMR manganites and multiferroics, with emphasis on their behavior under thermal excitations and in applied fields.

Electron-phonon coupling. Studies will continue on the Fe-based superconductors, in particular carrying out phonon and diffuse scattering measurements of the [R]FeAs(O,F) and Fe(Te,Se) families as a function of temperature and doping to search for anomalies associated with antiferromagnetism, orbital order or superconductivity.

Future Beamlines. The group is active in defining beamlines under development or proposed at the APS and NSLS-II. At NSLS-II, we are members of the Beamline Advisory Teams, for the inelastic scattering and the soft x-ray coherent scattering beamlines and are PIs on several of the approved beamlines in the next round.
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Time resolved x-ray microdiffraction and phase contrast imaging studies of rapidly propagating reactions in metallic multilayers

Todd C. Hufnagel,1 Stephen T. Kelly,1 Sara C. Barron,1 Timothy P. Weihs,1 Eric M. Dufresne,2 and Kamel Fezzaa2
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Program scope

The use of pump-probe x-ray scattering techniques with femtosecond-level temporal resolution for studies of reversible transitions in materials is well established. Many transformations, however, are irreversible and not amenable to multi-shot pump-probe techniques. Particularly challenging to study are transformations that are both rapid and highly localized, requiring simultaneous temporal and spatial resolution. For instance, self-propagating exothermic reactions in nanoscale multilayers can occur as localized reaction fronts approximately 100 μm wide propagating at ~ 10 m s⁻¹, reaching temperatures in excess of 1500 °C in less than 1 ms, followed by rapid cooling. Probing reactions under these extreme conditions requires techniques with spatial resolution of at least 100 μm and temporal resolution of 100 μs or better.

As part of a larger combined modeling and experimental effort, we are developing x-ray techniques to study these transformations. We describe here two such techniques. In the first, we perform x-ray microdiffraction experiments on the microsecond time scale by using a focused broad-spectrum x-ray beam in combination with either a fast detector or a fast shutter. Our most recent experiments at the Advanced Photon Source achieved temporal resolution of 15 μs and spatial resolution of 7 μm. This is sufficient to allow us to track the sequence of phase formation during the initial rapid heating stage of transformation in Al/Ni and Al/Zr multilayers.

To observe the morphology of the advancing reaction front, we use x-ray phase contrast imaging. We observe a transition from uniform to stepwise propagation of the reaction front, depending on the chemistry and layer spacing of the multilayer foil. Simultaneously, we record x-ray diffraction information, allowing us to correlate the advance of the reaction front with the appearance of particular phases.

Recent progress

Time-resolved x-ray microdiffraction

Figure 1 shows the experimental arrangement for our most recent microdiffraction experiments at the Advanced Photon Source (APS). Working with the undulator source at Sector 7 ID-B, we used dynamically bent Kirkpatrick-Baez mirrors to focus the pink (~ 12 keV with ~ 2 % bandwidth) x-ray beam, producing a 7 × 6 μm spot with ~ 3 × 10¹³ ph s⁻¹. We then used a fast shutter to produce x-ray pulses of ~ 15 μs duration from this beam. The shutter uses commercial laser scanning pulses of ~ 15 μs duration from this beam. The shutter uses commercial laser scanning galvanometer heads to rapidly move tungsten shutter blades in response to a voltage level signal input. We collected the diffraction pattern from this short pulse of x-ray s on a fiber-optic-coupled x-ray CCD camera (MAR
Figure 1: Illustration depicting the experimental setup for the time-resolved microdiffraction measurements. The water cooled millisecond shutter protects the Kirkpatrick Baez mirrors from the power of the white beam incident on the first mirror, which is not water cooled.

165). Simultaneously, we performed in situ two-color ratio pyrometry to monitor the foil temperature as the reaction front passed the x-ray beam position.

Earlier versions of this experiment used a fast pixel array detector (PAD), rather than a shutter, for obtaining the required time resolution. Although the PAD allows collection of several diffraction patterns in sequence from a single specimen, its small size creates problems with covering a sufficiently wide region of reciprocal space. In the more recent experiments, we use a slower but much larger detector, allowing us to capture scattering data covering both a wider range of scattering angles and a larger fraction of the powder rings. The trade-off is that we can only record a single diffraction patterns from each specimen.

Because this is a single-shot technique, we build up the temporal sequence of events from experiments on multiple specimens. This requires us to be able to collate the resulting diffraction patterns, putting them into the proper sequence with respect to the advancing reaction front. To do this, we timed the incident x-ray pulse with respect to the reaction by sensing light from the approaching reaction front with a photodiode, and used that signal to trigger the action of the microsecond shutter after a predetermined delay time. The sharp rise in the pyrometer signal provides a time \( t_0 \) which we use as a reference for collating the diffraction patterns. By monitoring the x-ray pulse with a small Si PIN diode positioned on the beam stop, we can know the timing of the x-ray pulse with respect to \( t_0 \) with an uncertainty comparable to the duration of the x-ray pulse.

Figure 2 shows a series of integrated x-ray diffraction patterns collected with this technique for multilayer samples with overall composition Al\(_3\)Zr and 95 nm bilayer period. For patterns taken at \( t = t_0 - 0.058 \) ms or earlier the multilayer appears unreacted, with only peaks from fcc-Al and hcp-Zr appearing. Patterns taken at \( t = t_0 - 0.052 \) ms or later, on the other hand, show partial or complete transformation to the stable intermetallic Al\(_3\)Zr without any intermediate phases and over a time scale of \( \sim 50 \) \( \mu \)s. This is in contrast with results from other systems, such as Al\(_3\)Ni\(_2\), which display more complex phase transformation sequences.
Figure 2: Time-resolved x-ray microdiffraction patterns taken from advancing reaction fronts in Al₃Zr multilayer foils. The labels on the right hand side represent the timing of the x-ray pulse relative to the reference time \( t_0 \) from the pyrometer.

Figure 3: Illustration of the experimental setup (left) for the simultaneous phase-contrast x-ray imaging and diffraction experiments. The water-cooled millisecond shutter reduces the heat load on the other experimental components.

**X-ray phase contrast imaging**

In order to observe the morphology of the advancing reaction front, we employ x-ray phase contrast imaging while simultaneously recording diffraction data. We illuminated the sample with an unfocused white (\( \sim 12.4 \) keV with \( \sim 5 \% \) bandwidth and \( \sim 6 \times 10^{14} \) ph s\(^{-1} \) in the fundamental emission peak) x-ray beam from the undulator source at Sector 32 ID-B at APS and imaged the sample by using a high-speed optical camera to record the light from scintillator crystal oriented perpendicular to the x-ray beam and coupled to the camera with a mirror rotated 45° to the beam. Diffraction data was collected with a fiber-optic-coupled x-ray CCD camera over a total 1-2 ms x-ray exposure. Although diffraction data have neither the spatial resolution nor the temporal resolution of the microdiffraction experiments describe above, they provide at least some information about the phase(s) present during the image sequence. The two data sets therefore provide complementary information about the advancing reaction front. We timed the data collection with respect to the advancing reaction in a similar manner to that used in the time-resolved microdiffraction technique outlined in the previous section.
Figure 4: Contrast adjusted images of the propagating reaction fronts in an Al$_3$Zr (a) and an AlZr (b) foil. The scalloped reaction front in the AlZr foil moves with an overall velocity of 1.6 m/s, while the longitudinally propagating zones move at 9.4 m/s in thin, ~25 µm bands. The resulting striped microstructure remains for the duration of the 2 ms exposure time. Distinct “plumes” ahead of the advancing thin bands (c) also appear in the images of reacting AlZr foils.

By adjusting the timing of the microsecond shutter opening with respect to the signal from the photodiode, we obtained image sequences which show the reaction front as it propagates across the field of view. Figures 4a and b show images of the advancing reaction front in a foil with composition Al$_3$Zr and 95 nm bilayer period and in a foil with composition AlZr and 85 nm bilayer period, respectively. The reaction front in the Al$_3$Zr foils is essentially planar and propagates uniformly. In contrast, the reaction front in the AlZr foils is more complex, with transverse steps propagating laterally to the over direction of propagation. Similar effects have been seen (by others) in Co/Al multilayers using optical cinematography, but the x-ray technique holds the additional promise of revealing details of the structure inside the advancing reaction front. Note, for example, the “plumes” that appear in advancing steps (Fig. 4c). Additional ex situ microscopy and structural analysis combined with modeling efforts will bring us closer to understanding the origin of these features.

Future plans
We are continuing to refine the x-ray microdiffraction technique. The principal limitation on temporal resolution is uncertainty in timing between the x-ray pulse and the arrival of the reaction front at the x-ray beam, which results from uncertainties in the initiation of the reaction and its velocity. We plan to overcome this by sensing the reaction front at a position closer to the x-ray spot and with a focusing optical setup. Our second major area is the development of a new time-resolved x-ray reflectivity technique, based on specular reflectivity from a dynamically bent specimen. We anticipate that this will allow us to collect reflectivity data with sub-millisecond temporal resolution.

References to publications of DOE-sponsored research
Two manuscripts describing the results to date (described above) are in preparation, but neither has yet been submitted.
Neutron Microfocusing Optics and Applications
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Research Scope
The goal of this research is to field high-efficiency achromatic neutron microfocusing optics capable of resolving heterogeneities in materials with 25-50 µm spatial resolution. The scope also includes demonstrations of new applications made possible by combining the unique properties of neutron diffraction with unprecedented neutron spatial resolution. Our approach is based on Kirkpatrick-Baez mirrors widely-used by the X-ray community. The focusing properties of various mirror combinations are studied to understand their theoretical limits using ray-tracing programs. Desirable devices are then fabricated using bent-mirror methods and advanced neutron supermirror surfaces. This effort is an integral part of our larger programmatic vision, to clarify the role of local structure and defects on materials properties (see abstracts by Larson et al., Budai et al., Pang et al., Barabash et al., Specht et al. and Tischler et al.).

At first glance, this project should be straightforward. X-ray nanofocusing mirrors are now almost routine, with bent KB mirror systems below 1000 nm commercially available and with state-of-the-art figured KB mirror systems commercially available with guaranteed 40 nm focusing. However, as described below, neutron microfocusing optics are particularly challenging due to the need to collect the largest-possible divergence onto the sample, and the need for very large mirrors with long working distances. This drives designs toward extremes that are not yet practiced with X-ray mirror systems. Indeed, the approaches pioneered here are inspiring a new generation of X-ray optics that will push the diffraction limit for achromatic total-external-reflection mirrors beyond the current state-of-the-art.

Recent Progress
We have done extensive ray-tracing of achromatic Kirkpatrick-Baez mirror systems based on neutron supermirrors, and find that under most microfocusing conditions, ideal elliptical mirrors can preserve beam brilliance (phase-space density) within the emittance (product of size and divergence) that can be collected onto the sample. This approach was used for example, to successfully focus neutrons to an ~100 µm beam at Chalk river in 2005 with a demonstration of Laue diffraction from small sample volumes.

Based on the success of these experiments, we recently demonstrated Montel or nested optics (Fig. 1b) for achromatic microfocusing on SNAP1,2. These experiments have focused to ~80 µm (Fig. 3,4). Compared to traditional Kirkpatrick-Baez optics, Montel optics, have the advantage of collecting 2-3 x more beam onto the sample for the same spot size and are much more compact. However, Montel optics are complicated by the need to produce a nearly ideal aspherical mirror surface near the edge of one mirror, and by extremely different local mirror curvature at upstream and downstream ends. These two challenges are being overcome with new technical developments as described below.
The performance limits of Montel and KB optics (Fig. 1) were compared in ref 3 where we re-evaluated the limits to mirror performance to understand the critical design parameters and the limits to mirror bending schemes. It was recognized that the angle of the supermirror (at the downstream edge $\theta_D$) and the ratio, $n$, of the mirror length, $l$, to the clearance distance, $F_D$, largely determine the maximum divergence that can be focused onto the sample (Fig. 2). Based on this understanding, mirror systems with $n \sim 2.3$ are desirable\(^3\), but standard KB mirror systems with $n > 1$ are impractically large. This understanding justifies the efforts at developing Montel mirror optics and sets our ultimate design goals.

Once the $n$ number of the mirror system is set, the problem becomes how to produce such mirrors. Our first attempts at Montel optics, concentrated on obtaining mirrors with good
surface properties at the mirror edge. We were able to locate left-over mirrors from a high-energy physics experiment that were polished on 4 sides with very good roughness and figure right up to the mirror edge. These mirrors were slightly thicker than optimum but were otherwise close to ideal in dimensions. Using a special long-trace-profiler optimized for our neutron studies⁴, we optimized the figure of both the vertical and horizontal focusing mirrors. With these mirrors however, we were unable to produce a good figure over the entire mirror surface using a simple unequal bending moment arrangement that had worked well with our first set of sequential KB mirrors.

Modeling of the various bending schemes explained why our initial approach was unsuccessful, and provided new strategies for more precise focusing. In short, the extreme range of local radii from the upstream to the downstream end of a high n elliptical mirror cannot be accurately matched by the linear approximation provided by two unequal bending moments (Fig. 4). A much better approximation is possible with an additional degree of freedom or by optimized mirror shapes (Fig. 4). Using a simple spring to provide an additional degree of freedom we significantly improved the focal spot size. We note that the design principles for these optics are now being adopted by others. For example, IMAGINE a new long-wavelength Laue diffraction beamline on HFIR will use KB optics to focus the beam onto the sample. Ray tracing shows that this approach will produce higher flux density and is far more cost effective than elliptical beam guides. In addition, a Montel prototype (first championed in this program) has recently achieved a 150 nm spot size at the Advanced Photon Source and offers an important path forward for more stable nm scale achromatic optics.

**Future Plans**

We have specially-designed mirrors on order from Swiss Neutronics, that should enable near theoretical thermal-neutron focusing down to 25-50 µm. The mirrors have a cube-root thickness dependence that will allow nearly ideal bending to an elliptical shape. In addition, they are cut from a pre-polished surface and prepared with an elliptical edge profile to nest against the neighbor mirror. We are also designing a more sophisticated bender for uniform-thickness mirrors that should achieve near ideal performance below 50 µm.

We have at least four experiments already planned for the microfocusing mirrors. For example, we will study the full strain tensor of intra-granular volumes in a polycrystalline Ni sample (see Pang abstract). These measurements will be combined with ensemble-average neutron measurements and submicron X-ray measurements to clarify the role of average, inter- and intra-granular strains in polycrystalline networks. We also propose to make intra-granular full strain tensor measurements on a Ni tri-crystal for comparison to a detailed theoretical calculation that cannot be reproduced by EBSD or X-ray near surface measurements (see Pang abstract). We will also use the unprecedented spatial resolution to probe the strain state of batteries to understand how the materials response changes with position inside an operating battery. Finally-and most importantly- we will use microfocusing mirrors to study pressure sensitive magnetic structure in 3d alloys. This long-standing problem of materials physics (see abstracts by Pang and Specht) is a challenge that is only now addressable due to major advances in first-principles theory and neutron instrumentation-including the focusing mirrors.
Once the *microfocusing* mirrors are demonstrated, we will develop a four-mirror *imaging* system based on nested designs and advanced Kirkpatrick-Baez mirrors (AKB). AKB optics are a hybrid of Kirkpatrick-Baez and Wolter type I optics; with AKB optics two elliptical and two hyperbolic mirrors are used to focus the beam. We propose to use nesting to produce a more compact system. As AKB mirror systems are already in use for plasma diagnostics, a nested approach may have implications beyond neutron optics. We also plan to demonstrate special tricks that will enable ~25 µm focusing of broad-bandpass long-wavelength neutrons and will demonstrate deflected-beam focusing with an order of magnitude greater flux potential.5

![Figure 4](image)
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Coherent diffraction imaging: reconstructing rapidly, reconstructing accurately
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Coherent x-ray diffraction imaging, or x-ray diffraction microscopy, involves the reconstruction of an image from a far-field diffraction pattern. It offers the advantage of no optic-imposed limits on resolution, no losses in the use of the scattered signal from radiation-sensitive specimens, and no requirement for placing short focal length optics close to the specimen. With support from the Department of Energy, our team at Stony Brook University (now at Northwestern University) has been developing methods to increase the speed at which data can be recorded and reconstructed, and has been exploring the factors that affect the accuracy of reconstructed images. Highlights of this work include the following:

• Because of the \( q^{-4} \) dependence of diffraction intensities, one needs to record a series of far-field diffraction patterns with different beamstop positions and exposure times. This leads to a challenging data merging problem so that one can obtain a high dynamic range measure of the diffraction pattern. We have developed an automated merging program AMP\[1\] that leads to higher quality reconstructed images and more rapid reconstructions (Fig. 1), and which has allowed us to obtain rapid reconstructions of nanoporous glass specimens within 24 hours of data acquisition (Fig. 2).

• We have developed a criterion for measuring the signal-to-noise ratio of images when the object is unknown, and we have used this to examine the relationship between exposure and signal-to-noise in CDI versus conventional imaging (Fig. 3)\[2\].

• The phase retrieval transfer function (PRTF \[3\], which is essentially the square root of the intensity ratio \[4, 5\]) provides a measure of the reliability of a reconstruction after iterate averaging. However, there is a wide variation on the use of the PRTF among CDI practitioners, with some groups using PRTF thresholds as low as 0.05 to measure image resolution even though this corresponds to almost no phase reproducibility. We have shown that a Weiner-filtered Phase Retrieval Transfer Function (wPRTF) provides a more robust measure of reconstructed image quality and resolution (Fig. 4)\[1\].

• In the far-field geometry, a key step in obtaining a reconstructed image is the determination of the finite support of the object, which is the outline of its shape. We have explored the effects of errors in the determination of the support for various reconstruction algorithms, as well as the effects of failing to record the center, low spatial frequency signal due to detector saturation limits (Fig. ??\[6\]).

Figure 1: Final averaged reconstructions of both AMP-assembled diffraction intensities and hand-assembled diffraction intensities obtained in experiments on gold-labeled freeze-dried yeast \[8\]. Magnitude is represented as brightness and phase as hue according to the inset color bar. The hand-assembled reconstruction shows streaks and other variations in intensity that would not be expected in the cell; the AMP-assembled reconstruction provides an improved visual appearance \[1\].
Figure 2: Four independent reconstructions of a nanoporous glass particle. Reconstructions A-C were obtained by three different experimenters (two at the beamline, and one remote) within 24 hours of data collection, while reconstruction D involved use of a complete set of analysis tools including iterate averaging. J. Turner et al., unpublished.

This DoE-supported work has allowed us to better understand the capabilities and limitations of coherent diffraction imaging, so that we have confidence in our experimental work [7, 8].
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Figure 3: Plot of the signal-to-noise ratio SNR as a function of incident photons per pixel \( \bar{n} \) for two simulated objects [2]. The results for both x-ray diffraction microscopy (XDM) and transmission x-ray microscopy (TXM) are shown. For both objects the SNR for x-ray diffraction microscopy is about 7 times higher than it is for transmission x-ray microscopy, as expected for the assumption of a 10% efficient zone plate and an integrated area under a modulation transfer function curve of about 0.2 \((1/\sqrt{50} \approx 7)\).

Figure 4: The phase retrieval transfer function (PRTF) provides a measure of the reproducibility of reconstructed phases as a function of specimen length scales. However, one can get pathologically large values of the PRTF at high frequencies in poor reconstructions. We have shown that a Weiner-filtered PRTF or wPRTF provides a more robust measure of reconstructed image quality (top). At right we show that PRTF-equivalents of Gaussian-distributed phases show that PRTF values below about 0.5 provide very poorly reproducible reconstructions [1].
Figure 5: Effects of various errors on the reconstructed image with various reconstruction algorithms. At top is shown the effect of errors in the finite support or specimen outline; they hybrid input-output or HIO algorithm shows the most tolerance to errors of this type (DM=difference map, RAAR=relaxed averaged alternating reflectors, ER=error reduction). At right is shown the effects of missing central regions of various sizes [6].
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Abstract

Many of the unconventional superconductors have complex phase diagrams, where the superconducting phase is often adjacent, or partially overlaps with an ordered state. Two best examples are cuprates and pnictides high temperature superconductors, where superconductivity partially coexists with pseudogap and antiferromagnetic state respectively. Understanding the relation between superconductivity and those other states may be the key to uncover the pairing mechanism in those exciting systems.

Pseudogap state in cuprates is one of most interesting topics in modern condensed matter physics. This state is characterized by anisotropic energy gap that leads to seemingly disconnected segments of the Fermi surface, so called “Fermi arcs”. The relationship between the pseudogap and superconductivity is one of the central issues in physics of cuprates. One of the leading theories explaining it is so called “pre-formed” pair scenario, where pseudogap is thought to be a state of paired electrons that lack the long range coherence. Another class of theories attributes the pseudogap to an ordered state that would naturally compete with superconductivity. By studying the spectral weights associated with pseudogap and superconductivity using Angle Resolved Photoemission Spectroscopy (ARPES) we found that there is a direct correlation between the loss of the low energy spectral weight due to the opening of the pseudogap and a decrease of the spectral weight associated with superconductivity as a function of momentum and doping. High accuracy data lead us to conclude that the pseudogap competes with the superconductivity by depleting the spectral weight available for pairing in the region of momentum space, where the superconducting gap is largest. We also conducted detailed studies of the temperature dependence of the spectral weight at the chemical. We found evidence for a spectroscopic signature of pair formation and demonstrated that in a region
of the phase diagram commonly referred to as the “pseudogap”, two distinct states coexist: one that persists to an intermediate temperature $T_{\text{pair}}$ and a second that extends up to $T^*$. The first state is characterized by a doping independent scaling behavior and is due to pairing above $T_c$, but significantly below $T^*$. The second state is the “proper” pseudogap - characterized by a "checker board" pattern in STM images, the absence of pair formation, and is likely linked to Mott physics of pristine CuO$_2$ planes.

The newly discovered iron arsenic high temperature superconductors exhibit particularly rich and interesting phase diagrams. In Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ the simultaneous structural/magnetic phase transition that occurs at elevated temperature in the undoped material, splits and is suppressed by carrier doping, and superconductivity emerges at higher doping. Superconductivity exists with apparent equal ease in the orthorhombic / antiferromagnetic (AFM) state as well as in the tetragonal state that has no long range magnetic order. We found that dramatic changes in the Fermi surface coincide with the onset of superconductivity in electron-doped Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$. The presence of the AFM order leads the appearance of the petal-like hole pockets at the Fermi level. These hole pockets vanish (undergo a Lifshitz transition) at the onset of superconductivity. In the presence of the petal-like hole pockets superconductivity is fully suppressed, while in their absence the two states can coexist.


Nanoscale Intermittency and Emergence in Complex Materials

Stephen D. Kevan
Physics Department
1274 University of Oregon
Eugene, OR. 97403-1274
kevan@uoregon.edu

Intermittent microscopic behaviors appear to play a key role in diverse emergent phenomena, including earthquakes,[1] molecular switches,[2, 3] polymer melts,[4] colloidal suspensions,[5] magnetic Barkhausen cascades,[6] and ‘blinking’ in virtually all single-center fluorophores.[7, 8] Many such intermittent systems exhibit self-organized criticality, where power law behaviors and the absence of a particular length or time scales are key features. Ensemble dynamics of such systems often exhibit complex emergent behaviors, e.g., glassy behaviors, stretched exponential kinetics, and violation of the fluctuation-dissipation theorem, though this connection is rarely well understood.

Given their high sensitivity to local environment, many nanoscale devices and nanostructured materials are will show intermittent behaviors, and these behaviors are likely a key ingredient of emergent behavior. For example, fluctuations in the environment are a commonly proposed to understand the intermittency of single-center fluorophores.[7, 8] A nanostructured material – the microphase separated domain structure in a manganite oxide, for example - is itself a complex environment, and intermittent domain percolation is evidently an important ingredient in colossal magnetoresistance.[9-12] The ability to control microscopic intermittency will in turn afford the ability to control complex and useful macroscopic behaviors.

A prerequisite to controlling complexity is the ability to measure microscopic intermittency and to correlate it with macroscopic properties. The power law behaviors mentioned above suggest that this will require probing phenomena over a broad range of both length and time scale. Coherent hard and soft x-ray beams offer particular advantages in this regard. The figure on the left shows schematically how the internal complexity, in this case of domains in an orbital-ordered phase in Pr0.5Ca0.5MnO3, is projected into a soft x-ray speckle-diffraction pattern, making use of resonant scattering at the Mn L-edge off the lowest order orbital Bragg peak.[13] In principle speckle patterns like this can be analyzed to image the domains on the scale of a few nanometers through several microns, or to measure the dynamics of the domains on a time scale that is limited by signal and apparatus stability.

Our focus at the ALS is to apply coherent soft x-ray scattering techniques to probe intermittent and emergent phenomena in complex magnetic materials.[14] I will show three different kinds of experimental protocols to measure different aspects of complex behavior:
1) **Domain memory in magnetic thin films**: Nanoscale intermittency appears in magnetic systems in the form of Barkhausen cascades in which the magnetization changes abruptly as the applied field is tuned continuously. Among other things, these highly irreversible events control the extent to which domain patterns are reproduced from one magnetization cycle to the next; we refer to this as magnetic domain memory. We employ a soft x-ray speckle metrology technique to measure domain memory in magnetic thin films.[15-19] Most recently we have been studying exchange biased CoPd:IrMn multilayers in which the domain memory can be controlled by varying the sample cooling protocol.[18] We are particularly interested in extracting the q-dependence of domain memory to interpolate between macro-scale repeatability of the magnetization loop, which is generally perfect, and micro-scale domain memory, which is often imperfect. In the future, we plan to simultaneously image the domain reversal process using the diffractive imaging variant explained below to correlate the range of real-space events with domain memory measured statistically in q-space. Ultimately, we seek measure and understand the functional forms for domain memory as a function of applied field, temperature, and scattering wave vector.

2) **Magnetic and orbital fluctuations near phase boundaries**: As discussed above, intermittent fast dynamical events often lead to unusual slow nanoscale kinetic phenomena. Soft and hard x-ray photon correlation spectroscopy are starting to make important contributions in illuminating this connection. For example, we have recently measured thermally driven magnetic fluctuations in Au:Co: Au heterostructures near the spin-reorientation transition.[20] We found that the temporal correlations decay according to a stretched exponential rate law with a stretching exponent greater than one. Possibly this indicates thermally driven intermittency related to field-driven Barkhausen events. We have analyzed the results in terms of a simple Landau free energy model based on the two lowest order magnetic anisotropy constants. Our results suggest that we should be able to tune these anisotropies with small structural variations, thereby producing unusual phase behaviors. We have also measured orbital domain fluctuations in Pt0.5Ca0.5MnO3 and plan to pursue related oxide systems in the future.

3) **Soft x-ray diffractive imaging in a reflection geometry**: The potential for x-ray diffraction imaging has been widely discussed and is a key component of the scientific case for emerging and planned facilities. An important limitation of the technique for our purposes is that to date nearly all experiments have been accomplished by diffuse scattering off a spatially limited object in a transmission geometry. Many of the systems we wish to study are extended crystals or films supported in a substrate. The lack of a robust support constraint makes application of phase retrieval algorithms problematic (even ptychography,[21] which we have tried) In collaboration with Sujoy Roy at the ALS, we have recently developed a new variant of x-ray diffraction imaging that appears to overcome this limitation. In this approach we place a small aperture after the scattering object in the near field regime and record the resulting diffraction pattern in the far field. Using iterative algorithms we recover the wave field in the aperture, which is straightforward since the aperture provides a strong support constraint. We then back propagate this recovered Fresnel diffraction pattern to the sample plane to produce an image of the scattering object. While adding the complexity of the post-scattering aperture, this approach appears to be robust and should be applicable to transmission, low-angle reflection, and Bragg scattering geometries. It also offers useful flexibility in
choosing the size and shape of the aperture. We have not yet used the technique to image any interesting material structures, but are actively pursuing that at present.

The experiments discussed above have been performed on ALS beamline 12.0.2.2. This station was optimized to produce the highest coherent flux consistent with the serious constraint imposed by being appended to an existing undulator beamline. Experiments like those discussed above will benefit markedly from beamlines under construction that have been optimized from the ground up for coherent soft x-ray experiments: COSMIC at the ALS and the coherent soft x-ray beamline at the NSLS-II. We are actively involved in both of these and plans for the COSMIC project will be presented in some detail. These experiments are also helping to motivate design and construction of new detectors that handle large data streams with high efficiency. Two different XYt time-stamping detectors have been designed and one of these will soon be delivered; this will also be presented.
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Resonant Soft X-Ray Scattering in Hard Condensed and Magnetic Systems

J. B. Kortright
Materials Science Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, jbkortright@lbl.gov

Scope

Resonant, elastic soft x-ray scattering offers rich potential to study the spatial distribution of electronic structure and chemical bonding properties, as opposed to simple electron density, by tuning to sharp core levels that proliferate in the soft x-ray spectral range. This vision of RSXS is somewhat distinct from anomalous phasing in direct methods, and rather results from strong resonant sensitivity to the lowest lying empty states that correlate closely with functional materials properties. RSXS has been applied mostly to magnetic systems, where resonant magnetic effects are large, and to investigate electronic ordering in correlated systems, where isolated superlattice peaks provide information on structural registry. We aim to extend the applicability of RSXS to a broader range of materials and their properties. While the concept of combining $q$-resolved scattering with resonant optical effects is straight forward in principle, in practice we are increasingly faced with situations where questions exist about the spectral details of the resonant optical properties themselves in addition to their spatial distribution. Questions about resonant spectral properties are non-trivial because absolute absorption spectra, let alone their possible spatial variation, are very difficult to measure in the soft x-ray range and because of their direct relationship to functional properties. Developing quantitative modeling approaches that put spectroscopy and structure on equal footing will best answer such questions and allow resonant scattering to be applied most fully.

Recent Progress

Probing native surface layer on SrTiO$_3$ (001) with reflectivity spectroscopy near Ti $L_{2,3}$ edge

SrTiO$_3$ (STO) surfaces and thin films are of fundamental interest and often used as substrates for or active layers in oxide heterostructures. During studies of superlattices containing STO layers we observed unexpected behavior of STO (001) surfaces prompting their extended investigation as perceived by energy- and $q$-resolved resonant soft x-ray reflectivity near the Ti $L_{2,3}$ edges [1]. The results reveal details regarding the STO (001) near surface region that have not been reported previously to our knowledge, including chemically modified, anisotropic surface layers.
several nanometers thick that evolve over a range of time scales. These layers appear to result from reaction with the ambient and can thus be thought of as native STO surface layers.

Five polished STO crystals received four different surface treatments and were exposed to ambient conditions prior to and between soft x-ray measurement sessions; all samples exhibit the general features described here. Room temperature reflectance anisotropy, $R_s(h\nu) - R_p(h\nu)$, as in Figure 1 was observed, and was unexpected for cubic STO. These $R_{s,p}(h\nu)$ spectra were modeled to obtain absolute values of resonant optical properties ($\eta = 1 - \delta + i\beta$), initially assuming a semi-infinite slab model and that Lorentzian lineshapes describe the well-known strong, sharp Ti resonant Ti $L_{2,3}$ lines. Excellent fits to measured reflectivity result, and the model $\beta(h\nu)$ spectra have significantly stronger $t_{2g}$ and $e_g$ line strengths than do TEY absorption spectra, as expected. The observed anisotropy is consistent with weak anisotropy observed in TEY spectra from STO crystals [2] and strained STO epi-layers on Si [3], and indicates tetrahedral distortion of TiO$_6$ octahedra stretched along the surface normal. A surface region different from the bulk is implied by this anisotropy.

Angle-resolved reflectivity measurements reveal pronounced Kiessig fringes consistent with a ubiquitous surface layer ranging from 1.5 – 3.0 nm (roughly 4 – 8 unit cells) thick. For a given sample the Kiessig fringe was observed to change between different measurement sessions, prompting repeated measurements during a given session as in Figure 2. Modeling these $R(q)$ with a single layer model yield a linear temporal evolution in surface layer thickness that persisted even when the x-ray beam was off, indicating that this change is not radiation induced and results from vacuum exposure.

While it is straight-forward to refine optical models by including layers to account for interference effects, it is less obvious how to refine the resonant optical properties of the different layers. We refined a single surface layer and bulk optical properties each starting from the values obtained from the semi-infinite slab model (above) in which both the resonant Ti features and non-resonant Ti, Sr, and O contributions were allowed to vary in refinement of $R(q)$ at 8 energies on and off the strong Ti absorption lines as in Figure 3. At each $h\nu$, Kramers-Kronig consistent $\delta$ & $\beta$ values were obtained for the substrate and surface layer that were subsequently fitted to obtain a self-consistent set of optical properties for the substrate and surface layer. The results indicate that the surface layer is substantially depleted in Sr and enriched in Ti & O.
suggestive of TiO$_2$ enrichment, even though the absorption spectra are more STO-like without distinctive additional multiplet splitting of TiO$_2$. The picture of the surface layer that emerges from this resonant reflectivity spectroscopy study is consistent with the tendency of STO surfaces toward non-stoichiometry, but it does not conform neatly to existing models of the near-surface region, including those from surface truncation rod studies [4, 5]. The layer apparently forms via room temperature surface reactions with the ambient.

This study has implications in several directions. One stems from the fact that we became aware of this surface layer only after observing subtle $R(h\nu)$ anisotropy and then Kiessig fringes in $R(q)$; it would have been easy to miss or dismiss this evidence. On one hand this should serve as yet another warning for those studying oxide surfaces with any soft x-ray spectroscopy to be aware of possible surface layers with different properties from the bulk. On the other hand, the relatively direct sensitivity of $R_{s,p}(q, h\nu)$ to the details of differences between surface layer and bulk properties, obtained through careful modeling, suggests applications of this approach to study the near surface properties of oxides and to study a variety of properties in oxide superlattices.

**Future Directions**

The quantitative, self-consistent modeling approach yielding simultaneous spectroscopic and structural information developed here is generally applicable and has potential to study near-surface properties of a variety of bulk and thin film systems with a unique combination of depth and chemical/electronic sensitivities within the resonant skin depth of soft x-rays. As demonstrated here this approach benefits from the relative simplicity of the Ti absorption spectrum for which analytical functions (Lorentzians) can reasonably describe spectral features. In general, modeling resonant optical properties is expected to require more flexible algorithms allowing arbitrary variation of resonant spectral features and their anisotropy with depth. We plan to extend variational algorithms commonly used in other spectral ranges that can model arbitrarily complex spectral shapes while maintaining Kramers-Kronig consistency between absorptive and dispersive properties. Combining such flexible spectral modeling self-consistently with structural modeling should be possible to obtain maximum information from such experimental data. We envision many materials directions in which to apply such
approaches, which should extend beyond specular reflectivity studies to resonant diffuse scattering and diffraction as well.


Publications resulting from this work (2008 – 2010)


Tuning incident x-ray energy near the carbon, oxygen, and nitrogen K edges yields resonant sensitivity to specific bonding motifs allowing us to extend NEXAFS into the angle-resolved resonant elastic scattering regime to study the spatial distribution of organic species with resolution approaching several nanometers [1, 2]. This strong resonant sensitivity complements isotopic substitution in neutron scattering and has potential to impact our understanding of nanometer scale polymeric and molecular systems of increasing fundamental interest for potential applications ranging from bio-sensing to electro-optical devices to materials addressing various energy needs. In addition to addressing experimental challenges encountered when working with soft condensed matter in this soft x-ray spectral region where absorption is quite significant, we are developing viable approaches for interpreting resonant scattering results to obtain desired structural information. We have been targeting two areas as we gain experience with this emerging approach; utilizing the polarization sensitivity to molecular anisotropy to depth-resolve orientational order in polymer films, and addressing questions regarding the structure of hybrid peptide-polymer self-assembled composite systems.

**Recent Progress**

**Molecular orientation in thin polymer films**

Our goal is to combine the depth-resolving capability of reflectivity measurements with the polarization dependence of resonant x-ray absorption spectroscopy to obtain depth profiles of molecular orientation in thin polymer films. While polarization dependent NEXAFS can sense molecular orientation within several nanometers of the free surface, techniques able to sense molecular orientation at buried interfaces have been lacking. We have initiated a series of systematic studies aimed at developing this capability.

The initial system chosen for study is a liquid crystalline polymer (LCP) whose rigid side chains (Fig. 1) are known to orient parallel to the surface planes of thin films [3]. A relatively well-understood model system was deemed important considering polarization-dependent measurement artifacts (anisotropic carbon dip) that can complicate anisotropy measurements. LCP samples of differing thickness were spun-cast on Si
wafers and carefully annealed to achieve the equilibrium nematic structure. Figure 2 shows NEXAFS spectra by total electron yield revealing dichroism especially in the phenylene and nitrile group peaks confirming that at least the near surface region of this 30 nm film shows in-plane ordering of the side chains. Figure 3 shows measured reflectivity using s and p polarization in the form of $R(h\nu)$ spectra at several fixed angles (top panel) and $R(q)$ scans at a fixed energy $h\nu$ (bottom panel) from a 49.1 nm thick film. The energy scans reveal anisotropy extending beyond that apparent in absorption spectra but still limited to the C K edge region consistent with resonant refractive effects, and an evolution with incidence angle. The $R(q)$ data exhibit a distinct polarization-dependent phase shift and intensity differences in the Kiessig fringes that reveal anisotropic optical properties extending throughout the film. All LCP films studied exhibit similar signatures of anisotropy and $p$ reflectivity well above that predicted by the Lorentz polarization factor in the vicinity of the Brewster angle ($\theta \approx 45^\circ$) resulting from optical activity within the anisotropic samples.

For quantitative modeling of $R(q)$ we adopted Berreman’s 4 x 4 matrix method [4] that effectively extends Parratt’s formalism to stratified (1D) systems containing anisotropic layers. Modeling accounted for nematic LCP domains with in-plane optic axes taking random orientations with respect to the scattering plane. Fitting the same structural model simultaneously to s and p reflectivity data yields the 4 components of resonant optical properties describing the refractive and absorptive components along and perpendicular to the optic (nematic) axis at the discrete energies for which $R(q)$ were measured. The resulting optical properties are consistent with, but distinct from, the dichroism in Fig. 2. The resulting model indicates that the degree of orientational order of the LCP side chains relative to the surface is independent of depth in the films studied, as anticipated for this model system. Preliminary studies of polymer films not generally expected to exhibit uniform ordering of main- and side-chain motifs with depth are underway.
Locating peptide bundles in phase-separated block copolymer films

This ongoing resonant soft x-ray scattering (RSoXS) project aims to localize 4-helix peptide bundles [5, 6] within a cylinder phase PS-\(b\)-PEO thin film, as illustrated in Figure 4. Xu’s group has shown that peptide bundles conjugated with specific cofactors can self-assemble within block copolymer (BCP) phases without compromising the helical protein structures [7]. Optical circular dichroism confirms that peptide tertiary structure is intact. Hard x-ray GISAXS and RSoXS reveal that the hexagonal packing of PEO cylinders in PS remains intact when peptide is added, and, surprisingly, that the spacing between cylinders contracts when peptide is added. This contraction can be understood based on previous studies BCP-homopolymer blends [8] to result from swelling near the BCP interface. But a direct determination of where the peptide bundles reside in this distorted BCP structure has remained elusive using standard structural techniques.

We are exploring the potential of resonant soft x-ray scattering to resolve this challenging structural problem. Initial thoughts were that direct methods, such as differential anomalous scattering [9, 10] at the N \(K\) edge would isolate correlations of just the peptides within the structure since only the peptides contain N. However the total peptide and nitrogen content is too small for this approach to be effective in these samples. Tagging the peptide bundles with strong scattering metal-containing ligands may allow similar approaches to succeed providing a sufficient density of metal scatterers can be added.

We do observe resonant refractive effects that differ markedly in samples with and without peptide bundles. While the resonant integrated intensity spectra of hexagonal peaks in samples with and without peptide are very similar, the resonant refractive spectra (shifts in peak positions) differ markedly. We hypothesize that these resonant refractive effects have similar origin to refractive effects used to measure anomalous scattering factors in the hard x-ray region [11, 12]. Such effects result from strongly inhomogeneous wave fields within samples, have not to our knowledge been reported in diffraction peaks to date, and are not described by simple scattering models that do not fully treat refractive & absorptive effects at internal phase boundaries. By applying more rigorous 2D and 3D EM models we expect to evaluate the sensitivity of these resonant refractive effects to changes in optical properties of the individual phases and, thereby, to gain insight on the location of the polymer within the structure.

Future directions

Regarding the ordering of polymer chain constituents relative to interfaces, we will continue measurements and analysis of systems with no \(a\ priori\) knowledge of such order and for which the presence or absence of such order is expected to have important implications on materials properties such as polymer electronics. At least two additional directions for investigation are
suggested by the polarization sensitivity to polymer constituent orientation. One is the extension of this sensitivity into the diffuse scattering regime to study in-plane heterogeneity of orientation order and its evolution with processing. Another is to explore this sensitivity at a more fundamental level. For example, we hypothesize that randomly oriented phenyl groups in polystyrene will cause an incident linearly polarized beam to resonantly depolarize on propagation near the C π* resonance. Such effects are essential to understand in order to properly analyze polarization dependent reflectance and scattering effects.

In the hybrid peptide-polymer materials we will explore analytical and numerical approaches to understand the resonant refractive effects mentioned above. If such effects can be understood they will open new avenues to utilize resonant scattering in nanostructured materials.
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Fundamental Investigations of Microstructure and Evolution in Materials Using 3D X-Ray Microscopy
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RESEARCH SCOPE
The physical properties of technologically important materials are based on complex and collective interactions involving spatial correlations on atomic, nano-, micro-, meso-, and macroscopic length scales. Developing materials with desired properties outside known envelopes has long been through the discovery of new and innovative processing methods guided by intuition, the accumulated understanding of physical principles, and previous successes. The nature of this process is not likely to change dramatically; however, the level of knowledge and the level of understanding of the underlying physical principles required for continued technological advances increases inexorably. Accordingly, it is increasingly important that new and innovative materials research directions are pursued that link multiple length scales, fully exploit newly developed structure and microstructure tools and techniques, and address the fundamental physics of materials in concert with first principles based theory and modeling.

The research in this part of the ORNL x-ray program is directed toward obtaining a fundamental understanding of longstanding issues associated with microstructure evolution and deformation in structural materials by combining submicron-resolution 3D x-ray microscopy (3DXM) experimental measurements with first principles based theory and computations. Formulating a predictive understanding of the underlying science of microstructure and evolution during deformation/formation represents a grand challenge ultimately involving the statistical dynamics of dislocations as filamentary interacting structures.

The research is directed (1) toward deformation in the initial stages of crystal breakup and dislocation patterning in large, uniformly deformed single crystals, where (for the first time) direct and absolute mesoscale tests can be made of discrete dislocation dynamics simulations using submicron resolution 3D x-ray microscopy measurements, and (2) toward the use of micro-indentation by spherical tip indenters in order to localize deformation to volumes ~50 µm diameters or less that can be addressed over the full deformed domain by both submicron resolution 3DXM and deformation simulations. Investigations are focused on submicron-resolution, non-destructive measurements of the structure, microstructure, and evolution of materials on mesoscopic length scales. The approach includes direct and absolute comparisons with collaborative first principles based (bottom-up) simulations and constitutive law finite element (top-down) modeling. Non-destructive measurements of dislocation correlations, aggregation, and patterning with submicron 3D resolution have not been possible on mesoscopic length scales previously, nor has it been possible to generate such spatially inhomogeneous distributions of dislocations in top down (constitutive law) modeling. The measurements are performed using the unique, submicron-resolution 3D x-ray microscopy user facility on the XOR/UNI Sector 34 ID-E beamline at the Advanced Photon Source.

RECENT PROGRESS
Direct and absolute comparison between mesoscale deformation in Cu and discrete dislocation dynamics (DDD) deformation simulations – The concept of the geometrically necessary dislocation (GND) density tensor (or dislocation density tensor) for characterizing plastic deformation in deformed materials was introduced more than fifty years ago. We have now made the first quantitative, submicron-resolution, 3D measurements of the geometrically necessary dislocation density tensor over a mesoscopic volume (~11 x 20 x 28 µm³), and we have used these measurements to make the first direct and absolute mesoscale test of DDD deformation simulations using measurements for 2.3% compressed single crystal Cu and simulations for 1.6% compression (collaboration with A. El-Azab, FSU). The length scales of the measured microstructure and the range of the measured misorientations in Fig 1A are larger than those simulated for a
5 μm cube using DDD; however, considering the strain magnitude differences, the misorientations differ by less than a factor of two. On the other hand, the measured GND densities appear to be more than a factor of two smaller than predicted by the simulations for a 5 μm cube.

Figure 2 shows a quantitative and absolute comparison of the measured and simulated microstructure in terms of radial averaged GND spatial correlation functions. The correlation functions for three positions (A,B,C) in Fig. 2A represent the first such experimental measurements, providing absolute quantifications of the spatial frequency of GNDs (i.e., orientation gradients) in deformed Cu. The radial correlation function obtained within the simulation cube (red dashed line) is similar in form to the measured function, but crosses zero at 1.5 μm compared to the 2.5 μm experimentally measured value. Deformation simulations are in progress using a 10 μm cube with larger strain magnitudes to determine the sensitivity of the microstructure generated by the DDD simulations to the strain magnitude and the size of the simulation cell.

Although larger simulation cell sizes will be necessary to properly compare DDD with experiment, these results demonstrate the capability of testing DDD simulations quantitatively on critical mesoscopic length scales using submicron resolution 3DXM. We emphasize also that the measured correlation functions in Fig. 2 provide information needed to coarse-grain DDD deformation simulations to statistical dislocation approaches.

The Mesoscale Deformation Laboratory Below Indentations – Indentations, especially nano-indentations are increasingly used to investigate some of the most fundamental aspects of dislocation generation and deformation. Overlooked so far because of the perceived complex nature of the stress fields below micro-indents is the fact that their spatially confined distortion fields constitute a mesoscopic deformation laboratory containing a rich array of fundamental deformation information. Submicron resolution 3DXM investigations of the deformation distribution below 100 μm radius spherical indentations have demonstrated that the in-plane deformation symmetry and rotation magnitudes provide new insight into fundamental deformation processes as shown in Fig. 3. While the φ rotations in the middle panel of the figure constitute the largest deformation mode as discussed in the abstract of J. Tischler, examining the nature of the R and Z rotation (defined in the left panel) components in the right panel reveals a remarkably well developed symmetry pattern in the plane normal to the indent axis. Moreover, the symmetry pattern is not simply a
reflection of deformation kinetics imposed by the crystal and dislocation slip-system geometries as indicated by the completely different measured and calculated rotation patterns within the dashed white boxes for the $\phi$ and R in the right panel. Such effects, that have not been reported previously demonstrate the limitations of finite element simulations (Y. Gao, UT-K) using standard crystal plasticity. Not shown is the fact that the local lattice rotations contain copious dislocation patterning near the surface, which is also not generated in the finite element simulations. Accordingly, the confined distortion fields provide a wide range of deformation conditions that critically tests theory and simulations within a single indent.

The Nature and Origin of Local Stresses In Deformed Cu – Numerous competing models have been proposed for the dramatic strengthening of metals during deformation, but experimental differentiation between longstanding models of how dislocations multiply and entangle into dense wall structures has been in need of new experimental approaches. We have combined submicron resolution 3D X-ray microscopy with diffracted-beam masking to make the first direct measurements of axial elastic strains (and thus stresses) in individual dislocation cell walls and adjacent cell interiors. As discussed in the abstract by J. Z. Tischler, measurements of lattice strain in individual, high dislocation density cell walls (~0.2 $\mu$m width) were accomplished for the first time by separating the diffuse scattering from individual highly dislocated cell walls from the sharply peaked scattering from adjacent more perfect cell interiors. The effective lattice parameters for cell interiors and cell walls obtained in this way produced the two stress distributions shown in Fig. 1. The opposite signs of the wall and interior stresses indicate that the long-range stresses are dominated by dipolar stress fields. This discriminates between the two leading models proposed to describe deformation in ductile materials. The dashed line corresponding to the pile-up model is ruled out in favor of the dipole-character composite model of Mughrabi. Achieving a truly predictive understanding of dislocation evolution and aggregation will depend ultimately on our ability to identify and explore such local behavior.
FUTURE DIRECTIONS
Investigations of deformation and strain localization will be directed toward the development of a fundamental and predictive understanding of deformation in ductile materials. In this context, geometrically necessary dislocations (GNDs) on mesoscopic length scales form a fundamentally important description of deformation and strain localization. GND densities drive local orientation gradients and the net Burgers vector density in turn generates long-range strain fields. 3D x-ray microscopy represents the only nondestructive method for spatially-resolved measurements of GND densities and internal stress/strain distributions on mesoscopic length scales. Both heavy and light deformation investigations will be pursued and the use of spherical microindentation in connection with deformation investigations will provide for an entirely new level of combined experimental and computational investigation of deformation.

Although the large near-surface strains and deformation gradients inherent with indentations present challenges for simulations, they inherently provide an entire range of strain geometries within a single mesoscopically confined volume, and, hence, provide the equivalent of an entire series of uniform deformation conditions. Investigations will be performed in connection with collaborative theory and modeling efforts, including finite element, constitutive law approaches with Y. Gao, UT-Knoxville/ORNL and first-principles based DDD and statistical dislocation density simulations in collaboration with A. El-Azab at Florida State University.

The materials studied will be extended from Cu to Ni, Al, and iron-based alloys, and the measurements will utilize a range of indent forces, varying tip radii, and multiple crystal orientations. In addition to these ex situ studies, an in-situ indentation capability under development in another project will be used to probe dislocation deformation and patterning as it evolves. The confined nature of indent deformation will be even more important for a further level of study, which will involve grain-boundaries in polycrystalline materials.
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Ultrafast characterization and control of materials: Application to ferroelectric oxides and nanoscale structural dynamics

P.I.: A.M. Lindenberg

Stanford Institute for Materials and Energy Research
PULSE Institute for Ultrafast Energy Science
Dept. of Materials Science and Engineering
Stanford University/SLAC
Stanford, CA 94305

Research Scope: This subtask is focused on exploring and controlling the properties of materials on ultrafast time-scales utilizing real-time probes and atomic-scale resolution techniques. The emphasis is on materials with potential energy applications, including the photovoltaic response of nanoscale ferroelectric materials and their coupled charge and lattice dynamics, and the first steps in nanoscale superionic structural transformations. A broad range of all-optical techniques are applied towards these problems, including femtosecond x-ray diffraction and spectroscopy utilizing the Linac Coherent Light Source, the Advanced Light Source femtosecond slicing beamline, and the Advanced Photon Source, building off of previous femtosecond x-ray work at the Sub-Picosecond Pulse Source at SLAC [1-3]. An important complimentary aspect of this work is focused on high field THz generation as a novel all-optical means of biasing the electronic and structural degrees of freedom in materials in electrode-less geometries, utilizing both laboratory-scale and linac-based sources.

Recent Progress:

1. Nanoscale dynamics of ferroelectric oxides. In recent work we have carried out ultrafast x-ray diffraction experiments probing the optical and THz response of ferroelectric PbTiO$_3$ nanolayers on SrTiO$_3$ substrates. Fundamental questions include: How fast can the polarization in a ferroelectric material be switched? What are the time-scales and atomic-scale pathways for these processes? How do photo-excited carriers couple to the lattice and the polarization of these materials and what is the origin of the photovoltaic response that these samples exhibit? In recent work we have observed an ultrafast modulation of the polarization state of these materials occurring on ultrafast time-scales, corresponding unexpectedly to an optically-induced increase in the polarization.

Time-dependent θ-2θ scans and fluence dependent measurements are recorded as a function of temperature for various temperatures below and near the Curie temperature. Fig. 1 displays the observed optically-induced changes in the diffracted intensity at 550 C within the ferroelectric stripe phase. It is observed that the (004) reflection changes occur on time-scales limited by the time-resolution of the x-ray source used for these measurements (~100 ps). An ultrafast increase in the diffracted intensity on the low-angle side is measured followed by a rapid recovery on ns time-scales. A peak-shift of roughly 0.2 degrees to lower Q and significant reshaping of the diffraction peak occurs at
a temperature of 550 C corresponding to an increase in the c-axis lattice spacing of roughly 0.02 Angstroms and relative changes in the diffracted intensity of order 100% for an incident fluence of 500 \( \mu \)J/cm\(^2\). These effects are opposite to those that occur under a laser-induced temperature jump, in which a reduction in the tetragonality of the unit cell as the temperature increases leads to decreases in the c-axis lattice spacing. Fluence dependent measurements as shown in Fig. 1 for different temperatures indicate a strong-dependence on temperature, with the sample response increasing as the Curie temperature is approached from below, and exhibiting a saturation response with a temperature dependent saturation fluence strongly decreasing as a function of increasing temperature. These results indicate a dramatic ferroelectric polarization sensitivity to light and a pathway towards direct all-optical manipulation of the ferroelectric polarization in nanoscale films with low intensity light sources. The mechanism underlying this extreme sensitivity to light likely involves an optically-induced screening of the ferroelectric depolarization field associated with free carrier excitation near the PbTiO\(_3\)/SrTiO\(_3\) interface and the formation of a transient optically-induced electrode. This work is in preparation for submission.

2. Developments in high field THz science. Complementary to the work described above, we are developing techniques for all-optical manipulation of the polarization state in ferroelectrics or multiferroics, or controlling carrier dynamics in materials on ultrafast time-scales. This requires means of biasing materials in electrode-less geometries with shaped and controllable sub-cycle light pulses with femtosecond duration. We have been exploring novel means of generating, modulating, and controlling THz-frequency light pulses which enable coupling to specific vibrational modes and all-optical application of
well-defined electric and magnetic field pulses, employing a plasma-based two-color excitation scheme. In initial measurements we have used these high fields to drive novel THz nonlinear responses in small-bandgap semiconducting materials, which can be associated with an ultrafast field-driven impact ionization process occurring within the THz field envelope [4,5,10]. We have recently shown for the first time that through manipulation of electron trajectories in a plasma with synthetic light pulses, the polarization of the THz emitted pulses can be coherently controlled. This work provides a definitive understanding of the mechanism by which the plasma emission process occurs. It also provides a unique tool for studying electron dynamics through THz emission spectroscopy. Fig. 2 shows two-dimensional plots of the THz polarization as a function of the relative phase of a two-color synthetic optical field at 800 and 400 nm [6].

In further work [7], we have recently shown that one may employ a two-plasma geometry to create a transient optic, serving as a plasma phase modulator that turns on with a sub-picosecond time-constant and lasts only a few nanoseconds, enabling high speed polarization switching/modulation of broadband THz fields. Fig. 2 (left) shows electro-optic sampling measurements of the THz field profile as a function of time, showing the inversion of the THz sub-cycle pulse occurring on hundreds of femtosecond time-scales. This development will be directly made use of in future experiments at the LCLS in which one needs to reset the sample following ultrafast switching events.

3. Nanoscale structural dynamics in superionic materials. We have begun investigating structural transformations in superionic Cu$_2$S nanocrystals (in collaboration with Prof. Yi Cui, Stanford) belonging to a class of nanoionic systems which exhibit ultrafast ionic hopping rates in the solid state (comparable to that of liquid water) with important applications to high energy density electrochemical energy storage, next generation battery technology, supercapacitors, and fuel cells. Measurements are being carried out using ultrafast soft x-ray absorption spectroscopy in transmission [7,8], enabling probing of the dynamical local order around each Cu ion and the first steps in the superionic transition, corresponding to hopping of Cu atoms through a rigid S lattice. First measurements, carried out at the ALS, indicate ultrafast structural and electronic changes occurring on few-picosecond time-scales (comparable to the time for an acoustic wave to propagate across the nanocrystal) [Fig. 3]. This work is currently in progress.
**Future plans.** We will be carrying out first measurements probing ferroelectric dynamic response to optical and THz excitation at the Linac Coherent Light Source in the fall of 2010. In addition to the efforts focused on laboratory-scale development of high field THz pulses, we are pursuing in parallel techniques to extract significantly higher THz fields directly from the electron beam which seeds the LCLS. First measurements using this new source will be carried out in the near future. Measurements on the nanocrystal response will continue at both the Advanced Light Source and at SSRL using both x-ray spectroscopic and scattering techniques.
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Research Scope:

Better understanding complex surface and thin film processes continues to be an important materials science challenge from both fundamental and applied perspectives. Real-time investigations of such processes have natural advantages over post facto studies. They provide a complete temporal record of kinetics processes and there is no concern about sample changes in the period between the end of processing and the post facto measurement. This attribute is especially important for the study of high temperature surfaces, in which case relaxation can be relatively rapid. To investigate these issues we have been using a facility we developed at the National Synchrotron Light Source (NSLS) insertion-device beamline X21 in collaboration with Prof. Randall Headrick (University of Vermont). The facility uses a permanently installed custom base diffractometer with rails onto which experimental chambers can be rolled after optimization off line. These chambers allow for a very flexible range of in-situ thin film growth and modification methods including sputter deposition, plasma-assisted molecular beam epitaxy, atomic layer deposition and ion bombardment. Recently our program has focused on the four areas described below, with a goal of advancing fundamental understanding of thin film and surface processes and developing approaches utilizing the Linac Coherent Light Source (LCLS) to dramatically push down the time scales on which x-ray studies of material dynamics can be performed.

Recent Progress:

Nanoscale thin liquid film adsorption/desorption kinetics and morphology

The behavior of very thin liquid films on surfaces is of significant interest because of the important role that such films can play in solid thin film growth (e.g. as surfactant layers) and because nanodroplets can be used in novel liquid-phase epitaxy nanodot growth [1]. However detailed fundamental understanding of nanodroplet formation and coarsening behavior remains limited. Because of their important role in III-V nitrides under continued development for optoelectronics and energy applications, Ga and In are both important examples of such materials. We have therefore been systematically investigating their film growth behavior and morphology evolution kinetics as a function of temperature, deposition flux (thus examining competition between adatom nucleation of new droplets and diffusion to existing droplets) and substrate orientation (and hence interface energetics) [2,3]. Our work uses real-time x-ray fluorescence to monitor the amount of Ga or In on a sapphire surface during deposition with an effusion cell. The morphology is simultaneously followed with grazing-incidence small-angle x-ray scattering (GISAXS). As an example, Fig. 1 shows the formation of correlated nanodroplets during deposition of Ga on sapphire (0001).

Fig. 1: Growth of thin liquid Ga film on a-plane sapphire showing correlation between coverage (as monitored by fluorescence) and nanodroplet morphology as monitored by GISAXS.
Nanoscale morphology evolution during growth of thin solid films

In thin liquid films, the coarsening of nanodroplets during growth can be understood in terms of droplet impingement and coalescence. The coarsening of nanoscale morphology during the growth of solid thin films is also widely observed, though the driving mechanisms are varied and often not well understood. As an example, Fig. 2 shows the real-time GISAXS evolution during Al thin film growth from an effusion cell at room temperature. The final thickness of the film in this case is approximately 1-2 nm, but the rapid coarsening of nanoscale structure observed leads to lateral correlations of approximately 30 nm. When the deposition is stopped, there is a small relaxation in the surface morphology observed in the x-ray data, but the structure is largely frozen. Thus the morphology evolution observed is fundamentally driven by the deposited atoms, not by significant thermal diffusion at room temperature. The structure factor evolution at each wavenumber shows a strong initial superlinear growth with time, inconsistent with many continuum models for thin film growth, such as the Edwards-Wilkerson or Kardar-Parisi-Zhang approaches [4]. Stress is often cited as a primary driving force for nanoscale coarsening, but existing theory predicts strong wavenumber dependence of the linear-theory growth factor [5] which is in sharp contrast to the relatively modest variation of growth factor obtained from detailed analysis of the real-time data shown here. We are currently examining Monte-Carlo models of the morphology evolution to better understand the physics necessary to explain the observed growth kinetics.

Kinetics of thin film growth by atomic-layer deposition (ALD)

Atomic-layer deposition is continuing to gain importance for its ability to grow highly conformal films with atomic-level thickness control. Because it uses typical pulse pressures in the millitorr range and higher and coats all chamber walls, it is difficult to use many surface-sensitive techniques for real-time studies. However, one of the great powers of hard x-ray techniques is their ability to penetrate ambient environments to examine processes taking place there. To better understand the fundamental growth processes in ALD, we have been collaborating with the group of Prof. Christophe Detavernier (University of Ghent, Belgium) to examine growth of Al$_2$O$_3$ and TiO$_2$ from organometallic precursors and water vapor on both flat substrates and into nanoporous films [6]. As an example, Fig. 3 shows the difference in initial growth kinetics for TiO$_2$ films on planar SiO$_2$ versus growth on a porous film (pore size is approximately 4 nm). X-ray fluorescence, reflectivity and GISAXS measurements have tremendous ability to characterize the anomalies in initial stages of film growth, as well as the resulting

Fig. 2: Evolution of GISAXS pattern during deposition of Al film at room temperature. The blue line shows $q^4$ behavior expected for surface diffusion to minimize surface energy.

Fig. 3: Real-time x-ray fluorescence during ALD filling of mesoporous film with an initial average pore size of 4 nm (top left). Top right is a sketch of the nanoslab organization and overall porosity of the initial film. The bottom figures illustrate three stages of filling, as indicated by the arrows: left, coating of the pore walls; middle: complete filling of mesopores; right: deposition on rough top...
Thin film morphologies.

*Photon correlation spectroscopy, fast dynamical processes and experimental strategies for their study at the LCLS*

X-ray photon correlation spectroscopy (XPCS) offers unique insights into fundamental dynamical processes in materials. For instance, Fig. 4 shows examples of the sudden changes in speckle pattern we observe during the martensitic transformation of cobalt from FCC to HCP phases. These experiments are performed in collaboration with Prof. Mark Sutton (McGill University, Canada). The “avalanches” of sudden structural change observed from the figure are telling us much about the heterogeneous dynamics associated with frustration and stress associated with the phase transformation. We have discovered, for instance, that the avalanche frequency and size distribution following the initiation of the transformation obey power laws that we are now seeking to understand.

Many important materials processes occur faster than can be examined with current synchrotron sources. The LCLS is now beginning to offer unique possibilities for their study down to sub-picosecond time scales. However experiments at LCLS face a strong challenge of mitigating radiation damage and adiabatic heating. Successful approaches must optimize signal while minimizing beam power density in the sample. The unfocussed LCLS x-ray beam in the experimental halls is inherently relatively large (of order 300 µm), offering the possibility of keeping the power density low while maintaining a high total flux. However, given practical constraints for sample-to-detector distances, the use of incident hard x-ray beams larger than roughly 50 µm rapidly moves experiments beyond the familiar far-field Fraunhofer limit requiring \( R \gg d^2/\lambda \), where \( R \) is the sample-to-detector distance, \( d \) is the incident beam diameter and \( \lambda \) is the photon wavelength. Using calculations and simulations we have therefore investigated scattering outside the far-field condition. We have shown that, for scattering outside the forward direction, there is an “intermediate-field” regime \( d \xi/\lambda \ll R \ll d^2/\lambda \) (where \( \xi \) is the length of structural correlations in the material) in which the scattering is no longer proportional to the structure factor \( S(\mathbf{q}) = N^{-1} \sum_{ij} \exp (i \mathbf{q} \cdot \mathbf{r}_{ij}) \), but in which ensemble-averaged quantities, such as the intensity-intensity correlation function used in XPCS, yield the same result as in the far field. This potentially opens up the parameter space in which successful dynamics studies can be performed at the LCLS considerably. However, for optimal utilization of larger incident x-ray beams, area detectors with smaller pixels than currently used are needed.

**Future Plans**

In the near future, our focus is with ongoing data analysis and publication of the results for the projects described above. In the broader perspective, our future work will focus in three directions:

*Fundamental Growth Processes in Thin Films*

While much effort has been directed toward understanding how processes such as surface diffusion, related step-edge barrier effects, viscous flow, stress, surface/interface energies and the stochastic nature of the deposition process affect thin film growth, in many cases the experimental information available about the detailed kinetics of the growth process has been limited. The ability that we now have to do real-time studies of deposition under a wide range of growth conditions and processes, contrasting, for example, growth from thermal versus energetic sources, offers new important new opportunities for sorting out the contributions of different physical mechanisms to growth and morphology evolution. To obtain a more complete picture of growth processes, we are in the process of designing approaches to include

*Fig. 4:* XPCS pixel intensities as a function of time during the martensitic transformation of Co. The kinetics is dominated by avalanches of sudden structural change.
Simultaneous stress measurements with the x-ray studies.

**Processes in the Plasma-Assisted Molecular Beam Epitaxial Growth of III-V Nitride Films**

Group III-V nitride materials continue to offer exciting technological possibilities while presenting a wide range of interesting growth issues. Key focus areas of our research in the future will be: investigation of the film/substrate interface structure at the atomic level by crystal truncation rod analysis and its effect on subsequent film growth polarity, the structure and kinetics of high-mobility surfactant layers on the growing nitride surface and the possible relationship of this layer and growth kinetics to the complex ordering and phase separation we have discovered in ternary nitrides [7-10]. In this latter area, particular attention will be given to theoretical suggestions about the role of surface steps, and to composition and possible phase separation in the surfactant adlayers on the growing surface.

**Fast Structural Processes in Materials and on Surfaces**

We will continue to develop techniques utilizing the unique coherence and time resolution available at the LCLS to illuminate fast dynamical processes in materials and on surfaces. In collaboration with scientists from Argonne National Laboratory, first experiments to examine dynamics in glasses are scheduled for November, 2010. With colleagues at Boston University and at SLAC, we are also developing LCLS experiments to investigate dynamics in water (which may be related to the proposed existence of a critical point in the supercooled region of the phase diagram) and glassy aqueous solutions.
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Research Scope:

The research project is aimed at unraveling the structure of nanoscopic systems by the use of x-ray scattering techniques and advanced data analysis. Particular emphasis is placed on the arrangement of atoms at the surface of materials or in thin heterofilms (although some theoretical attention has been paid to scattering from small particles). In all cases, the limited extent of the object in real space, and the consequent breadth in reciprocal space, allows one to acquire redundant information that can be used to determine the phases of the scattered x-rays. The effort in the project has a theoretical and an experimental component that work synergistically. Experimentally, diffraction data, primarily from reconstructed surfaces, is acquired and analyzed. Theoretically, direct methods to extract information from these data are applied and refined, and new methods are also developed.

The measured intensities of x-rays scattered from a sample are proportional to the square of the amplitudes of the Fourier transform of the electron density distribution, which is itself closely related to the distribution of atoms in the sample. Briefly, the direct methods employed here attempt to assign a set of phases to these measured scattering amplitudes. Because of the limited spatial extent of a 2D (or nanoscopic) sample, the intensity will be distributed continuously over a broad range of reciprocal space. For the case of surface x-ray diffraction (SXRD), the termination of the surface leads to continuous streaks in reciprocal space normal to the surface called crystal truncation rods (CTR). Also, any Fourier component arising from a surface reconstruction will, of course, have limited spatial extent in the direction normal to the surface and will give rise to continuous superstructure rods (SSR). These streaks may be sampled in the normal direction at a spatial frequency greater than twice the Nyquist sampling rate necessary for describing the contents of a unit cell of the bulk. An iterative algorithm can be applied to assign phases to the measured amplitudes. The algorithm places constraints on the data in real space and reciprocal space. (See Fig. 1.) We term this method Phase and Amplitude Recovery and Diffraction Image Generation Method, or PARADIGM for short. In reciprocal space, the phases are adjusted to ensure agreement between the data and predicted scattering intensities. In real space, the charge distribution is constrained to lie within a support region near the vacuum interface. Eventually, the algorithm converges on a self-consistent assignment of phases, and thereby directly provides a model-independent structure. As we have demonstrated repeatedly, this algorithm can recover the charge density on the surface of a reconstructed solid. This charge density can then be used to suggest atomic locations, which may be precisely refined by conventional chi-squared fitting.

Our experimental studies commenced on metal surface alloys, including the Sb/Au(110) and Ir/Cu(100) surface systems. Our latest findings for Sb/Au(110) are reported below. The project has taken a recent focus on reconstructed polar oxide surfaces. Polar oxide surfaces result when an oxide crystal is
terminated parallel to the planes of cations and anions in the bulk crystal structure. Due to the accumulated dipole moments, the surface energy of such crystal faces tend to be quite high. Such polar surfaces of ionic materials have been predicted to undergo surface reconstruction to lower this surface energy, and a number of polar oxide surfaces have indeed been found experimentally to reconstruct. An intriguing characteristic of some of these surfaces is that the resultant reconstruction is, remarkably, stable in air. In particular, we have examined the MgO(111)-(√3×√3)R30° reconstruction, as well as the ZnO(0001)-(√3×√3)R30° surface that we recently discovered.

Progress:

**Sb/Au(110)** One of the first systems that we had tackled with these methods was the Sb/Au(110) surface system, wherein we found 4 new surface reconstructions, and had solved 2 of them. We have recently resolved the structure of another of these reconstructions, and also investigated the nature of a temperature-induced phase transition we observed. To briefly recapitulate our previous findings, we discovered that upon Sb deposition, the clean-surface (2×1) reconstruction is replaced by a c(2×2) pattern (~0.3 ML Sb coverage), which in turn undergoes a continuous transition to a (√3×√3)R54.7° pattern (~2/3 ML). Upon further deposition, a p(5×6) pattern (which is similar to a (√5×√5) pattern on a square lattice) emerges near 0.8 ML. Finally, upon exceeding a ML, a p(5×6) pattern is exhibited. With the help of PARADIGM, we were able to ascertain the atomic structure of the c(2×2) [1] and (√3×√3)R54.7° [2] reconstructions and to understand the transition between them. The overall phase diagram and the reconstruction were described in a separate publication [3]. This phase may be explained by a substitutional surface alloy where four of every five surface Au atoms are replaced by Sb. (See Fig. 2.) We also probed the thermal stability of the c(2×2) reconstruction with diffraction and spectroscopy. Upon heating, the diffracted intensity associated with the superstructure vanished in a power-law phase transition. (See Fig. 3a) However, line scans of the diffraction profile (Fig. 3b) indicate no transfer of diffracted intensity from the Bragg peak to a diffuse peak, which would be the signature of an order-disorder transition. Also, a large and sudden change in surface Sb coverage is observed at a different temperature (not shown). Thus, we infer that a surface miscibility gap transition [4, 5], rather than an order-disorder transition, is responsible for these phenomena [3].

**SrTiO<sub>3</sub>(001)** In another extension, we have applied the method to a non-reconstructed surface. In collaboration with workers at the Swiss Light Source, we applied our method to a data set from the
SrTiO$_3$(001) surface to recover a map of the electron density [6]. While at RT, this surface exhibits a (2×1) and/or (2×2) surface, at high temperatures, it deconstructs to form a (1×1). A major advantage of our technique is that it can handle both crystal truncation rods (CTR) and superstructure rods (SR). However, it was enlightening to apply the method for the first time to a dataset containing only CTR.

**MgO(111)** This surface features alternating planes parallel to the surface that are composed entirely of Mg or O ions, leading to a large surface energy [7] and predicted reconstruction [8]. The MgO(111) surface has been seen to reconstruct with several periodicities, including $p(2\times2)$, $(\sqrt{3}\times\sqrt{3})R30^\circ$, and $(2\sqrt{3}\times2\sqrt{3})R30^\circ$ [9]. There have been three reports of the surface structure of the $(\sqrt{3}\times\sqrt{3})R30^\circ$ reconstruction, none of which agree with each other [9, 10, 11]. The weak scattering of MgO presents a real experimental challenge for SXRD investigations. Using a pixel (area) detector [12] not previously available to us, we were able to acquire high-quality data [13]. In particular, the pixel detector posed two important advantages: it allows post-processing to recover the weak MgO signal from the background, and it allows one to capture the entire structure factor in one exposure, greatly speeding up data acquisition. Recently, we have found a new model that may explain these data. The top layer in this model consists of a stacking fault, and this layer is also buckled; there are no atomic vacancies, in contrast with published models. The lack of vacancies helps to explain the extreme robustness of this reconstruction. (It is even stable for weeks under bulk water.) The measured rods show good qualitative agreement with the model; detailed structural refinement is in progress.

**ZnO(000-1)** Earlier, we discovered a new sharp $(\sqrt{3}\times\sqrt{3})R30^\circ$ reconstruction on this polar surface [14] that only forms (in vacuum) under low levels of residual H gas. We have recently found that extended annealing in air can also induce a $(\sqrt{3}\times\sqrt{3})R30^\circ$ reconstruction. Using LEED-IV measurements, we have established that these two surface reconstructions very likely share the same structure. The Pendry R-factor $R_p$, which allows the quantitative comparison between two such datasets, was measured (Fig. 5) in this case to be $R_p = 0.27$, indicating it is highly probable that the underlying structures are the same. We recently acquired a SXRD dataset from such a surface, but, unfortunately, sample preparation problems rendered these data nearly useless for extracting information on the reconstruction.
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**Fig. 4. SXRD data from \((11\bar{1})\)**

rod from MgO(111)-(\(\sqrt{3}\times\sqrt{3})R30^\circ\) surface using two different experimental setups.

**Fig. 5. LEED-IV spectra from ZnO(000-1)-(\(\sqrt{3}\times\sqrt{3})R30^\circ\) surfaces: UHV-prepared (black) and air-annealed (red) samples. Top curves are \((1\bar{1}3,1\bar{1}3)\), middle are \((2/3,2/3)\) and bottom are \((0,1)\).**
Future plans:

**Fluid-Solid Interfaces:** It has been previously established that the hard-wall interaction of a liquid with a solid develops a nascent ordering in the liquid (at temperatures far above its melting point) in the direction normal to the substrate surface. In a few cases, the lateral corrugation of the substrate was seen to extend this ordering (weakly) in the lateral direction, i.e., in-plane order developed. In the near future, we will interrogate the structure of a water/mineral interface for the special case of a reconstructed oxide substrate. A reconstructed surface will have corrugations on a longer lateral length scale, and may serve as a more effective template for imbuing this nascent lateral order. The lack of a bulk Fourier component corresponding to the surface reconstruction confers added sensitivity to detecting this incipient order. Understanding the factors that contribute to lateral ordering may shed light on phenomena as diverse as lubrication, frost heave, and intracellular transport.

**Dissemination of Computer Programs:** The PARADIGM method of phasing of SXRD data is both novel and very successful. Consequently, it is likely to be adopted also by others in the field. It is our aim to facilitate this by disseminating the computer programs that produce an electron density map of the surface unit cell directly from measured SXRD data in an accessible form. It is our intention to disseminate these programs by publishing a paper in the journal Computer Physics Communications. Each paper in this journal consists of a description of a computer program, together with a listing of the input data and sample output. The program, and typical input and output, are deposited with the journal and may be obtained by readers directly from the journal. The progress of this part of the project was held back by the recent death of a postdoc working on it. After some delays due to visa issues etc., we have succeeded in hiring a new postdoc, who is now working full time on this, and we expect this part of the project to be completed before too long.
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Advancing High-Pressure Synchrotron X-Ray Research at HPCAT
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A plethora of high-pressure (HP) synchrotron radiation (SR) techniques has been developed and established at the HPCAT beamline of APS to explore the rich behavior of materials under pressure. These include HP x-ray emission spectroscopy which provides information on the filled electronic states of the HP samples, HP x-ray Raman spectroscopy which probes HP chemical bonding changes of the light elements, HP electronic inelastic x-ray scattering spectroscopy which accesses the high energy electronic phenomena, including electronic band structure, Fermi surface, excitons, plasmons, and their dispersions, HP resonant inelastic x-ray scattering spectroscopy which probes shallow core excitations, multiplet structures, and spin-resolved electronic structure, HP nuclear resonant x-ray spectroscopy which provides phonon densities of state and time-resolved Mössbauer information, HP x-ray diffraction which determines the fundamental structures and densities of single-crystal, polycrystalline, nanocrystalline, and non-crystalline materials, and HP radial x-ray diffraction which yields deviatoric elastic and rheological information. These tools, integrated with hydrostatic or uniaxial media, laser and resistive heating, and cryogenic cooling, have enabled investigations of structural, vibrational, electronic, and magnetic properties over an extensive P-T range.

To take full advantage of the rapid advancing SR brilliance, resolutions (in energy, size, and time), polarization, and coherence, a single beamline like HPCAT has its technical and organizational limitations. The extreme synchrotron capabilities, including the maximum energy to hundreds of keV, the maximum spatial resolution in tens of nanometer, the maximum energy resolution to sub-meV, and the maximum time resolution to follow the advances of a shock-wave front, would require specialized beamlines incompatible with the dedicated, HP, multi-purpose beamline. A new infrastructure, HPSynC, has been established to bridge the HP research and most APS specialized beamlines, thus unleashing the full power of the multidisciplinary HP science.
Synchrotron x-ray studies of materials under extreme environments
Wendy Mao
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Extreme conditions in pressure, temperature, and irradiation can induce dramatic changes in materials and give us a much broader field to search for new phases with desirable properties, and improving our understanding of the modifications that occur in materials can help us design improved materials. Our group has been investigating a number of strongly correlated systems and hydrogen storage materials using a suite of in-situ probes including many x-ray scattering techniques to study changes in properties at extreme conditions in these materials. Concurrently we have also been helping to develop high pressure x-ray capabilities and collaborating with theory groups for interpreting our results. A few of the research highlights and directions include:

High pressure evolution of Fe$_2$O$_3$ electronic structure revealed by X-ray absorption
We made the first high pressure measurement of the Fe K-edge in hematite (Fe$_2$O$_3$) by X-ray absorption spectroscopy in partial fluorescence yield geometry. The pressure-induced evolution of the electronic structure as Fe$_2$O$_3$ transforms from a high-spin insulator to a low-spin metal is reflected in the x-ray absorption pre-edge (Figure 1). The crystal field splitting energy was found to increase monotonically with pressure up to 48 GPa, above which a series of phase transitions occur. Atomic multiplet, cluster diagonalization, and density-functional calculations were performed in collaboration with Tom Devereaux’s group at SLAC/Stanford to simulate the pre-edge absorption spectra, showing good qualitative agreement with the measurements. These results represent a novel approach for studying Fe$_2$O$_3$ and related compounds under pressure. This is the first use of high resolution pre-edge XAS at high pressure to investigate insulator-metal transition and high spin-low spin transition. Together with the theory we use to help interpret the spectra, our work opens up a new way to study the electronic transitions of transition metal compounds.

Figure 1. X-ray K-edge pre-edge of Fe$_2$O$_3$ at 0, 17, 29, 40, 48, 56 and 64 GPa showing changes in the crystal field splitting with pressure. The red spectra are from the insulating, high spin lower pressure phase and the blue spectra are from the metallic, low spin higher pressure phase.
We performed high-pressure extended x-ray absorption fine-structure measurements on amorphous GeO$_2$ over increasing and decreasing pressure cycles at pressures up to 44 GPa. Several structural models based on crystalline phases with fourfold, fivefold, and sixfold coordination were used to fit the Ge-O first shell. The Ge-O bond lengths gradually increased up to 30 GPa. Three different pressure regimes were identified in the pressure evolution of the Ge-O bond distances. Below 13 GPa, the local structure was well described by a fourfold “quartzlike” model whereas a disordered region formed by a mixture of four- and five-coordinated germanium-centered polyhedra was observed in the intermediate pressure range between 13 and 30 GPa. Above 30 GPa the structural transition to the maximum coordination could be considered complete. The present results shed light on the GeO$_2$ densification process and on the nature of the amorphous-amorphous transition, suggesting that the transition is more gradual and continuous than what has been previously reported. They also demonstrate the potential for using energy-dispersive high pressure EXAFS to studying 3$d$ transition metal compounds.

CsAuI$_3$ presents an intriguing parallel to the better known charge density wave (CDW) compound BaBiO$_3$. Similar to the two distinct Au sites (Au$^+$ and Au$^{3+}$) in CsAuI$_3$, BaBiO$_3$ comprises two distinct Bi sites. It has been suggested that the CDW state in this compound might reflect the tendency of Bi to disproportionate (2Bi$^{4+}$→Bi$^{3+}$+Bi$^{5+}$). Significantly, suppression of the CDW state in BaBiO$_3$ by hole doping leads to superconductivity. The nature of the pairing mechanism in these compounds remains an open question, as does the possibility of finding related higher Tc materials. In this context, understanding the nature of the coupled structural and valence transition under pressure in CsAuI$_3$ is especially important. The CDW state in CsAuI$_3$ is different to that found in BaBiO$_3$ in that the relative difference in bond lengths between the coordinating ligands and the two distinct Au sites are substantially larger, and that the frozen phonon mode associated with the CDW state is different. Understanding the consequences of these differences in terms of the electronic structure, electronic transport, and electron-phonon coupling are key steps in assessing the potential of CsAuI$_3$ to host superconductivity in part of the composition-pressure phase diagram. In addition, there are very few compounds containing Au$^{2+}$ ions, and even fewer exhibiting Au valence transitions, motivating a careful study of the correlation between structural and electronic properties in CsAuI$_3$. This is a collaboration with Ian Fisher’s group at Stanford. L-edge XANES is an ideal tool to explore changes in the 5$d$ electron configuration associated with the various valence and structural transitions observed, and can be applied to many strongly correlated systems (e.g. Hg L$_3$ edge in Hg cuprates). Together with additional structural information from separate x-ray diffraction experiments and theoretical calculations (from Tom Devereaux’s group), these results will provide a much clearer picture on the correlation between the electronic state of the system and the crystal structure in the various pressure regimes.

Distortions and stabilization of simple-cubic calcium at high pressure and low temperature Ca-III, the first superconducting calcium phase under pressure, was identified as simple-cubic (sc) by previous X-ray diffraction (XRD) experiments. In contrast, all previous theoretical calculations showed that sc had a higher enthalpy than many proposed structures and had an imaginary (unstable) phonon branch. By using our newly developed submicrometer high-

High pressure X-ray Absorption Near Edge Structure (XANES) studies of strongly correlated systems

CsAuI$_3$ presents an intriguing parallel to the better known charge density wave (CDW) compound BaBiO$_3$. Similar to the two distinct Au sites (Au$^+$ and Au$^{3+}$) in CsAuI$_3$, BaBiO$_3$ comprises two distinct Bi sites. It has been suggested that the CDW state in this compound might reflect the tendency of Bi to disproportionate (2Bi$^{4+}$→Bi$^{3+}$+Bi$^{5+}$). Significantly, suppression of the CDW state in BaBiO$_3$ by hole doping leads to superconductivity. The nature of the pairing mechanism in these compounds remains an open question, as does the possibility of finding related higher Tc materials. In this context, understanding the nature of the coupled structural and valence transition under pressure in CsAuI$_3$ is especially important. The CDW state in CsAuI$_3$ is different to that found in BaBiO$_3$ in that the relative difference in bond lengths between the coordinating ligands and the two distinct Au sites are substantially larger, and that the frozen phonon mode associated with the CDW state is different. Understanding the consequences of these differences in terms of the electronic structure, electronic transport, and electron-phonon coupling are key steps in assessing the potential of CsAuI$_3$ to host superconductivity in part of the composition-pressure phase diagram. In addition, there are very few compounds containing Au$^{2+}$ ions, and even fewer exhibiting Au valence transitions, motivating a careful study of the correlation between structural and electronic properties in CsAuI$_3$. This is a collaboration with Ian Fisher’s group at Stanford. L-edge XANES is an ideal tool to explore changes in the 5$d$ electron configuration associated with the various valence and structural transitions observed, and can be applied to many strongly correlated systems (e.g. Hg L$_3$ edge in Hg cuprates). Together with additional structural information from separate x-ray diffraction experiments and theoretical calculations (from Tom Devereaux’s group), these results will provide a much clearer picture on the correlation between the electronic state of the system and the crystal structure in the various pressure regimes.

Distortions and stabilization of simple-cubic calcium at high pressure and low temperature Ca-III, the first superconducting calcium phase under pressure, was identified as simple-cubic (sc) by previous X-ray diffraction (XRD) experiments. In contrast, all previous theoretical calculations showed that sc had a higher enthalpy than many proposed structures and had an imaginary (unstable) phonon branch. By using our newly developed submicrometer high-
pressure single-crystal XRD, cryogenic high-pressure XRD, and theoretical calculations, we
demonstrate that Ca-III is neither exactly sc nor any of the lower-enthalpy phases, but sustains
the sc-like, primitive unit by a rhombohedral distortion at 300 K and a monoclinic distortion
below 30 K. This surprising discovery reveals a scenario that the high pressure structure of
calcium does not go to the zero-temperature global enthalpy minimum but is dictated by high-
temperature anharmonicity and low-temperature metastability fine-tuned with phonon stability at
the local minimum. The development of high pressure submicron single-crystal XRD has
potential application for addressing many structural problems surrounding new phases which
occur under compression.

Compressional behavior of LiMn$_2$O$_4$ bulk and nanorods under nonhydrostatic stress
The effect of pressure on LiMn$_2$O$_4$ commercial powders and well-characterized nanorods was
investigated using angle-dispersive x-ray diffraction in diamond anvil cells (DACs), indicates
spinel LiMn$_2$O$_4$ is extremely sensitive to deviatoric stress induced by the external applied
pressure. Under nonhydrostatic conditions, bulk LiMn$_2$O$_4$ underwent an irreversible phase
transformation at pressure as low as 0.4 GPa from a cubic to an orthorhombic $Fdd2$ structure
driven by the Jahn-Teller effect. In contrast, bulk LiMn$_2$O$_4$ with methanol-ethanol mixture as
pressure medium started to experience a reversible structural transformation at approximately 11
GPa. Well-characterized LiMn$_2$O$_4$ nanorods with an average diameter of 130 nm and an average
length of 1.2 µm synthesized by Yi Cui’s group at Stanford were further investigated with the
same experimental conditions. The observations that nanorods showed a similar behavior as bulk
LiMn$_2$O$_4$ confirms the conclusion that LiMn$_2$O$_4$ displays an extremely sensitive structural
response to deviatoric stress. SEM images of the quenched samples and the starting materials
indicate a link between the morphology of the samples and the origin of the phase transition
(Figure 2). Our comparative study of LiMn$_2$O$_4$ bulk and nanorods is useful for improving our
understanding of its fundamental structural and mechanical properties which may provide
guidance for applied battery technology. In addition, LiMn$_2$O$_4$ interesting strongly correlated
systems whose structural, electronic, and magnetic behavior at high pressure is of broad interest
for chemistry and condensed matter physics.

Figure 2. SEM images of a) synthetic LiMn$_2$O$_4$ nanorods before compression, b) after compression
in a mixture of methanol-ethanol, and c) after compression without pressure medium which shows
loss of nanorod morphology.
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Structure and dynamics in block-copolymer-nanoparticle nanocomposites
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Research Scope

The goal of this proposal is to establish and investigate the basic physical principles underlying the equilibrium structures and dynamics within block copolymer-nanoparticle nanocomposites. This new understanding will facilitate the design and creation of robust and stable nanocomposites with desirable properties. In particular, for nanocomposites built from nanoparticles with a size that is smaller than the characteristic size of the block copolymer morphology, and with a surface treatment that yields a strong preference for the interior of one of the blocks, we hypothesize that for low and moderate concentrations of nanoparticles, the block copolymer morphology will be minimally affected by the nanoparticles. Thus, in these cases, the block copolymer morphology will effectively constitute a template that, together with the overall concentration of nanoparticles, will define the nanoparticles’ arrangement. We will test this hypothesis and investigate the structure (via SAXS) and dynamics (via XPCS) of nanoparticles in such confined geometries, including in zero, one, and two-dimensional spaces and in curved spaces, such as at the curved interface between different diblocks. In the case of nanocomposites built from larger nanoparticles, whose size approaches or exceeds the characteristic size of the block copolymer morphology, and with a surface treatment that yields a preference for the nanoparticle to be located at the block-block boundary, we hypothesize that the addition of such nanoparticles at sufficient volume fractions will eventually give rise to novel nanocomposite morphologies, different from that of the parent copolymer system. We will carry out SAXS measurements to elucidate how the presence of nanoparticles feeds back onto the block-copolymer morphology, and how the morphology of nanocomposites changes with the addition of an increasing concentration of surface-active nanoparticles. The dynamical properties of the resultant novel structures will be studied via XPCS.

Recent Progress

In preparation for synchrotron-based SAXS and XPCS experiments, we have successfully implemented at Yale the protocols of Ref. [1] to create two distinct nanoparticle-block copolymer motifs. Specifically, a polystyrene-block-poly(2-vinylpyridine) block copolymer (PS-b-P2VP) was purchased from Polymer Source. PS-b-P2VP micelles were formed by solvating in toluene (5 mg/mL). To carry out the synthesis of CdS nanoparticles, Cd(OAc)$_2$ and Na$_2$S were each dispersed in methanol. The Cd(OAc)$_2$/methanol solution was then mixed into a PS-b-P2VP/toluene solution to induce the coordination of P2VP and Cd$^{2+}$ ions. After stirring this solution for 24 hours at room temperature, the Na$_2$S/methanol solution was added. The resulting solution was again stirred for 12 hours to complete the reaction...
between Cd$^2$ and Na$_2$S. This lead to the creation of CdS nanoparticles, located at the P2VP micellar cores with a polystyrene micellar shell. A transmission electron micrograph of such micelles is shown in Fig. 1(a).

Subsequent inversion of the micellar structure and rearrangement of the CdS nanoparticles was achieved by adding an excess of methanol into the toluene-based micellar solution. This led to the formation of micelles with PS cores and P2VP shells and correspondingly shell-embedded CdS nanoparticles. An SEM image of these micelles is shown in Fig. 1(b).

Currently, we are implementing methods to prepare more concentrated samples, suitable for x-ray measurements, which will occur in beamtime scheduled for December 2010.
Future Plans

We now have a system in hand that will permit us to investigate the behavior of nanoparticles with a strong preference for one block, namely the CdS-P2VP-PS system. In the case of a lamellar parent PS-P2VP block copolymer system, we anticipate that the CdS nanoparticles will form a stack of two-dimensional particle arrays, confined within sheets of P2VP, separated and shielded one from another by the presence of sheets of PS. This system will afford the opportunity to study the collective structure and dynamics in a quasi-two-dimensional situation. (In this case, to achieve a single lamellar orientation, we will repeatedly spin caste onto a flat substrate to build up the film thickness.) For moderate nanoparticle volume fractions, we expect to realize a two-dimensional nanoparticle liquid, and at yet higher volume fractions a quasi-two-dimensional solid.

If instead of a lamellar parent morphology, we choose a hexagonal one, then the nanoparticles, will be confined within one-dimensional cylindrical domains. As is well-known, one-dimensional systems cannot order at any non-zero temperature. Therefore, with increasing nanoparticle volume fraction, we expect that the structural correlations that this system will evolve smoothly. It seems clear, however, that in a certain sense, such a one-dimensional liquid is always “jammed” \[2, 3\] because of the difficulty of one particle passing another (particle exchange), at least for narrow enough cylinders. We hypothesize therefore that the collective dynamics of such a system will be unusually slow, compared to its two- and three-dimensional analogues, and will be a strong function of the ratio of the nanoparticle diameter to the cylinder diameter.

Our immediate future goals are to characterize the structural arrangement of such 2D- and 1D-confined nanoparticles and their dynamics via SAXS and XPCS, respectively.
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Introduction
Magneto-optical measurements of magnetic dynamics currently use either ultrafast lasers and visible-wavelength light, or x-rays from large-scale synchrotron x-ray facilities. The former gives short pulses (~ 50 fs), enabling studies with high time resolution but with low spatial resolution. X-ray probes enable high spatial resolution and high contrast at the elemental absorption edges of ferromagnetic materials. However, until recently the available time resolution has been too low to capture the fastest dynamics involved in demagnetization or domain switching. Ultrafast short wavelength light from high-harmonic generation (HHG) or x-ray free electron lasers (XFELs) has the potential to combine nm spatial resolution with ~< 10 fs time resolution.

Synchrotron x-ray studies typically make use of magnetic contrast near the L-edge of the elements at ~ 700 eV photon energy – outside the wavelength range accessible using HHG light. However, recent work has shown that it is also possible to obtain good magnetic contrast suitable for spectroscopy and imaging at the M-edges of the magnetic materials, at photon energies of 55-65 eV that are accessible using HHG light. Moreover, this approach is very sensitive, is element selective, and achieves high time resolution (~ 50 fs), with much higher time resolution possible in the future.

Results to date
In our work to date, we made two significant advances. First we demonstrated element-selective demagnetization dynamics for the first time, with a record time resolution for x-ray probing of 55 fs (see Figs. 2 and 3). Our initial experiments measured the demagnetization
dynamics the alloy Permalloy (Ni80Fe20), in which the two transition metal species are strongly exchange coupled and, therefore, the demagnetization timescales were the same for Ni and Fe (within our measurement accuracy). More recently, we extended our measurements to other alloys with weaker exchange coupling between magnetic species, with which we measured different demagnetization timescales for the different elements in a single material. We also compared our demagnetization timescales in simple materials (Ni) with those measured by visible lasers, and found them to be equal within our measurement accuracy (≈ 150 fs), with the exact time dependent on the heating pump pulse fluence. In other exciting preliminary data, we investigated the magnetization dynamics of buried magnetic layers in a spin-valve type multilayer system.

Our measurements were made using the transverse magneto-optic Kerr effect (T-MOKE) geometry, since the reflectivity of a magnetic material changes with the direction of the magnetization vector of a surface. In our experiment, we periodically reversed the magnetization direction of a grating structure made of Permalloy (Ni80Fe20) using an external magnetic field (Fig. 1). To achieve maximum contrast, we used HHG light spanning the M-shell (3p) absorption edges of Fe and Ni. Our first measurement on a Permalloy sample shows high magnetic asymmetry (up to 2%) at photon energies just above and below the absorption edges at 55 eV and 65 eV, respectively. This result (Fig. 2) is in qualitative agreement with Faraday rotation measurements previously done using a synchrotron source.

Figure 3 demonstrates the use of femtosecond EUV beams to probe ultrafast demagnetization processes with elemental selectivity. A Permalloy sample is demagnetized using an ultrafast infrared pump-beam, and the magnitude

![Figure 2. T-MOKE signal from a permalloy sample (Ni80Fe20): (red) Asymmetry signal, defined as the difference in reflected intensities after magnetization reversal (normalized). Large asymmetries are measured near absorption edges of Ni and Fe. (blue) Typical harmonic spectra. Inset shows the diffraction pattern recorded on the CCD.](image1)

![Figure 3. Time-resolved measurement of the femtosecond laser-pulse induced demagnetization of the Permalloy film by high-harmonic photons around the Ni (blue circle), Fe (red square) M-edge, and off-resonance from M-edge (diamond). The dashed line represents a fit to the data.](image2)
of the magnetization is monitored as a function of time-delay between the laser pump pulse and the EUV probe pulse. We measured a demagnetization time of 400 fs for both Fe and Ni in Permalloy. This result shows that the different atomic species in Permalloy are strongly exchange-coupled even during the ultrafast non-adiabatic heating process.

In order to break the coupling between the moments of Fe and Ni in Permalloy, we made further measurements on Cu-doped Permalloy (40% Cu / 60% Permalloy), which exhibits a very Curie temperature Tc of 425 K. Near Tc, the exchange interaction in ferromagnets is known to renormalize. The basic principle is that the collapse of ferromagnetism near the Tc is not just the result of an increased density of thermally excited spin waves, but the commensurate reduction of the exchange interaction as the magnetization approaches zero: the more magnons in the ferromagnetic spin system, the less energy it takes to add yet another magnon.

As the ferromagnetic order is destroyed during the ultrafast demagnetization process, we expect a weakening of the exchange coupling that otherwise synchronizes the magnetization dynamics for Fe and Ni in the Cu-doped Permalloy film. If completely decoupled, the details of the demagnetization process depend solely on processes localized at each atomic site. Fig. 4 shows a a preliminary result demonstrating this behavior for Fe and Ni in Cu-doped Permalloy, where we see a 45% increase in the demagnetization time for Ni relative to Fe.

Future Plans
In the short term, we will investigate magnetization dynamics in ferro- and antiferromagnetic coupled multilayer devices and Heusler-alloys. We are also making nanoscale heat flow measurements and eventually imaging of magnetic nanostructures in collaboration with industry. In the longer term (≈ 3 years), we are developing a broadband high harmonic ultrafast soft x-ray source that spans the L absorption edges of magnetic materials (around 700-900eV). Image contrast, resolution, and transparency of many materials are all greatly improved at soft x-ray L-edge energies. Thus, imaging of buried magnetic structures, domain interactions, strongly coupled nanolayers, and spin dynamics will all be accessible with femtosecond and possibly even sub-femtosecond time resolution.
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Research Scope

- Develop new synchrotron radiation based x-ray diffraction and spectroscopy methods that allow in-situ probing of the intermediates in the oxygen reduction reaction (ORR) on the cathode in fuel cells where both species identification, geometric and electronic structure properties can be fully characterized.
- Gain insight into how various catalytic properties on Pt surfaces can be modified due to alloying.
- Perform combinatorial synthesis and high throughput electrochemical screening methodologies of alloy catalyst with different chemical compositions and structures to obtain optimum performance.

Recent Progress

While the oxidation of pure hydrogen is not considered a technical hurdle in fuel cells, the power loss at the cathode during the electroreduction of oxygen is found to be significant. Therefore the identification of a catalyst for the electroreduction of oxygen with improved performance is a major scientific priority. Pt has been the only metal which offers a good compromise in terms of performance and durability, and catalyst costs dominate at high Pt loading. Our goal is to understand the mechanistic pathway of the ORR reaction and to design new low Pt containing catalyst by optimizing the geometric and electronic structure of catalyst along the mechanistic pathway.

Novel alloy catalyst for fuel cell cathode reaction

Dealloying is the preferential dissolution of the electrochemical more reactive component from a bimetallic alloy (precursor) consisting of a less reactive (here Pt) and more reactive metal (here Cu). We have shown that dealloyed Pt-Cu nanoparticles show uniquely high catalytic reactivity for the oxygen reduction reaction (ORR) in fuel cell electrodes (1-3). Dealloyed Pt catalysts, however, meet and exceed the technological activity targets in realistic fuel. Owing to their reactivity, dealloyed Pt catalysts can reduce the required amount of Pt by more than 80%. Despite this importance, the mechanistic origin of their enhanced reactivity remains poorly understood.

We have shown based on a combination of electron microscopy, x-ray photoelectron spectroscopy and anomalous x-ray diffraction studies of dealloyed Pt-Cu catalysts (4) that a core-shell structure is formed during dealloying, which involves removal of Cu from the surface and subsurface of the precursor nanoparticles. X-ray diffraction shows that the resulting Pt-rich surface shell exhibits compressive strain that depends on the composition of the precursor alloy. Based on model electron and x-ray spectroscopy experiments of strained Pt films on Cu(111) the existence of a downward shift of Pt d-band resulting in a weakening of the bond strength of intermediate oxygenated species due to strain (see fig.1). Theoretical simulations of the fuel cell catalytic process also shows that strain enhance the overall reactivity via a weakening of the
oxygen adsorption bond strength. The stoichiometry of the precursor, together with the dealloying conditions, provides experimental control over the resulting surface strain and thereby allows continuous tuning of the surface electrocatalytic reactivity – a concept that can be generalized to other catalytic reactions.

To build on the above results and to better understand the structure-activity relationships in dealloyed Pt-alloy electrocatalysts, we have used uniform, single phase, polycrystalline Cu₃Pt thin films and single crystal Cu₃Pt(111) as model catalysts for accurate characterization of structure and the resulting ORR activity enhancement. Anomalous x-ray diffraction (AXRD) is used to study the structure of the dealloyed Pt-Cu thin film (lattice constant and composition) (5). We have obtained a detailed understanding of the structure and composition relationships in these Pt-skeleton structures prepared by dealloying base metal rich alloy. Compositional inhomogeneity of the dealloyed films is observed with a Pt enriched surface region and Cu depleted interior. The composition of Cu depleted interior is different from that of as-deposited Cu₃Pt showing that dealloying of Cu occurs at the surface and proceeds into the interior, leaving a compressively strained Pt-enriched surface region as shown in Fig. 2. Work on single crystal Cu₃Pt(111) is ongoing, but qualitatively consistent with the film studies.

**Figure 1** Electronic interactions between p-level of oxygen and the d-band in the metal results in the formation of bonding and antibonding states. Thin layer of Pt on Cu(111) results in strained films and x-ray spectroscopy of adsorbed oxygen shows that this results in a weakening of the oxygen-metal bond through increased population of the antibonding states. This allows for oxygen to become more active for reactions with hydrogen at the cathode of the fuel cell.

![Figure 1](image1.png)
Mechanistic understanding of fuel cell cathode reaction

In order to develop more efficient fuel cell catalysts it is essential that we can gain information regarding the nature of intermediate species during oxygen reduction reaction (ORR) that contribute to the sluggish kinetics. Hard x-rays penetrate several millimeters through electrolyte solutions, thus providing a unique capability for in situ x-ray absorption spectroscopy (XAS) studies of active fuel cell catalysts under electrocatalytic conditions. Of particular interest is determining the nature of Pt–O interactions at high potentials since this is essential for understanding the origin of the overpotential of the electrochemical oxygen reduction reaction (ORR). We have chosen to study a well-defined, simple model system, consisting of one monolayer Pt on a Rh(111) single-crystal surface. By tuning the energy to the Pt L absorption edge this allows for the – intrinsically bulk sensitive – hard x-ray spectroscopy to probe only surface Pt atoms and their interaction with oxygen.

Figure 3 shows the L-edge x-ray absorption spectra (XAS) of a Pt monolayer on Rh(111) detected using High Energy Resolution Fluorescence Detection (HERFD), where the life time broadening of the Pt L-edge has been experimentally removed, resulting in much higher resolved spectral features (15). By using the L 3-edge, the unoccupied Pt 5d-states are probed. The intensity increase, broadening, and shift of the spectra with increasing potential have been identified, through theoretical spectral simulations, to result from the development of a Pt surface oxide. Complementary extended x-ray absorption fine structure (EXAFS) measurements have been carried out under identical conditions. Pt-Pt and Pt-O bond lengths and coordination numbers have been derived, confirming the interpretation of the growth of a surface Pt oxide. Weaker changes in the spectral features at lower potentials can be related to adsorbed hydrogen and to the presence of other oxygenated species.

Future Directions

We will continue the in-situ spectroscopy studies of the ORR of a single Pt monolayer to other substrates which are expected to bind oxygen stronger where we expect that the onset of Pt surface oxide formation will occur at lower potentials. We will also extend these studies to nanoparticles of Pt with different sizes since there is a hypothesis that small nanoparticles could induce oxide formation at lower potentials. We will also continue our effort to develop in-situ spectroscopic techniques to the soft x-ray regime. We will extend the studies of the dealloying process to Pt-Cu single crystals. We are currently exploring dealloyed bimetallic Pt systems other than Pt-Cu. Current studies focus on dealloyed PtCo3 and PtNi3. Dealloying behavior of these bimetallic compounds is unknown to date. Preliminary results suggest a similar core shell behavior for PtCo3 as found in PtCu3. PtNi3 showed less susceptibility to leaching. Future experiments will include morphological studies of dealloyed PtCo3 and PtNi3, monitoring of the compositional changes upon extended cycling protocols.
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Program Scope: The primary goal of the group is to understand the effects of nanoscale confinement and the role of self-assembly in soft materials through the use of patterned templates and well-defined interfaces. We use synchrotron x-ray scattering, scanning probe and optical microscopy techniques to study fundamental properties of complex fluids, simple liquids, macromolecular assemblies, liquid crystals, polymers, and biomolecular materials. The challenges are (1) to understand liquids under nano-confinement, (2) how templates and confinement can be used to direct the assembly of biomolecular materials and diblock copolymer thin films, (3) to understand the fundamental interactions which give rise to similar self-assembly behavior for a wide variety of systems, (4) how the order correlates with function. Understanding structural aspects of self-assembly and thin organic films underlies many emerging organic based devices and energy technologies. Our approach uses two complementary structural probes, x-ray scattering and AFM. An important aspect of our approach is to use nanopatterned surfaces to confine liquids and complex fluids. To accomplish this, we are using polymer based self-assembly techniques and AFM based local-oxidation nanolithography. The program integrates experimentalists with a dedicated history of collaboration in liquids, wetting, biomaterials, and synchrotron-based structure characterization.

Recent Progress:

A. Biomolecular materials: One of our main efforts is focused on lipid monolayer-mediated 2D assembly of biomolecular nanoparticles (BNPs) at liquid interfaces. A major challenge of nanoscience has been to identify and understand what physical parameters promote long-range order in the assemblies of nanoscale objects. Arrays of BNPs, i.e., proteins and virus particles, formed at the lipid membrane-aqueous solution interface are well suited to investigating ordered assembly in 2D because of the intrinsic monodispersity of BNPs as building blocks, the use of a fluid-phase lipid monolayer to promote the mobility of interface-confined BNPs, and the ability to tune the BNP-BNP and BNP-surface interactions through chemical compositions in the buffer and in the lipid membrane. Our recent progress in this research area includes

• 2D assembly of Tobacco Mosaic Virus (TMV) on cationic and zwitterionic lipid monolayers. In-situ GISAXS, AFM, and optical microscopy measurements have been carried out at the substrate-liquid and liquid-vapor interfaces. The results demonstrate that the in-plane mobility of the interface-bound TMVs and the presence of divalent cations (Ca$^{2+}$) are essential to developing structural order, consisting of close packing and alignment of these “nanorods” lying parallel to the interface. Quantitative analysis of the GISAXS data shows that the structure of the TMV arrays in the absence of Ca$^{2+}$ is consistent with purely repulsive, electrostatic inter-particle interaction. By contrast, the structural order within Ca$^{2+}$-induced TMV assemblies is consistent with the behavior of a fluid of sticky rods, implying the presence of strong attraction between TMVs.

• 2D assembly of streptavidin (SA) on a Langmuir monolayer of biotin-bearing lipids. The results of in-situ XR, GID, and optical microscopy measurements demonstrate that the adsorption and 2D crystallization of SA depend sensitively on the surface biotin density. The minimum biotin density required for the 2D crystallization of SA is found to be remarkably close to the density of the ligand-binding sites in the protein crystal. Moreover, the measured protein adsorption isotherm is consistent with the predominance of the doubly-bound SA over the singly-bound SA, both above and below the threshold biotin density. These results imply...
that even in the low-density noncrystalline phase, the bound proteins share a common, fixed orientation relative to the surface normal, and that dense packing of these already well-oriented proteins is the driving mechanism for the 2D crystallization of SA.

B. Fundamental aspects of surface induced order at liquid interfaces: Understanding interface-induced order is relevant to many fields including those used in molecular electronic and photovoltaic devices. We have had a long-standing program to understand interface-induced ordering of simple molecular and atomic systems. One of the most elegant examples is surface freezing in alkanes where a crystalline phase forms up to 3°C above the bulk melting transition. We have also investigated interfacial freezing in Langmuir-Gibbs films, surface freezing at the oil/water interface, surface induced ordering at the vapor interface of liquid metals and alloys. More recently we have investigated electrocapillary effects at the mercury/electrolyte interface, surface induced ordering of mercury, ionic liquids and long-chain alcohols at the sapphire interface. Two highlights of these studies are presented below:

- **Surface freezing of long-chain alcohols at the sapphire interface:** X-ray reflectivity measurements have been carried out to determine the structure of the deeply-buried interface between a bulk alcohol (CnOH), for 12 ≤ n ≤ 20, and a solid surface, sapphire, (0001). Over a range of temperature (about 30 °C) above the freezing point of the alcohol an extremely well defined monolayer is stable at the solid interface, with surface-normal, rather than surface-parallel, molecules. After disordered of the layer at higher temperature, the ordered layer is reformed by cooling. This reversible formation of an interfacial monolayer is reminiscent of surface freezing at the vapor interface where the much larger temperature range for the solid interface is consistent with the much stronger surface interaction.

- **Thin-thick coexistence behavior of liquid crystalline films on silicon:** As the thickness of an adsorbed film is reduced the stresses within the films can lead to stable coexistence of thick and thin films on the surface. We have conducted X-ray reflectivity measurements to study the effect of varying the thickness of 8CB liquid crystalline films on a flat silicon surface. Our measurements show the existence of a temperature-thickness phase diagram with a novel reentrant region, where thick and thin films coexist on the silicon surface.

C. Nanoliquids: A main research effort of the BNL’s Soft Matter Group focuses on the study of the equilibrium and out-of-equilibrium wetting behavior of nanoscale liquids. Our unique experimental approach to the problem is based on the use of nanopatterned surfaces to confine liquids within nanometer-scale structures. The effects of confinement and long-range interactions between the liquid and the nanostructured substrate may lead to substantial deviations from the macroscopic wetting behavior. In situ X-ray scattering and AFM are then used to study the morphology of the confined nanoliquids which are then compared to recent theoretical models. Our recent progress in this research area includes:

- **Wetting of topologically nanopatterned surfaces.** Silicon surfaces were nanopatterned with an array of parallel, ~20 nm-wide trenches by using state of the art electron-beam lithography (Hitachi collaboration) or with hexagonal array of ~20 nm-sized parabolic cavities using diblock-copolymer lithography. The wetting of simple liquids (perfluoromethylcyclohexane, cyclohexane) on the nanopatterned surfaces was studied using transmission X-ray scattering measurements as a function of the chemical potential (temperature) difference between the substrate and a liquid reservoir contained in a hermetically sealed chamber. These measurements have provided the amount of liquid condensed in the nanocavities with unprecedented accuracy and therefore a stringent test for current theories of wetting on the nanoscale. Our result confirm the validity of continuum, mean field models with dispersive interaction potential for describing wetting phenomena at a ~10 nm length-scale.

- **Wetting of chemically nanopatterned surfaces.** We have studied the wetting of liquid nanodrops of cyclohexane and ethanol on chemically nanopatterned stripes (50-1000 nm
wide) prepared using oxidation nanolithography. The equilibrium shape of the nanodrops was investigated using non-contact AFM. The measured power law dependence of the height of the liquid drops versus the stripe width confirms the long-standing prediction that the shape of the drops is controlled by the dispersive (Van der Waals) potentials.

- **Directed Assembly of Block Copolymers:** These same chemical patterns have also been used to direct the dewetting of polymer thin films into structures of complex shapes in order to study the effect of the lateral confinement on the spatial orientation of diblock copolymer microdomains, so called graphoepitaxy. The combined sectoring and self-assembly provides a unique route towards a guided self-assembly of BCP films with long-range order that may be used to fabricate sectored, high-density arrays of nanoscopic elements suitable as templates for device applications.

- **Deliquescence of model aerosol nanoparticles.** The wetting of nanoscale atmospheric aerosols by water is relevant for improved climate models. To gain insight into this phenomenon we have studied the hygroscopic growth of “model” aerosols particles (cubic NaCl crystals) deposited on a prepared hydrophobic surface using non-contact environmental atomic force microscopy (AFM). Results show that the nanoparticles (sized between 35 and 150 nm) reversibly adsorbed a 2–4 nm thick layer of water at values of relative humidity slightly (~5%) below the deliquescence point. These findings suggest that significant reorganization of mass near the interface of water and solid NaCl occurs at RH-values near 70%. Current physical models of the RH-dependent properties of hygroscopic aerosols may underestimate (i) particle size and (ii) salt-content of the liquid “shell” prior to deliquescence.

**Future Plans:**
In addition to the projects discussed above, many of which are ongoing, we highlight some additional research plans below. In the area of biomolecular materials, we will extend the approach of the lipid-mediated 2D assembly to sphere-like virus particles, such as cowpea mosaic virus (CPMV), and explore the effects of the chemical environment, such as pH, ionic strength, type of ions, and lipid charge density. In the area of surface induced ordering, we intend to study the surface freezing of alcohols at the sapphire interface to mixtures, both of alcohols of different length and diols (two sided alcohols) with alcohols. At the vapor interface, we will investigate surface induced ordering of ionic liquids. In the area of nanoliquids, we will extend our studies of wetting phenomena to various chemically and topographically patterned surfaces with the aim of reducing the feature sizes so as to better test existing theories. The studies on the effect of lateral confinement on spreading will be extended to complex liquids (such as polymers and liquid crystals) where anomalous behavior is expected. We have started a program to improve our understanding of the structure and phase separation in organic electronic materials and organic photovoltaic devices. Specifically, we will extend our initial studies of temperature-dependent solvent annealing to include nano-imprinted polymer films. The Group has spear headed the proposal for the Soft Matter Interfaces (SMI) undulator beamline at NSLS II. This effort has recently received a very favorable review from the NSLS Science Advisory Committee (SAC) and SAC Study Panel. It is envisioned that the Group’s future plans will greatly benefit from this new facility.
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Pangj@ornl.gov, Icege@ornl.gov, SpechtED@ornl.gov, BudaiJD@ornl.gov

Research Scope

In this research task, we combine x-ray and neutron microbeam methods (see abstract by Ice et al.) to study deformation structures in structural materials. We have already made measurements of bulk, inter- and intra-granular strains and deformation structure and how they are accommodated in polycrystalline materials with anisotropic elastic behavior. These measurements provide new information about stress accommodation at the sub-grain level (see recent progress). We will extend our study by applying 3D neutron microscopy technique to measure the full elastic and plastic strain tensors with ~50μm spatial resolution using energy sensitive neutron detectors.

The availability of focused neutron beams also opens up the possibility of small sample studies in extreme environments. In particular lattice spacing (pressure) is a critical parameter in emerging theories of 3d alloy behavior. We are developing a research task to understand the origin of the complex magnetic behavior and its relation to chemical order in 3d alloys using state of the art first principles calculations and experimental instrumentations. By utilizing sub-100 μm neutron beams on the high pressure beamline SNAP at the SNS, the volume dependence of the spin states, spin correlation and fluctuation of 3d alloys can be investigated directly by applying pressure in the range of tens of GPa. The experimental work will be complemented by first principles electronic structure calculations that are just now practical.

Recent Progress

Deviation of deformation behavior due to intra-granular effects at the near-surface of single crystals and inside the grains of polycrystals have been studied by x-ray microbeam diffraction. Spatial correlation of the local lattice rotations in 8% tensile deformed Cu single crystals oriented with [123], [111] and [001] axes parallel and perpendicular to the tensile axis were investigated. The nondestructive depth-resolved measurements were made over a length scale of one to hundreds of micrometers. Self-affined correlation was found both at the surface and below the surface of the samples. A universal exponent for the power-law (Hurst exponent for fractal structure) is found at the surface of all samples but crystallographically sensitive changes are observed as a function of depth (Fig. 1). These measurements illuminate the transition from surface-like to bulk-like deformation behavior and provide new quantitative information to guide emerging models of self-organized structures in plasticity.

Fig. 1. Hurst exponent H for the three Cu samples as a function of depth z.
Constraints imposed by neighboring grains further complicate deformation behavior of polycrystals compared to single crystals. Although micromechanical simulations of polycrystalline deformation include the role of local grain morphology and elastic anisotropy, ensemble-averaged measurements do not provide local environment sensitivity. We have initiated combined neutron and x-ray measurements that investigate the importance of the local grain environment, and illustrate the need for spatially-resolved full strain tensor information with intra-granular resolution. Residual strain measurements were performed on 20 and 200 μm grain-size tensile-strained Ni samples with weak cube texture. Fig. 2 shows the neutron diffraction line profile for the 20 μm grain-size, 10% tensile-strained Ni sample. It also shows spatially-resolved 3D x-ray microscopy measurements of intra- and inter-granular strain performed in 10 separate grains. We note that intra- and inter-granular strain fluctuations are up to 5 times larger than the $\Delta d/d = 0.0014$ ensemble-average residual strain from the neutron measurements. These spatially resolved measurements underscore the notion that obtaining a fundamental understanding of polycrystal deformation will require a close connection between such measurements and advanced micromechanical modeling using local grain morphology. Moreover, it will be important to develop techniques for obtaining full strain tensor information with spatial resolution. Although the high-energy, monochromatic, 3DXRD measurement technique provides the capability for grain-average determinations of the full strain tensor, intra-granular strain tensors are not available.

**Future Plans**

**Neutron microscopy investigation of polycrystalline deformation and structure in 3D:**

Measurements of the full elastic and plastic strain tensors within the microstructure of deformed materials are not possible with 3D-XM because energy resolving area detectors do not exist. However, 3DXRD measurement technique provides the capability for grain-average determinations of the full strain tensor, intra-granular strain tensors are not available.
pattern and the pattern is energy-resolved by time-stamped Auger area neutron detectors.

To develop and provide the first demonstration with sub-100 µm, subgrain deformation distributions deep within polycrystalline, 10% tensile-strained Ni with ~200 µm grain size (studied with conventional neutron powder diffraction and 3D x-ray microscopy by Pang et al.) will be investigated. Deformation within and around single grains, including the boundary conditions imposed by the morphology of surrounding grains will be probed. Plastic deformation and elastic strain tensor measurements will be used to make direct quantitative tests of crystal deformation models. These neutron microscopy measurements will be both complementary to and synergistic with present 3D x-ray microscopy deformation investigations.

Investigating the relationship between magnetic and atomic structures of 3d transition alloys:

Magnetic states of transition metals are complex because of the partially-filled d-shells and have been of long-standing research interests both experimentally and theoretically. Indeed, the underpinning of many applications of 3d alloys is based on the volume dependence of the correlation functions for magnetic moments and chemical order (atomic configuration), see Fig. 4. The interdependence of magnetization, short-range chemical order, atomic displacements and thermodynamics and their roles in determining phase stability and properties of the 3d alloys was investigated in the 70-80s. Although progress was made, conclusions that could be drawn from magnetic diffuse scattering experiments are limited by the absence of first principle (FP) spin dynamics (SD) and molecular dynamics (MD) calculations, albeit such knowledge is essential in the fundamental understanding of the thermal, mechanical, and field-dependent behaviors of 3d alloys.

The advance of large scale computing in the last two decades has transformed FP-SD simulations. Although there are still limitations in FP-SD simulations, the situation is rapidly changing. For example, the ground state of bcc-Fe has been correctly determined by GGA-DFT (generalized gradient approximation-density functional theory) simulation, but it is not yet possible to correctly simulate the ground state of Cr using the same framework. New theoretical capabilities for calculating magnetic ground states involving quantum Monte-Carlo (QMC) and exact exchange derived functionals are being developed in the Theoretical Studies of Formation, Stability, and Properties of Low-Dimensional Materials Program at ORNL. These computational advances together with important experimental advances such as sub-100 µm neutron beam focusing optics, new high-efficiency polarizing optics, and ~100 GPa pressures to be available on the high pressure beamline SNAP at the SNS create the opportunity to seriously address 3d transition element materials physics at a new level.
The most direct approach to study the volume dependence of magnetic state and its transition is by performing high-pressure (tens of GPa) neutron experiments to determine the spin correlation and the spin local fluctuation as volume decreases. However the conventional requirement of large samples (~ cm³) had slowed progress. Magnetic state transitions were usually studied as a function of temperature instead. Use of sub-100 μm focused beam is advantageous for small samples (<10⁻³ mm³) and also improves the signal-to-noise and reduces multiple Bragg scattering which is important for diffuse scattering.

We will study the magnetic states of 3d alloys under high pressure using polarized neutron analysis. All the information of a magnetic structure: total and local moments, spin density, spin orientation, spin-spin and spin-nuclear correlations, and spin fluctuations; can be obtained by magnetic Bragg and diffuse scattering experiments with polarized neutrons. We will begin by studying permalloy Fe₈₀Ni₂₀ and Invar Fe₆₅Ni₃₅ single crystals, for which the local atomic arrangements have already been determined by our group using x-ray diffuse scattering. These experiments will establish the evolution of spin states as volume changes. Theoretical calculations by Stocks et al. will be used in the data analysis. Large array QMC calculations will be carried out using experimental chemical short-range-order information. This major theoretical undertaking demands a coordinated experimental effort for validation and guidance.

The experimental program will be expanded to other techniques such as small-angle neutron scattering, quasi-elastic scattering, x-ray diffuse and inelastic scatterings as guided by initial measurements on SNAP and theoretical simulations. Other than the ferromagnetic Fe-Ni systems, Fe-based alloys with other 3d elements such as Fe-Mn, Fe-Cr, and spin glass Cu-Mn, will also be studied. All these systems have interesting but distinct properties. The task is designed to achieve a broad understanding of the complex magnetic and thermo-mechanical behaviors of a wide range of 3d alloys with different chemical orders at the atomic level.

Publications


Temperature dependent structural heterogeneity in liquids.

J.B. Parise¹,², J.K.R. Weber³, C.J. Benmore⁴

¹Stony Brook University, Stony Brook, NY; john.parise@sunysb.edu, ²Light Source Division, Brookhaven National Laboratory, Upton NY; jparise@bnl.gov, ³Materials Development, Arlington Heights, IL; rweber@matsdev.com, ⁴Argonne National Laboratory, IL 60439; benmore@anl.gov

Probing the structure of non-equilibrium melts and supersaturated solutions is important to advance the fundamental understanding of liquids and glass formation, materials processing and development of new materials. Bulk liquids are often regarded as structurally homogeneous materials partly due to their inherently disordered nature and also because many of their properties can be modeled by a uniform continuum. However, we show [1] static and fast cooling high-energy synchrotron x-ray structure factor measurements performed on aerodynamically levitated CaSiO₃ droplets, which are consistent with the existence of a heterogeneous liquid state. Upon cooling the high temperature liquid, diffraction isosbestic points are observed in the pair distribution function (PDF), and evidence of the polymerization of edge shared Ca octahedral is observed. This behavior is linear in the high temperature melt but exhibits rapid growth just above the glass transition temperature around 1.2T_g. The heterogeneous liquid interpretation is supported by molecular dynamics (MD) simulations, which show the CaSiO₃ glass has more edge-shared polyhedra and fewer corner shared polyhedra than the liquid model. On-going work suggests heterogeneity in under-cooled liquids may be a general phenomenon.

Approaching the glass transition, dynamic heterogeneity has been observed around the crossover from ‘normal’ liquid to ‘complex’ solid like properties [2] which coincides with a similar crossover from mode coupling theory at a temperature of T=1.2T_g between a primarily ‘ergodic’ liquid to a mainly ‘non-ergodic’ glassy regime [3]. Unlike dynamic heterogeneity, structural heterogeneity in a liquid at the atomic level is difficult to establish and to our knowledge there has been no definitive evidence for structural heterogeneity occurring in the PDFs of glass forming liquids [3]. This is despite the fact the analysis of some quenched glass structures indicates that atomic to nanometer scale structural heterogeneity occurs in the liquid state [4].

Figure 1. Top: Differential distribution functions, D(r), for liquid CaSiO₃ at 1900°C (solid black line) and 1033°C (dashed red line). Middle: Molecular Dynamics simulation of CaSiO₃ melt at 3700°C (dotted line) Fourier transformed over the identical Q-range to the experiment with same Lorch modification function. Bottom: Faber-Ziman x-ray weighted partial distribution functions for the CaSiO₃ melt at 3700°C taken directly from the simulation scaled by 0.6 and offset for clarity. A cluster of corner and edge shared Ca polyhedra from the MD simulation are shown in the backdrop.

Silica is classified as a strong liquid with an Arrhenius viscosity-temperature relation and only subtle differences occur between the liquid and glass structures [5]. In contrast CaO-SiO₂ liquids can be considered fragile based on viscosity measurements [6] and consequently larger structural re-arrangements are likely to be necessary to form a glass. The real space PDFs D(r)=4πρ[r[G(r)-1] with the bulk density removed were measured for liquid CaSiO₃ at 1900°C and 1033°C (melting point T_m=1540°C) and are shown in figure 1. Previous x-ray measurements on the glass [6], have established the presence of SiO₄ tetrahedra and the CaO peak at ~2.43±0.02Å. The structure of the glass at a composition close to CaSiO₃ (with the addition of 3% Al₂O₃) has been studied in exceptional detail using a double difference neutron isotopic substitution method [4]. Gaskell et al [4] provided evidence that the distribution of calcium atoms was not random in the glass, but exhibited a well defined Ca-Ca peak at 3.8Å bearing many characteristics of the crystalline form. The structures of crystalline pyroxenes such as wollastonite can be considered as
a close packed oxygen sub-lattice with Ca occupying octahedral interstices in alternate layers in a fcc model. This structure has distinguishable domains comprising of sheets of edge shared CaO$_6$ octahedra which are parallel and interleaved with linked SiO$_4$ tetrahedra. Although the recent model by Mead and Mountjoy [7] and our MD simulations show that the Ca polymerization need not be quasi-crystalline in nature and branched winding chains of CaO polyhedra are also consistent with the diffraction data.

**THE HIGH TEMPERATURE LIQUID STATE.**

Diffraction isosbestic points (DIPs), introduced by Johnson [8], to explain the linear dependence of the differential distribution function with concentration in Se-rich Si$_x$Se$_{(1-x)}$ glasses, have been associated with a two state liquid system using optical spectroscopy. DIPs are common points in the diffraction pattern and Tse et al [9] have extended Johnson’s [8] ideas to argue that a system exhibiting these points as a function of temperature can be interpreted in terms of a two state model. We note that since all of our data were Fourier transformed at the identical value of Q=19 Å$^{-1}$ with a Lorch modification function this does not enter into the analysis. Furthermore, although DIPs for T>1000°C are observed directly in the differential distribution functions, D(r), they become much more apparent in the difference function $\Delta D(r)=D_T(r)-D_0(r)$ shown in figure 2, where the highest temperature $D_T(r)$ at 1900°C has been subtracted. DIPs are observed for liquid CaSiO$_3$ (T>1000°C) at 1.48, 1.63, 2.15, 2.52, 3.13, 4.47, 5.80, 7.28 Å. For calcium silicate liquids we argue that Johnson’s clustered unit model applies in this temperature regime in the form of aggregation of Ca-rich atom regions (by analogy with the compositional dependence in [8]). Based on the peaks in the liquid diffraction data for CaSiO$_3$ this implies the existence of two distinct domains on a length scale of ~3-18 Å: One domain comprising of edge shared CaO$_6$ octahedra and the other a mixture of CaO polyhedra and SiO$_4$ tetrahedra, these domains are presumably corner-shared by oxygen atoms at the interface. For temperatures Tg<T(°C)<1000 the DIPs are no longer observed, consistent with the transition from normal to complex behavior around T=1.2Tg [2]. The onset of solid glass like behavior is associated with rapid peak growth associated with Ca polymerization with decreasing temperature. It is important to note that the existence of isosbestic points do not definitively prove the system is two phase; the sharpening of intra-molecular correlations in a molecular liquid upon cooling for example, could also produce the same effect due to narrowing zero point motions. However, strong arguments for the heterogeneous clustered unit model can be made due to the observation of the increased number of edge shared CaO octahedra upon cooling liquid CaSiO$_3$ and because of the supporting evidence from MD simulations.

The MD model shows that at the melting temperature a few 3 and 5 fold coordinated Si exist, but 98.5% of these polyhedra remain corner shared and only 1.5% are edge shared. By
0.75T\textsubscript{m} all the SiO\textsubscript{4} units are corner shared and in the room temperature glass all Si ions are tetrahedrally coordinated by oxygen. The MD model shows that the number of edge and face shared Ca-polyhedra increase steadily with decreasing temperature indicating Ca-polymerization occurs upon supercooling the melt, see figure 2.

BELOW 1.2T\textsubscript{g}.

The main local structural changes that occur upon cooling the melt are at 2.34 Å and 3.50 Å in the x-ray differential distribution function (figure 2) and we interpret the growth of these peaks upon cooling as the increase in size of edge-shared octahedral clusters. Integrating these two peaks in the \Delta D(r) functions between associated isosbestic points we can obtain an estimate of the rate of growth of the CaO\textsubscript{6} and Ca-Ca edge-sharing octahedral units in the melt as a function of temperature, see figure 3. The same integration limits were also used below 1000°C for consistency, although the isosbestic points are no longer present introducing a small error. Given that, for both peaks the integrals can be fitted using a linear term at high temperatures and a non-linear term at low temperatures. This analysis implies that there is a linear growth of chains and/or sheets of CaO\textsubscript{6} in the liquid between 1900°C and 1000°C, but he aggregation increases more rapidly as T\textsubscript{g} is approached and is concomitant with a steep rise in viscosity (figure 3). Similar curves were obtained for the data for all the glass forming compositions studied, but only linear behavior is observed for the high CaO content samples which could not be vitrified.

FAST COOLING MEASUREMENTS.

In order to probe the low temperature region a separate set of experiments were performed using the area detector. The CaSiO\textsubscript{3} samples were quenched by switching the laser off and sequential measurements were taken every 200ms. The results shown in figure 3 around 1000°C are therefore intriguing since they suggest the small deviation in structure between the isothermal and fast quenched CaSiO\textsubscript{3} samples which begins at ~1100°C is real.

The fast cooling measurements also show a distinct plateau as T\textsubscript{g} is approached that is absent in the slow cooling measurements. This difference is attributed to the higher fictive temperature expected in the quenched sample compared to one that is vitrified by slow cooling. The differences observed in the present work also provide a possible explanation of the differences in structure measured in prior work by Taniguchi et al [6] and Mead and Moutnjoy [7]. Further fast cooling structural studies are needed to see if these features are ubiquitous in quenched glass forming liquid oxides. In the future, it is anticipated that the ability to probe metastable structures of
fragile melts near \( T_g \) using a levitator together with high-flux x-ray diffraction with fast, high efficiency 2D detectors and rapid data acquisition, will help clarify the relationship between dynamic and structural heterogeneity in supercooled liquids [4].

**DIFFRACTION EXPERIMENTS.**

Six compositions between 40 and 75 mole% CaO were investigated in the liquid state. The materials were made from calcium carbonate and silica powders that were mixed, calcined and consolidated into spheres in a laser hearth. Compositions containing less than 60 mole % CaO formed glasses when cooled. In this work we present only the results only for CaSiO\(_3\) in detail as the other glass-forming compositions all showed a similar behavior. The high-energy x-ray diffraction experiments on the calcium silicate liquids were performed using an aerodynamic levitator installed on beamline 11 ID-C at the Advanced Photon Source (APS), USA. The temperature of the melts was controlled using a 250 Watt CO\(_2\) laser beam. The experiment was performed in transmission geometry with a 1mm x 1mm x-ray beam of wavelength 0.1088Å and diffraction patterns on isothermal melts were collected using a Mar345 image plate detector mounted orthogonal to the x-ray beam. Samples of 2-3 mm in diameter were made from binary \((\text{CaO})_x(\text{SiO}_2)_{1-x}\) compositions containing \(x=40, 50, 60, 70\) and 80 mol % CaO. The sample lost \(\sim1\)% of its initial mass during the high temperature levitation experiments in pure oxygen. Microprobe analysis on the recovered samples indicated that the composition change was \(<1\)%.

Calcium silicate liquids were studied at static temperatures ranging from \(\sim800^\circ\text{C}\) to \(\sim1900^\circ\text{C}\) in approximately \(100^\circ\text{C}\) increments. The data were reduced using the software FIT2D and the x-ray structure factors, \(S(Q)\), obtained up to \(Q \sim 19\ \text{Å}^{-1}\) using the program PDFgetX2. The apparent temperature of the levitated sample was measured using an optical pyrometer that operated at a wavelength of 0.650 \(\mu\text{m}\). The estimated errors associated with the temperature measurement arising from the emissivity correction and temperature gradients that occur in the high temperature melts are \(\pm25^\circ\text{C}\) for \(T\)\(>1000^\circ\text{C}\) and \(\pm50^\circ\text{C}\) at lower temperatures approaching the glass transition temperature. Fast, transient cooling measurements were made on selected samples using a Perkin Elmer model 1621 x-ray area detector. This arrangement enabled a measurement of structure to be made in a period of 200 ms and a sequence of measurements were made as the liquid drop cooled from about 2000 to 600 \(^\circ\text{C}\). An optical pyrometer (Chino Corporation, Tokyo, Japan) operating at 10Hz was sighted onto the levitated drop in the region where it was heated by the laser beam and the x-ray beam intersected the droplet.

**MOLECULAR DYNAMICS SIMULATIONS.**

The contributions of the six partial PDF to the measured CaSiO\(_3\) x-ray functions were established using classical molecular dynamics (MD) simulations using Buckingham potentials based on the point charge Born model. The MD simulations were performed using the constant temperature and constant pressure (NPT) ensemble with 1 fs time steps for 80,000 steps. Each cubic simulation cell contained 2500 atoms and with the initial simulation cell size determined based on the experimental density of the glass. At each of the eight simulation temperatures, a constant volume and energy (NVE) run of 80,000 steps followed the NPT simulations. Structure analyses were obtained by averaging 400 structure snapshots of the final 20,000 steps under NVE. For our potential the melting temperature of the model system was 4000K, so structure factors were extracted at \(T_m\), 0.875\(T_m\), 0.75\(T_m\) and 0.625\(T_m\) to provide the same effective T-range as the supercooled liquid experimental data. The simulations confirm that the 2.34 Å arises mainly from the Ca-O peak and shows a high-r contribution from the O-O correlations. Whereas the main contributions to the 3.50 Å peak comes from the Ca-Si and Ca-Ca partial PDFs.

Nonequilibrium Phonon Dynamics

David A. Reis (dreis@slac.stanford.edu) and Mariano Trigo
Stanford PULSE Institute and Material Science Division
SLAC National Accelerator Laboratory MS59
2575 Sand Hill Rd
Menlo Park, CA 94025

In this subtask we are developing ultrafast x-ray scattering as a tool to study the fundamental dynamics of materials with atomic-scale spatial and temporal resolution. The ability to probe atomic and ultimately electronic motion on such short scales can yield important information about nonequilibrium dynamics during energy relaxation as well as phase transformations. Initial experiments are concentrating on generation and detection of nonthermal phonons in semiconductors and on electronic bond softening in semimetals. Here we discuss recent results where we used picosecond x rays from the APS to study phonon relaxation in ultrafast laser excited polar semiconductors (InP and InSb) and found a surprisingly long-lived nonequilibrium state involving delayed emission of large wavevector transverse modes.

The interaction of hot carriers and phonons in solids is a fundamental problem with important implications for energy applications. If the scattering of electrons by phonons and subsequent lattice thermalization is sufficiently fast, the nonequilibrium dynamics minimally impacts the transport and other properties. It is generally assumed that lattice thermalization is relatively fast, effectively occurring on the time-scale of a few optical phonon periods to several picoseconds. However, bottlenecks for the decay of certain modes due to kinematic limitations or small anharmonic coupling can lead to nonequilibrium phonon populations that, for example in polar semiconductors, can affect device performance. Prior experiments on nonequilibrium phonons were limited by time-resolution or to studying relatively long wavelength excitations. In our work, we have obtained the first images of nonequilibrium phonons throughout the Brillouin zone in photoexcited III-V semiconductors, indium-phosphide (InP) and indium-antimonide (InSb), using picosecond time-resolved diffuse scattering. In each case, we find that the lattice remains out of equilibrium for several hundred picoseconds up to nanoseconds after laser excitation. The nonequilibrium population is dominated by the delayed emission of transverse acoustic phonons which in InP are directed along high-symmetry directions.

Experiments were performed at the BioCARS beamline of the Advanced Photon Source (APS) at Argonne National Laboratory. The samples were (001)-cut single crystals of InP and InSb. Photoexcitation of carriers was achieved using ~1ps visible pulses from an optical parametric amplifier synchronized to the x-rays from the APS. A dual undulator setup provided an x-ray photon
FIG. 1. (a) room temperature TDS image of InP at 15 keV oriented with (100) nearly parallel to the x-ray direction. (b) Calculated TDS from a Born model with six nearest-neighbors forces at 15 keV convolved with a 2% Gaussian energy spread. (c)-(f) differences between laser-exposed and laser-off frames at Δt=0, 100, 400 ps, and 10 ns, respectively. (g) normalized difference between frames at 400 ps and 100 ps.

ux at the sample of ~ 10^{10} photons/pulse with photon energies in the range 12–15 keV in a < 4% bandwidth. Single 100 ps x-ray pulses were isolated by a high-speed chopper at a rate of 40 Hz. The crystals were oriented at grazing incidence to match the laser penetration depth and such that the x-rays were incident primarily along (100). X-ray scattering up to 2θ ≈ 51° were collected on a 165 mm diameter CCD.

Figure 1a. shows the thermal diffuse scattering image from an InP crystal at room temperature. Using a simple Born model for the forces, we can reproduce the general features (figure 1b). The relative change in the time-resolved diffuse scattering images (approximately 100 frames of 100 shots each, equivalent to a few seconds of LCLS) are shown in figure 1c-f. We find that the diffuse scattering rises within a time of ~100ps limited by the temporal resolution of the APS and then slowly decays on the time-scale of thermal diffusion. However, upon closer inspection, subtle differences in the scattering pattern can be seen which is indicative of a nonthermal lattice. In order to amplify these differences, we plot in figure 1(g) the difference between the signal at 400 ps and 100 ps, normalized to the laser off. The light regions correspond to areas where the nonthermal phonon population is continuing to increase relative to the earlier time, while the dark regions are areas where it decreases. Singular value decomposition of the time resolved images shows that the scattering is primarily due to two components, corresponding roughly to the thermal and nonthermal response of the lattice. The former corresponding to a nearly uniform and rapid rise and slow decay in the population, consistent with lattice heating, and the latter showing a roughly nanosecond delayed heating of transverse acoustic modes along the high symmetry directions concomitant with a decrease in small wavevector longitudinal acoustic modes (see figure 2). A nonequilibrium
FIG. 3. Contribution to the TDS from TA and LA branches calculated using Eq. (1). The images are the second lSV in Fig. 2 (b) (top row) and Fig. 2 (d) (bottom row). The contours in (a) and (b) show the calculated contribution from LA phonons in InP and InSb, respectively. (c) and (d) show the contribution from TA phonons for InP and InSb, respectively. (e) and (f) show the Brillouin-zone boundaries for InP and InSb superimposed on the lSV. In (f) we show Miller indices for selected Brillouin-zones of InSb.

response throughout the Brillouin zone is also seen in InSb, although it is much less directional.

In the current experiments, the relatively long pulse width of the APS means that we cannot resolve earliest stages of energy transfer between the carriers and the lattice or even the first decay processes of the phonons. The LCLS will allow us to probe these dynamics on their fundamental time-scale.

**DOE supported papers 2008–2010**


Nanoscale Imaging and Advanced Spectroscopy of Transient Magnetic States
FWP (Ultrafast Magnetization Dynamics)

Andreas Scherz, Hermann A. Dürr, Joachim Stöhr, SLAC National Accelerator Laboratory,
scherz@slac.stanford.edu

Scope of research: Understanding the microscopic mechanisms driving the magnetization dynamics on the femtosecond time scale is of essential importance for manipulating and controlling the macroscopic state in magnetic storage devices. This project aims at a microscopic understanding of the recently demonstrated switching of ferromagnetic thin films by circularly polarized fs optical laser pulses. The essence of magnetization is angular momentum. What are the channels for ultrafast angular momentum transfer to, from and within the spin system? Does the angular momentum come from light or is it provided by other reservoirs (lattice)? Understanding the microscopic mechanisms driving the magnetization dynamics on the fs and ps time scale is essential for manipulating and controlling the macroscopic state in magnetic devices. An example of high current interest worldwide is the emergence of reversed ferromagnetic order after several 10 ps in FeCo Gd alloy films depending on the initial pump photon helicity. The origin of this “memory” of the photon helicity remains elusive and may involve a transient, strongly non-equilibrium state. X-rays provide the ideal tool to investigate the temporary memory loss of electronic spins. While the fs timescale will be addressed at LCLS, the use of element specific x-ray microscopy at SSRL offers unique access to the ps timescale.

Fig1: Left) The concept is very much similar to the "edge scan" method that is widely used for determining the profile of a small beam. The image reconstruction from conventional Fourier holography can be viewed as a convolution of the ideal image with the reference. For differential holography technique, the convolution happens between the ideal image and a sharp corner that is used as the reference. The additional step of differential operation is able to deliver a much sharper image. Right) In the actual experiment at SSRL, we imaged iron/iron-oxide nanocubes 18 nm in size dispersed on a silicon nitride membrane. A resolution of 16 nm was obtained using a triangular holographic reference. The result is compared with images of the same sample obtained using alternative x-ray imaging methods, including iterative phase retrieval methods, scanning transmission x-ray microscopy (STXM) and transmission x-ray microscopy (TXM).
**Recent progress:**

**Nanoscale Imaging:** X-ray Holography is an x-ray microscopy technique that takes advantage of the coherence property of modern x-ray sources and is therefore a powerful technique to address important questions in our project. Fourier transform holography is a particularly straight-forward method for taking single-shot images at X-ray free-electron lasers such as LCLS. Previous Fourier transform holography experiments used small pinholes as the reference. The resolution was determined by the size of the reference pinhole and achieved 30nm resolution. We have recently demonstrated at SSRL Beamline 13-3 that by using extended reference structures with sharp corners, the resolution can be improved by a factor of two with the same reference fabrication tool [Guizar10, Zhu10]. The image reconstruction also compares favorably with alternative x-ray microscopy methods as shown in Figure 1. This will enable nanoscale imaging of the magnetization reversal of individual magnetic bits of a few 10nm in dimension for investigating novel nanoscale phenomena such as dipolar interactions with neighbor ‘bits’ and controlling the magnetization direction via exchange bias.

**Advanced Spectroscopy of Transient Magnetic States:** Until only recently, the field of “Femtomagnetism” has naturally been driven by all-optical pump-probe techniques. Femtosecond time-resolved X-ray magnetic circular dichroism spectroscopy has been utilized to unambiguously determine the ultrafast quenching of spin and orbital moments after ultrashort laser excitation. While all-optical pump-probe techniques allow ultrafast excitations (pump) and the study of their evolution (probe) on the macroscopic scale by use of the magneto-optical Kerr or Faraday effect, little is known about the microscopic processes on nano- and sub-nanometer length scales because of the lack of real or momentum space resolution of optical techniques.

![Figure 2: Generic optical pump X-ray probe geometry to probe the ultrafast magnetization dynamics and relaxation processes as a function of momentum transfer at SSRL and LCLS. The inset shows the change of the magnetic structure factor as a function of time delay and momentum transfer (relaxation dynamics measured at SSRL). Experiments at LCLS will allow for recording a single-shot image at delay time Δt after a pump pulse and studying the evolution of the intermediate magnetic states.](image)

We performed first time-resolved coherent x-ray scattering experiments of laser-induced
magnetization dynamics in ferromagnetic multilayer on nanometer length scales, see Fig 2. We overcome coherent flux limitations at SSRL BL13-3 by making use of a larger fraction of the high repetition rate of the synchrotron with an MHz-repetition pump laser. By studying the time correlations in the coherent diffraction patterns we observed that the magnetic worm domain state is reversal on larger length scales while irreversible processes alter the domain configuration on smaller length scales.

While experiments at the synchrotron can serve for studying the relaxation magnetization dynamics on the ps time scale, LCLS offers both the relevant length and time scales to explore the ultrafast processes of laser-induced demagnetization and all-optical magnetization reversal on the nanoscale. Towards this goal, we performed first time-resolved pump-probe coherent magnetic scattering and single-shot imaging experiments at LCLS. In particular, we demonstrate that nondestructive imaging is possible.

Fig. 3: **Left**) In next generation magnetic data storage devices the spin orientation will be out of the layer plane. This will be achieved controlling the spin-orbit contribution to the total energy (yellow ellipsoid) by tailoring the electronic structure. Recent optical pump – x-ray probe experiments established that the shape of this spin-orbit ellipsoid can be changed on the fs timescale ultimately driving the spins to orient in the plane [Boeglin10]. Here we propose to characterize this process with the ultimate time resolution aiming at establishing control of manipulation of spin and electronic structure. **Right**) Illustration of the proposed experiment using the “Ultrafast Stopwatch” approach. To extend the field of view our method applies multiple reference sources to x-ray Fourier transform holography. The key is the strategic arrangement of the reference and object structures such that the individual images tile without overlapping in the autocorrelation. It therefore becomes possible to fold the extended sample region of interest into the autocorrelation without compromising the resolution. A time window of 267fs can be “streaked” in a single-shot using a sample region of about 100µm in size.

**Future work:**

We aim to study the changes in magneto-crystalline anisotropy of Co/Pd multilayer triggered by fs laser excitation using time-, element- and spatially-resolved X-ray resonant magnetic scattering (TR-XRMS). Recent experiments have shown that fs laser excitation is able to manipulate the magneto-crystalline anisotropy in systems with out-of-plane spin orientation on a 200 fs timescale.
The first step is to (resonantly) modify this spin-orbit ellipsoid by excitation with fs laser pulses of variable photon energy (1-0.1 eV) while probing the system response with the shortest soft x-ray pulses available at LCLS. We will characterise and overcome laser pump – FEL probe temporal jitter using the recently developed “stopwatch” holographic imaging approach, see Fig. 3. The ultimate goal is to record the coherent charge and spin oscillations that have been suggested to occur during the driving fs laser pulse. The dephasing of these coherent charge/spin processes should lead to heating of the electronic system and ultrafast demagnetization, respectively.
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Program Scope: FY10 is the first year of this research program at LBNL. The central theme of this new program is the application of advanced ultrafast techniques in the VUV/EUV to X-ray range to achieve direct measurement sensitivity to changes in atomic structure and valence electronic structure. Studies of atomic and electronic structural dynamics on the ultrafast time scale are indispensable for achieving new insight onto the correlated phenomena underlying complex materials, nanostructures, and novel states of matter.

There are two subtasks associated with this program. One focuses on the application of ultrafast x-ray spectroscopy, diffraction, and dichroism techniques to probe atomic structure, valence charge distributions, bonding, and magnetization dynamics. The second sub-task applies ultrafast VUV/EUV angle-resolved photoemission spectroscopy (ARPES) to probe electronic structural dynamics (transient band structures, electron-phonon coupling, and quasiparticle dynamics), with simultaneous resolution of energy and transverse momentum.

Recent Progress and Future Plans

(1) Ultrafast x-ray spectroscopy of complex materials and phase transitions

In complex materials, measurements in the ultrafast time domain offer a unique capability to separate correlated interactions between charge, spin, and lattice vibrational modes via perturbative (nonequilibrium/nonthermal) excitation on time scales shorter than the fundamental time scales of charge dynamics, atomic structural dynamics, energy relaxation, and energy dissipation processes. Emerging ultrafast x-ray techniques provide important advantages for direct quantitative measurement of material dynamics including: atomic structure, valence charge distributions, nano-scale charge ordering, and orbital/spin contributions to magnetization. Ultrafast x-rays provide new insight to the coupling between correlated electronic structure and atomic structure and how they give rise to the exotic properties of complex materials.

Present research is focused on ultrafast electronic phase transitions in manganites and related transition-metal oxides. This work exploits two beamlines that have been developed at the Advanced Light Source, with the capability for generating \textasciitilde200 fs x-ray pulses from 200 eV to 10 keV. Experiments at the LCLS x-ray free-electron laser are also being pursued as part of a larger collaboration.
In the colossal magnetoresistive (CMR) manganites $\text{Pr}_{0.7}\text{Ca}_{0.3}\text{MnO}_3$ we have previously shown that an ultrafast insulator to metal phase transition can be triggered by either direct optical excitation, or by coherent vibrational excitation of the Mn-O stretching mode. We are now applying time-resolved x-ray absorption spectroscopy (near-edge structure) to investigate the electronic dynamics associated with the phase transition. Absorption changes at the O K-edge and Mn L-edge directly monitor the evolution of the density of unoccupied states in the transient photoinduced phase. Time-resolved XAS results show that the electronic structure of the photoinduced phase (developing within the 70 psec resolution of present experiments) is remarkably similar to that of the well-known ferromagnetic metallic phase that is accessible in related manganites upon cooling below the Curie temperature. Importantly, since $\text{Pr}_{0.7}\text{Ca}_{0.3}\text{MnO}_3$ does not exhibit a metallic phase-transition with temperature, this is a unique optically-driven transition. Moreover, XAS measurements of $\text{Pr}_{0.7}\text{Ca}_{0.3}\text{MnO}_3$ under applied magnetic field show good agreement between the spectral signatures of the CMR metallic phase, and that generated by ultrafast excitation. Future x-ray experiments are being developed to investigate the evolution of this phase transition on the femtosecond time scale.

A second area of focus applies ultrafast resonant x-ray diffraction techniques to understand the competition between electron localization and itinerancy that underlies many of the exotic properties exhibited by transition metal oxides. In manganites, the competition between itinerant ferromagnetism and localized CE-type charge-, orbital-, and spin-ordered (CO/OO/SO) states is believed to play an important role in the CMR effect. Recent resonant x-ray diffraction experiment show that in $\text{Pr}_{0.7}\text{Ca}_{0.3}\text{MnO}_3$ (which lies at the boundary between CE-type ordering and the FM phase) the spin ordering appears to be enhanced by the ferromagnetic phase, and stabilized only in the canted antiferromagnetic phase. Our results reveal the fragility of the CE-type ordering away from 50% doping and an unexpected cooperative interplay between these two seemingly incompatible states. Time-resolved resonant diffraction studies are now underway at the ALS to investigate the dynamics of charge, orbital, and spin ordering in $\text{Pr}_{0.7}\text{Ca}_{0.3}\text{MnO}_3$ and $\text{Pr}_{0.5}\text{Ca}_{0.5}\text{MnO}_3$. As part of a larger collaboration, we are pursuing similar ultrafast resonant x-ray diffraction studies at LCLS on charge and spin order dynamics in the Mott insulator $\text{La}_{2-x}\text{Sr}_x\text{NiO}_4$ ($x=0.25$). We have conducted preliminary optical-pump/optical-probe studies and experiments are now underway to investigate direct THz pumping of the Ni-O mode at 15 µm and its influence on the charge-ordered and spin-ordered stripe phase (probing optical properties). These studies are in preparation for ultrafast THz/x-ray studies at LCLS.

(2) Electronic structure dynamics: Ultrafast angle-resolved photoemission spectroscopy

Over the past decade, high-resolution angle-resolved photoemission spectroscopy (ARPES) has emerged as a very powerful experimental tool for quantitative measurements of the time-averaged electronic structure in a wide range of complex materials, most notably high-temperature superconductors. However, the electronic structure in complex materials intrinsically arises from ultrafast dynamic correlations ranging from the psec time scale characteristic of electron-phonon interactions to femtosecond or even sub-fs timescales that characterize electron-electron correlation times. Direct measurements of the electronic structure on the ultrafast time scale of the fundamental correlations thus has the potential to elucidate the
cause-effect interplay between charge, spin, and orbital excitations and subtle distortions of the atomic lattice, yielding deep insight into complex materials physics.

Recent developments in ultrafast laser technology, harmonic generation, and multidimensional photoelectron spectrometers now create an exceptional opportunity to combine high-resolution ARPES probes of electronic structure with ultrafast temporal resolution. We are presently building a novel ultrafast ARPES laboratory in the Materials Sciences Division at LBNL. This facility is based on a new high-repetition rate (50 kHz) femtosecond laser system with generation of EUV pulses for time-resolved ARPES initially using harmonic generation in crystals (at 6 eV) and a future capability for harmonic generation and wave-mixing in gasses for photoemission in the 10-50 eV range. An important feature will be tunable pump pulses in the UV to THz range via parametric amplification and nonlinear mixing for tailored sample excitations. A UHV surface science chamber is now being designed, and this will be coupled to an advanced time-of-flight analyzer based on a design developed at the Advanced Light Source.

This new ultrafast ARPES capability will provide the means for novel insight into condensed matter dynamics by resolving non-equilibrium carrier distributions and the ultrafast evolution of the occupied electronic eigenstates directly in momentum and energy space. Photoinduced phase transitions between superconducting, metallic, or charge-ordered phases can be investigated to unravel cause-effect relationships between degrees of freedom that comprise the ground state correlations. Ultrafast ARPES experiments will be also employed to resolve the anisotropic nature of quasiparticle and gap dynamics in high-T_c superconductors. Moreover, with this method, dynamics and quasiparticle lifetimes can be probed for states well beyond the thermally accessible regime. In this way, the combination of modern ultrafast and ARPES techniques can provide a powerful tool with high energy, momentum, and time resolution to follow the dynamics of complex energy materials and unravel their fundamental interactions.
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Starting in 2008, we have engaged in the following research activities using angle-resolved photoemission spectroscopy: i) Electronic structure of cuprate superconductors; ii) Electronic structure of Fe-pnictides superconductors; iii) Quantum energy diagram of topological insulators; iv) Other related quantum materials. We have also performed other complementary experiments on these materials. In addition to these activities, we have also engaged in the tool development that is aimed to provide new insights on strongly correlated material. Examples of this include time resolved photoemission and spin resolved photoemission spectroscopy. This activity has strong synergy to another FWP led by Tom Devereaux where soft x-ray scattering and time domain experiment is the focus. A complete list of our results is attached. To provide some focus, we would like to suggest that the following two aspects being considered for presentation.

Suggestion I - Electronic structure of cuprate superconductors – the nature of the pseudogap (with ZX Shen as speaker)

I will report our recent angle-resolved photoemission data from cuprate superconductors. The focus would be the nature and the relationship of the two energy gaps observed – the d-wave superconducting gap below Tc and the anisotropic pseudogap above Tc in the underdoped region of the phase diagram. The question we would like to answer is whether these two gaps are of the same origin. I will provide detailed temperature, doping, energy and momentum dependent data demonstrating that the pseudogap is not a trivial extension of the superconducting gap. Moreover, I will present evidence for particle-hole symmetry breaking in momentum space - suggesting that the pseudogap state is likely related to some form of density wave formation. We will also discuss the possibility of the pseudogap transition to be a true phase transition.

M. Hashimoto et al., Nature Physics 6, 414-418 (2010); R. He et al., Nature Physics, 5, 119 (2009); I. Vishik et al., Nature Physics, 5, 718 (2009); R. He et al., submitted to Science

Suggestion II - Electronic structure of Topological Quantum Matter (with Yulin Chen as speaker)

In this talk, I will report angle-resolved photoemission data from topological quantum matter focusing on the following: i) large gap topological insulator Bi2Te3 with a single dirac cone on the surface; ii) massive Dirac fermion on the surface of topological insulator with magnetic dopants; iii) observation of single Dirac cone topological surface state in TIBiTe2 and TIBiSe2. Time permits, recent new results will also be presented.

List of publications since 2008

15) Y.L. Chen et al A step closer to visualizing the electron-phonon interplay in real time Proceedings of the National Academy, 106. 963 (2009).
22) Yulin Chen et al, Unusual layer dependent charge distribution, collective mode coupling and superconductivity in multilayer cuprate Ba2Ca3Cu4O8F2, Phys. Rev. Lett. 103, 036403 (2009)
41) I.M. Vishik et al, Doping Dependence of Low-Energy Kink Observed by Laser
51) I. I. Mazin et al Pinpointing Gap Minima in Ba(Fe0.94Co0.06)2As2 via Band Structure Calculations and Electronic Raman Scattering to appear in Phys. Rev. B. Rapids.
56) B. Muschler et al Band- and Momentum-Dependent Electron Dynamics in Superconducting Ba(Fe0.939Co0.061)2As2. Phys. Rev. B 80, 180510(R) (2009).
A. Lens-less Coherent X-ray Diffractive Imaging of Extended Magnetic Nanostructures

Research Scope: We have successfully performed to our knowledge first ever Coherent X-ray Diffractive Imaging (CDI) of magnetic nanostructures. The approach of CDI is a lens-less alternative to optical element-based techniques, such as magnetic microscopy – whereby the diffraction pattern formed by scattering a coherent x-ray beam from a sample is inverted numerically to form an image of the object. By removing the need for optics, the spatial resolution achievable is no longer limited by the quality of the optical elements, but by the highest spatial frequencies measured in the x-ray diffraction pattern.

Recent Progress: Fig. 1 demonstrates the basic principle of magnetic CDI where by subtracting coherent diffraction patterns collected on- and off- magnetic resonance (in this case at M5 Gd adsorption edge) one can couple directly to magnetic structure induced by Gd – therefore achieving elemental sensitivity to magnetic moment and eliminating charge scattering contribution. When combined with scanning or “ptychographic” methods any region of arbitrary large lateral dimensions can be imaged with a spatial resolution defined solely by the wavelength and coherent x-ray flux. We have performed the CDI measurements on labyrinthine stripe domains in magnetic multilayers of GdFe, and have successfully demonstrated that both the real-space magnetic structure of the sample and the complex illumination function of the x-ray beam incident on the sample can be recovered in ptychographical approach (see Fig. 2). This is an important landmark since, unlike the CDI of small particles where the beam size and/or beam

Figure 1: a) X-ray energy absorption scan across the Gd M5 absorption edge, with red diamonds marking the x-ray energy values for which diffraction patterns (b) and (c) were collected. (b) Off-resonance diffraction pattern taken at x-ray photon energy of 1180 eV, has no discernible magnetic scattering and consists only of Fraunhofer diffraction fringes from the circular pinhole used to illuminate the sample. (c) On-resonance diffraction pattern taken at 1189 eV showing the first-order scattering ring arising from the ferromagnetic domains in the sample in addition to the Fraunhofer pattern.
coherence length is greater than particle size, in the case of extended objects, the knowledge of illumination function is a necessary condition. Ptychographic approach also provides two important improvements over standard CDI methods – (1) the iterative algorithm converges very rapidly due to additional redundancy in data collection, resulting in 10-20 times faster convergence and (2) the missing data behind the beamstop can be recovered by treating this region as an additional unknown quantity.

The approach taken by us allows detailed mapping of the magnetic domains with spatial resolution on the order of 60 nm, with coherent flux of $3 \cdot 10^6$ photons per second. An important consequence of this approach, however, is that it is scalable to much higher resolution in view of new generation of x-ray sources currently being developed or constructed by DOE. Figure 3 shows magnetic domain evolution in GdFe as a function of magnetic field at various points in the hysteresis loop.

The project demonstrates our ability not only to develop in-house algorithms that work on simulated or man-made objects, but can also be transferred to real-life systems. The measurements were performed at sector 2 of Advanced Photon Source at Argonne in collaboration with Ian McNulty of APS and Eric Fullerton at UCSD.

**Future Plans:** We plan to carry out measurements of GdFe films in the vicinity of its magnetic compensation temperature, at which magnetic moments of Gd and Fe layers are equal in magnitude but opposite in direction, forming an artificial antiferromagnetic structure.
At compensation temperature the ground state should not feature stripe domains since stray magnetic fields are zero (moments already fully compensated). However, domain walls could persist due to pinning. This would allow us to investigate the effects of localized pinning in more detail, and the effect pinning has on return point memory in this system. We also plan to pursue imaging studies of other magnetic film systems, such as FeRh, which exhibits an interesting FM-AFM phase transition. Finally, we are exploring the possibilities of applying the CDI techniques to studies of ultrafast spin dynamics at the newly commissioned X-ray Free Electron Laser facility at the Linac Coherent Light Source.

**Publications:** The manuscript is currently submitted for publication and is under review.

**B. Nanodiffraction imaging of Metal-Insulator transition in VO$_2$**

**Research Scope:** The thermally-driven phase transition in vanadium dioxide at $T \sim 340$K involves dramatic changes in electronic and structural properties. The structural phase transition is associated with dimerization of vanadium ions and is viewed as Peierls instability. Historically, the electronic insulator-to-metal transition had been thought to occur due to the Peierls instability caused by coupling of electrons to a soft-phonon mode. However, more recent work on the IMT has revealed fingerprints of significant electron-electron interactions. More detailed study of the IMT in this canonical system requires a complimentary nanoscale imaging of both electronic and structural order parameters.

**Recent Progress:** By using novel capabilities of the hard x-ray Nanoprobe at sector 26 of Advanced Photon Source and Center for Nanoscale Materials at Argonne National Lab, and near-field IR Nanoscopy setup at UC San Diego, we investigated the local structural and electronic properties of VO2. We performed measurements of the local structural changes in VO2 films by using nanoscale X-ray Scanning diffraction measurements that provide 40 nm spatial resolution. We find that the Structural Phase transition, like the insulator-to-metal transition, proceeds in a percolative manner resulting in coexisting structural phases. We also find that the Structural Phase transition exhibits local non-monotonic switching between structural phases, a behavior not seen in the insulator-to-metal transition imaged with near-infrared nanoscopy.
The contrasting behavior between the local structural and electronic changes suggests nanoscale decoupling between the insulator-to-metal transition and Structural Phase transition in the phase transition regime.

These measurements were performed at sector 32-ID at the Advanced Photon Source by our group in collaboration with Prof. Basov’s group which specializes in complementary infrared microscopy measurements.

**Future plans:** We are actively developing the low-temperature capability for x-ray nanodiffraction and near-field infrared microscopy techniques. We would also like to explore the decoupling between structural and electronic phase transitions (observed by us in recent measurements) in more detail. Finally, we have found that IMT can be photoinduced in VO2 devices at room temperature when exposed to x-ray illumination. We are currently investigating the details of the x-ray photoinduced insulator-to-metal phase transitions.

**Publications:** The manuscript is submitted for publication and is currently under review.
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Research Scope

In this task we use powerful synchrotron methods to provide new information about phase transformations and stability in $3d$ and other alloy systems. These measurements tie directly to applied, basic, and theory programs at ORNL and throughout the DOE system, and exploit unique x-ray and neutron optics and techniques developed within our group. The scope of this research includes time-resolved measurements of phase transformations in advanced steels and Pb-free solders (see Recent Progress) and planned measurements of chemical correlations and magnetic moments that will provide new information to help guide and test theory and neutron diffraction studies of magnetic phases in $3d$ alloys (see Future Plans).

Recent Progress

Phase Transformations in Advanced Steel

Advanced steels owe their outstanding mechanical properties to controlled processing leading to a highly engineered microstructure. The weak link is frequently the welds, where uncontrolled heating and cooling disrupts this microstructure. In collaboration with the ORNL Materials Joining Group, we have studied phase transformations during controlled thermal cycling (simulating a welding operation) to identify mechanisms by which strength and ductility can be retained. In situ x-ray diffraction is used to measure phase content as shown in Figure 1.

Recent work has focused on the transformation of Austenite to Bainite, a high-strength microstructure. An earlier study suggested that this transformation must be preceded by phase separation of the Austenite in which carbon is partitioned into a low- and a high-carbon phase. This implies that the alloy must be held at elevated temperature long enough to

---

Fig. 1. Austenite (gamma) $\{111\}$ and ferrite (alpha) $\{110\}$ peaks during isothermal heat treatment at 300°C. Broadening of the gamma $\{111\}$ peak does occur during growth of Bainite, demonstrating that carbon diffusion does not occur.
allow carbon to diffuse.

A careful lineshape analysis shows that there is no significant broadening of the Austenite peaks while Bainite is growing, meaning that carbon remains evenly distributed, and the growth of Bainite is diffusionless. Thus, the welded material may be allowed to cool quickly until Bainite begins to form.

Melting and Refreezing of Pb-Free Solders

Pb-based solders are being replaced with more environmentally benign alternatives, primarily Sn-based alloys. Sn suffers from undercooling of up to 100°C, which can lead to nucleation of undesirable hard, brittle intermetallic phases and a low-strength large-grained microstructure.

In collaboration with LLNL, we studied the undercooling of Sn-based alloys under controlled heating and cooling to identify mechanisms for rapid nucleation of solid phases and for the suppression of intermetallic phases. In situ x-ray diffraction is used for phase identification. We focused on the effect of substrate and cooling rate.

We first compared the undercooling Sn on graphite substrates, for which the Sn balls up, and on Cu substrates, which are wet by Sn. Average undercooling was 47°C on graphite and 26°C on Cu. The final microstructure for Sn/graphite was a twinned single crystal, while for Sn/Cu a fine-grained eutectic microstructure forms. Reaction with the substrate is critical to obtaining a desirable microstructure.

Nanoparticulate Ag is an alternative to conventional solders. Materials can be bonded at ~200°C as the Ag sinters; after grain growth, Ag has a melting point of 962°C. As shown in Fig. 2, the material sinters in 5 min at 220°C, with the grain size increasing from 2 nm to the resolution limit of 20 nm. When deposited on a Cu substrate, melting occurs at the Ag-Cu eutectic temperature of 780°C.

Future Plans

Atomic Arrangements and Magnetic Properties of 3d Alloys

Despite their critical importance to information and power transmission technologies, the fundamental mechanisms of magnetic materials based on partially-filled 3d orbitals are not well understood. Bulk magnetization can be reduced either by reduced atomic magnetic moments or by
noncollinear atomic magnetic moments. It is not clear how much each of these mechanisms contributes – even in pure elements such as Fe. The problem is only complicated by the chemical disorder in useful alloys such as permalloy and Invar. The ORNL Materials Theory Group has developed new theoretical tools that can predict magnetic structure in such disordered alloys. We will provide experimental tests for these models. The subtask led by J.W.L. Pang (see Pang’s abstract) will use neutron scattering to measure long-range magnetic structure; here I will describe the applications of x-ray scattering and spectroscopy.

Previous work suggests that much of the magnetic behavior of 3d transition metal elements is driven by changes between two states, one with high magnetic moment and high volume, the other with low magnetic moment and low volume. The conjugate fields which couple most directly to these changes are pressure and magnetic field. Ferromagnetic materials are subject to strong internal fields, so they are not easily probed with external magnetic fields: high-pressure experiments are the best venue for comparing theory and experiment.

The input required for ab initio calculations of magnetic structure is the atomic structure, i.e. the short-range order of solid-solution alloys. This is readily determined from diffuse x-ray scattering measurements. The neutron scattering subtask will determine long-range magnetic order. The restrictions imposed by scattering through a high-pressure load cell reduce the number of reflections which can be measured, so the measurement will benefit from an independent check, which can be provided by x-ray magnetic dichroism, which measures the net component of magnetic moment parallel to the direction of an applied field, specific to each element. This must equal the sum of the components on each site measured by neutron scattering.

Neutron scattering will be used to measure long-range magnetic order. In a solid-solution alloy, chemical disorder will lead to a more-or-less disordered magnetic structure. X-ray emission spectroscopy (XES) will be used to measure the magnitude of this disorder and compare it to theoretical predictions. XES is a local, chemically specific probe which measures the shift in the energy of a core-level hole produced by the unpaired electrons. It will be used to calculate the average atomic magnetic moment, and the degree of disorder needed to account for the measured long-range magnetic moments.

Fortunately, a wide range of x-ray structural and spectroscopic measurements have already been made for the widely-studied Fe-Ni permalloy and Invar structures which will be our initial focus. We will need to make additional measurements as we expand our program to Fe-Mn, Fe-Cr, and Cu-Mn alloys.

**Short-Range Order in High-Entropy Alloys**

High-entropy alloys (HEA) combine five or more elements in roughly equimolar proportions. The novelty of these materials is that the entropy of mixing stabilizes dissimilar elements to a simple fcc or bcc structure, combining their high ductility with large solid-solution strengthening. While the long-range order of such a HEA is simple, its properties will be sensitive to short-range order as well. It is not clear to what extent HEA resemble a solid solution or an
intermetallic at the nanoscale; the difference is critical in understanding and controlling mechanical properties.\(^7\)

While anomalous x-ray scattering is a well-established tool for determining the short-range order and displacements from atomic sites in binary and ternary alloys, unraveling the contributions of five or more elements to a diffraction patterns is too difficult a problem: experimental parameters such as atomic scattering factors cannot determined precisely enough. Rather, we will use anomalous scattering to obtain partial pair correlation coefficients.\(^8\) We will determine what range of short-range order and atomic displacements are consistent with these measurements. In collaboration with the ORNL Alloy Behavior and Design Group, we will determine to what extent the local behavior of HEA is similar to a solid solution alloy or an intermetallic.
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Since electrons carry both charge and spin, how magnetic order develops in metals where charge carriers remain itinerant continues to be a central problem in both condensed matter and device physics. As technology progresses and device dimensions shrink, quantum effects become more pronounced and a variety of potential ground states can emerge with coupled charge, spin, and orbital order. These effects are most acute near quantum phase transitions, where magnetism first emerges at the absolute zero of temperature. In particular, antiferromagnetic coupling between interacting mobile electrons is believed to underlie some of the most profound puzzles in modern metal physics, most notably exotic superconductivity, heavy fermions, and other non-Fermi-liquid phenomena.

The application of high pressure has been used previously as an experimental tool for investigating the origins of magnetism in condensed matter systems. Recently, such pressure studies have been also applied to study quantum phase transitions (i.e. phase transitions that are driven by quantum rather than thermal fluctuations). However, the clear identification of pressure-driven quantum critical behavior in a stoichiometric (“clean”) magnet had remained elusive. In our work that appeared in the journal Nature, we directly measured quantum singularity by combining cryogenic diamond anvil cell and single crystal synchrotron x-ray diffraction measurements.

Chromium is a simple metallic crystal that exhibits a form of antiferromagnetism known as an itinerant spin density wave. This magnetic ground state, which is theoretically analogous to classical Bardeen-Cooper-Schrieffer (BCS) superconductivity varies exponentially with pressure and it is expected to be stable for very high pressures. This exponential behavior with pressure was first demonstrated by Feng et al.\textsuperscript{2} and Jaramillo et al.\textsuperscript{3} for pressures up to 7 GPa. The work published in Nature describes results above 7 GPa (and up to 9.5 GPa), where the BCS-like mean field ground state is destabilized and suppressed towards a continuous quantum phase transition. The saturated magnetic moment at the highest measured pressure is a tiny 0.05 $\mu_B$ which as an order of magnitude weaker than the value at ambient pressure and is 60% weaker than the value at the weakly first-order Néel transition at ambient pressure ($T_{N,P=0} = 311K$). The Néel transition therefore passes over from first-order in the thermal regime to second-order phase transition in the quantum regime. The discovery of a low-temperature magnetic instability in pure chromium at high pressure and low temperature raises the question of how a system can escape quantum mechanically from a ground state, which classically allows no phase transition. This question is addressed by high-resolution
measurements of the diffraction lineshapes and spin density wavevector. Which point to the role of transverse quantum fluctuations of the order parameter in the critical regime.

Future plans involve applying pressures above 9.5 GPa to further refine the departure from classical to quantum phase transition.

These measurements were made possible by the technical development of high-pressure diamond anvil cells at the University of Chicago and by the development of the high-resolution diffraction synchrotron scattering facility at the Advanced Photon Source.
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Research Scope

In situ x-ray studies of growth and evolution of thin films. X-ray techniques are uniquely suitable for study of atomic-scale processes in the non-vacuum, reactive environments often used for synthesis of multicomponent systems such as complex oxides. In situ observation of crystal and surface structure during growth allows understanding and optimization of materials synthesis. In addition, the ability to produce ultrathin films with well-controlled strain and interface structure provides model systems for study of size effects on phase transitions.

Ferroelectric phase transition in ultrathin films. These systems exhibit strong coupling between polarization, strain and electrostatic boundary conditions. The structure of the complete film responds to environmental changes at its boundaries. X-ray scattering is well suited to directly observe the atomic structure underlying polarization inside the active ferroelectric layer.

Recent Progress

(In collaboration with J.A. Eastman and S.K. Streiffer of ANL and C. Thompson of Northern Illinois Univ.)

X-ray scattering determination of polarization switching

The switching of polarization orientation in ultrathin ferroelectric films is both fascinating scientifically and important to current advanced electronic technologies and potential applications such as solar cells and catalysts. It has proven difficult to characterize polarization in ultrathin films using conventional electrical switching measurements because of unknown and variable voltage offsets at interfaces. We have shown that in situ synchrotron x-ray scattering measurements can be used to determine the polarization orientation and domain structure in ultrathin ferroelectric films [1]. While x-ray scattering is not sensitive to the interfacial charge from polarization, it is very sensitive to the atomic positions in the crystal structure of the ferroelectric that produce its polarization. By fitting the crystal truncation rod (CTR) scattering to an atomic-scale structural model, film structural parameters including its polarization and domain fractions can be obtained. We have used this technique to show that the polarization of an ultrathin film of PbTiO$_3$ can be switching by changing the oxygen partial pressure.
in equilibrium with its surface [1].

_Polarization switching without domain formation at the intrinsic coercive field in ultrathin ferroelectric PbTiO$_3_.$

In studies of the prototypical perovskite-structure ferroelectric, PbTiO$_3$, we have for the first time observed polarization reversal occurring as a continuous transition at the intrinsic coercive field, reaching the ultimate limit of polarization stability [2]. Until now, the observed behavior of the ferroelectric phase transition has been an anomaly. The ferroelectric switching process has always been found to occur by nucleation and growth of inverted domains at defects, typically giving coercive fields well below the intrinsic coercive field. In this work we investigated ultrathin, single crystal films under a uniform electric field produced chemically, and found that in sufficiently thin films, nucleation is suppressed and switching occurs by a continuous mechanism at the thermodynamic instability. The _in situ_ synchrotron x-ray methods used allow direct observation of the domain structure and the piezoelectric strain for environmental conditions and film thicknesses well beyond what can be studied by other techniques. The experiments are in agreement with new theoretical models that take into account the ionic compensation at the surface of the film. In addition to achieving higher values of coercive field and compressive strain than previously thought to be possible, the results open for study a new regime of ferroelectric switching behavior with fundamental parallels to other types of phase transitions where both nucleated and continuous mechanisms occur.

Because of their electrically controllable polarization and extreme dielectric properties, ferroelectric thin films are key materials not only for current applications such as non-volatile memories, frequency-agile dielectrics, and sensors, but also for potential future breakthroughs in low-power electronics, tunable catalysts, and solar energy. This work provides new insight into the ultimate limit of stability for switchable polar states, showing that the nature of ionic compensation at interfaces can suppress inverted domain nucleation and lead to highly polarized, stable single-domain states even in small devices. The boundary we observe between nucleated and continuous behavior is in a thickness range (~5 nm) that is relevant to both current fundamental research and potential applications.
**Imaging and alignment of nanoscale 180° stripe domains in ferroelectric thin films.**

We have obtained the first images of equilibrium 180° ferroelectric stripe domains PbTiO$_3$ epitaxial thin films using atomic force microscopy [3]. These room-temperature images show that the stripe domains in the film can be aligned crystallographically or with unit-cell step edges on the film surface. X-ray scattering studies as a function of temperature, film thickness, and surface miscut show the regions where each of these interactions dominates the behavior of the stripes. Understanding the competing interactions that produce such nanoscale structures in complex oxides is key to developing high performance materials for energy applications.

**Future Plans**

**In situ x-ray studies of growth and evolution of thin films.** Direct observation of step, island, and adatom dynamics during growth of complex oxide thin films would allow unprecedented understanding of atomic-scale mechanisms and control of materials synthesis. The availability and development of techniques using coherent x-rays show great promise in this regard [4]. We plan to develop and apply x-ray photon correlation spectroscopy and coherent diffraction imaging to crystal surfaces and interfaces in situ during growth and processing in reactive environments, e.g. during chemical vapor deposition and magnetron sputtering. The understanding of fundamental atomic scale processes will allow design of synthesis routes for new materials with desirable bulk and interfacial structures.

**Ferroelectric phase transition in ultrathin films.** Our results on chemical switching, continuous switching, and equilibrium stripe domains indicate that ultrathin ferroelectrics with controlled electrical boundary conditions offer a rich area for developing materials systems with unique structures and properties, and that these are best explored using in situ x-ray scattering. In particular, it appears that the equilibrium polarization phase diagrams of ultrathin ferroelectrics with realistic electrostatic boundary conditions contain unexplored phase boundaries with associated divergent properties. For example, for films with ionic surface compensation controlled by external chemical potential, the topology of the phase transition changes dramatically as the chemical potential changes. This suggests the existence of unexplored phase boundaries with associated divergent properties, which could lead to new materials with unique properties.

![Fig. 4. Atomic force microscopy images of 180° ferroelectric stripe domains (fine fingerprint-like structures) and single-unit-cell-height surface steps and islands (coarser high contrast edges) in PbTiO$_3$ epitaxial films.](image)

![Fig. 5. Predicted phase diagram for a PbTiO$_3$ film with ionic surface compensation from a vapor, showing a stable non-polar phase between the polar phases, and new instability curves.](image)
diagram is predicted [5] to differ from the standard one for electronic compensation (see Fig. 5). Regions of "negative capacitance" due to incomplete polarization compensation at interfaces are predicted [6] that could lead to breakthroughs in low power electronics [7]. Synthesis of structures in which equilibrium stripe domains can respond to applied field is predicted to produce high dielectric susceptibility [8]. Correlation spectroscopy with coherent x-rays will provide a powerful probe of the equilibrium and driven stripe domain dynamics.
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"Continuous Switching at the Intrinsic Coercive Field in Ultrathin PbTiO


"Ferroelectricity in ultrathin strained BaTiO


• Research Scope
   During the lifetime of this project we took the advantage of extraordinary opportunities brought about by recent breakthroughs in the creation and characterization of magnetic and superconducting materials under pressure. The project is focused on several high priority topics, e.g. insulator-metal transitions in correlated materials and superconductivity of their metallic phases under pressure, insulator-metal transition and superconductivity in compressed hydrogen compounds, superconductivity in alkali metals. We characterize magnetic and superconducting properties of transition metals and compounds (including high-\(T_c\) superconductors), that are potentially important for fundamental science or for application as high-temperature/high-critical parameter superconductors. Important part of the proposal is further improvement in the resistive and magnetic techniques based on focused ion beam (FIB) technologies and photolithography tools. We perform our measurements approaching the static limit of the diamond anvil cell techniques at high and very low temperatures, thus greatly expanding the horizon in the search for novel physical phenomena at ultrahigh pressures.

• Recent Progress
  1. A pressure tuned quantum critical point in the triple-layer Bi-copper-oxides
   The appeal of a universal critical point inside of a superconducting dome has stimulated extensive effort in searching for such a critical point, and a proliferation of theoretical ideas for a possible mechanism. Very recently, we have discovered re-entrant increase of \(T_c\) under pressure in Bi-2223 (triple layer) high-\(T_c\) compound. The inner plane in this material appears to be insulating even in optimally doped material. By applying pressure, we were able to tune the inner plane into metallic state (Lifshitz-type transition previously discussed by us for Bi2212 material – Cuk et. al., 2008), which provided conditions for further dramatic enhancement of critical superconducting temperature in the material.
   Our recent results clearly demonstrate that the understanding of the connection between magnetic properties, electronic and crystal structures can lead to an improvement of the critical temperature of high-\(T_c\) superconducting composites such as Bi-2223.

  2. Insulator-metal transitions in 3d-materials.
   We have completed a series of experiments and theoretical analysis of insulator metal transition (Mott transition) in strongly correlated materials, and have found direct influence of the spin crossover effects on the Mott-type transition in several 3d materials.
   \(a)\ FeBO_3\n   We have collected first high-pressure Fe pre-edge Resonant Inelastic X-ray Scattering (RIXS) spectra under pressure. Our measurements confirm the closure of Mott gap and provide further details on the interplay between multiorbital effects and Mott physics in FeBO_3. This study opens a new way to explore electronic energy structure of correlated materials at high pressure conditions.

   \(b)\ NiO\n   We have observed an insulator-metal transition in nickel mono-oxide NiO at very high pressures ~240 GPa. We observed a sharp drop of resistance at about 240 GPa by about three orders of magnitude indicating transition into metallic state. This is the first experimental observation of insulator-metal
transition in NiO anticipated by Mott. Optical gap decreased approximately linearly in the region 100-240 GPa. The new metallic phase of NiO visually arises as black areas in a brown body of semiconducting phase. A sharp drop of resistance implies possible first-order type structural transition in NiO during metallization. The ongoing structural studies across the insulator-metal transition will be completed soon.


Structural stability of silane at high densities: Understanding the structural properties of this hydrogen-rich alloy is the first step towards understanding the observed electronic properties. Experimentally, structural determination of the hydrogen positions in materials at high-pressures is difficult, due to the very low hydrogen scattering cross section in x-ray diffraction. The structural stability at high compression remains unknown; we explored several new candidate structures and we also predicted intriguing superconducting properties for some high-pressure phases. We extended theoretical work directed towards the determination of the optimal crystal structure based on both the electronic structure and lattice dynamics calculation. Six new thermodynamically stable phases were identified and eight closely related structures were examined to address the stability issue. Three layered structures were found to favor metallization. The layered $C2/c$ phase was predicted to have a superconducting transition as high as 80 K at 250 GPa. These results and findings provide important information for the future search of metallic hydrides.

4. Simple d-metals.

a) Os. Raman scattering by electrons and phonons has been studied in single crystals of 5d transition metal osmium under pressures up to 60 GPa in the temperature range of 10-300 K. An anomalous increase of the electronic light scattering cross section was found in the pressure range of 20-30 GPa with the use of green and blue excitation wavelengths. At these conditions, we observe an appearance of well defined electronic peaks at $\sim 580 \text{ cm}^{-1}$ for the wave vector direction $q$ along [0001] and at $\sim 350 \text{ cm}^{-1}$ for $q$ along [1010]. The comparison of $q$-dependencies of measured spectra and spectra calculated from the first principles suggests a strong volume and temperature-dependent renormalization of the energies and damping of the electronic states near the Fermi level.

b) Mn. We have completed the x-ray emission and x-ray diffraction studies of $\beta$-Mn. $\beta$-Mn is a metal with interesting magnetic properties involving non-collinear magnetic order and magnetic frustration. The experiments show gradual depletion of the magnetic moments under pressure, consistent with theoretical predictions.

5. Magnetic Susceptibility and Transport Techniques for Ultrahigh Pressures

We developed ultra-sensitive induction techniques for magnetic measurements in the diamond cell. Using these techniques, we completed the first magnetic measurements of superconductivity into the megabar pressure range and proceeded further to 230 GPa. We have developed recently a new technique to attach electrical leads to the sample in the diamond anvil cell in quasihydrostatic pressure media. The platinum electrodes are deposited with the help of the Focused Ion Beam (FIB), and the sample is attached to the 4 electrodes using FIB-deposited platinum, and the cell is loaded with gas in the insulating BN gasket with four matching electrodes extending outside the high pressure. Since FIB contacts have quite high resistance (of the order of few hundreds of Ohms) we have developed an alternative photolithography-based technique to prepare low-resistance electrodes for metal studies. The described techniques allow preparation of a “microchip”-like assembly inside of the high-pressure volume of anvil cell. These techniques are used with a new generation of non-magnetic miniature high pressure cells suitable for experiments in tiny spaces (8 and 12 mm in diameter) which fit standard magnet bore used in commercial systems (e. g. PPMS system from Quantum Design).

In addition to well developed synchrotron Mössbauer and XES high pressure techniques, we are developing also RIXS (Resonant Inelastic X-ray Scattering) techniques at the APS, ANL, in collaboration with sector 30 XOR at the Advanced Photon Source in Argonne. First high-pressure data have been obtained on GuGeO₃ (Cu RIXS) to 8 GPa and on FeBO₃ (Fe RIXS) to 70 GPa.

- Future Plans

The above results demonstrate the feasibility of a suite of magnetic/transport measurement techniques. As a result of recent advances, experiments utilizing an unprecedented number of probes are now straightforward to perform over a wide range of pressures. This is especially important for testing theory; for example, a fundamental understanding of the mechanisms of superconductivity requires knowledge of crystal structure, electronic structure, and vibrational properties, including the interaction of the conduction electrons with lattice vibrations. Thus, our studies will be centered around magnetic and transport measurements and complemented by a wide variety of high-pressure structural and spectroscopic methods involving laser and synchrotron radiation. The experimental challenges are listed below.

The project will encompass the following objectives, adjusted to meet new challenging goals:

(i) Exploring new potential elemental superconductors (Hydrogen) and already known superconductors (simple metals) at the limit of static high pressure techniques.

(ii) Investigating special classes of superconducting compounds (high-Tc superconductors, hydrogen compounds) that may provide new fundamental knowledge and may prove important for application as high-temperature/high-critical parameter superconductors.

(iii) Investigating the pressure dependence of superconductivity and magnetic/phase transformations in 3d transition metal compounds, including transitions from ferromagnetic to nonmagnetic phases in a broad pressure-temperature range; using the developed RIXS high-pressure technique to explore pressure-tuned electronic excitations in strongly correlated 3d-materials.

(iv) Advancing transport and magnetic techniques for measurements on small samples at very high pressures in a wide temperature range, with the application of focused ion beam technology and photolithography tailored to the design of microcircuits down to a nanoscale size, thus expanding the horizon in the search for novel physical phenomena at ultrahigh pressures.

We will use the aforementioned techniques to measure the onset of superconducting Tc as a function of pressure at the static pressure limit of the diamond anvil cell. The pressure-tuning of high-Tc superconductors will be used to uncover novel phenomena and critical points in the varying pressure-temperature-magnetic field conditions. We will also continue development of magnetic susceptibility technique to very high pressures and high temperatures, combining it with pulsed temperature regimes. We will implement miniature diamond anvil cell suitable for superconductivity studies down to 100 mK.

Complimentary X-ray fluorescence measurements of valence and core level excitations will be performed to probe the local spin state of 3d-metal ions. The RIXS technique will be used to explore multiorbital effects in Mott insulators, and the RIXS spectroscopy at the K-edges of Cu, Ni, Fe, Mn, and Co will be implemented at high pressure. Raman scattering and synchrotron infrared techniques that we have developed will be used to study optical conductivity, magnon and phonon excitations, and phase transitions. A complimentary suite of x-ray diffraction techniques will be used for structural studies.
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Quantifying Damage Accumulation During Ductile Plastic Deformation Using Synchrotron Radiation
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Polycrystals play key roles in infrastructure systems that serve in hospitable and extreme environments in energy, transportation and many other sectors of the economy (bridges, car frames, nuclear reactor cores, propulsion and power turbines, and fuel cells, to name a few). Application critical macroscopic properties emerge from nanoscopic and mesoscopic features such as crystalline grain sizes and relative orientations, grain boundary types, defect content, and stress states. Due to a lack of appropriate experimental probes, there have been virtually no measurements that follow these structures in a volume of material as it responds to the thermo-mechanical treatments encountered in processing and applications. However, it has recently become possible using synchrotron based High Energy X-ray Diffraction Microscopy (HEDM), to non-destructively measure the positions, shapes, and crystallographic orientations and orientation gradients of grains deep inside of generic polycrystalline bulk materials. [1, 2, 3, 4, 5, 6, 7] This technique promises to allow studies of materials responses to a wide variety of in-situ or ex-situ treatments including thermal, mechanical, radiation and combinations thereof. By tracking the response of statistically significant volumes of material, these studies will be used to constrain and validate computational models: the measured three dimensional, digitally represented structure can be used as a starting point for the computation and evolution can be compared directly to experiment. Validated and trusted computational models are a critical requirement for “integrated computational materials engineering.” [8]

We are applying HEDM to the problem of tracking damage accumulation in metal wires as they are subjected to tensile strain. Combining HEDM with x-ray absorption tomography allows for early detection of voids as they nucleate, coalesce and ultimately lead to failure. Combining near-field HEDM mapping with far-field measurement of elastic lattice strain will allow correlation of stress “hot spots” with microstructural environments. Development of the capabilities needed for the current studies will significantly broaden the applicability of the HEDM technique and should lead to greatly increased usage. Here, we describe first measurements of strain response using a small diameter copper wire.

Measurement Method. Measurements are carried out at Advanced Photon Source (APS) beamline 1-ID, a dedicated high energy scattering facility. A combination of a double bent Laue monochromator and refractive optics yield a line focused x-ray beam (typically 64 keV) with dimensions at the sample position of approximately 2\(\mu\)m vertically by 1.3 mm horizontally. A high precision air bearing rotation stage rotates the sample in the beam. Three orthogonal translations allow sample positioning relative to the rotation axis and a translation under the rotation stage is used to center the axis in the beam. Semi-automated alignment macros provide for efficient set-up of the apparatus and samples.
Diffraction patterns are measured with a high spatial resolution detector system that uses a lens coupled 2k × 2k CCD to image scintillation light generated when x-rays strike a free standing, 25µm thick LAG scintillation crystal. With an effective pixel size of 1.5 × 1.5µm² the system has a 3 × 3mm² field of view. The LAG scintillator has greatly improved the quantum yield compared to previous and has allowed a reduction in data collection time by roughly a factor of five. This in turn allowed the collection of a much larger data volumes in multiple strain states for the Cu sample discussed below. Diffraction patterns are measured at either two or three rotation axis-to-detector distances, L, in the range of five to ten millimeters.

In addition to HEDM orientation mapping, we use absorption tomography to measure the wire profile and to search for void formation. In the present measurements, we removed the refractive focusing lens and measured the intensity pattern over a 300µm high cross-section of the wire. The same high resolution imaging detector discussed above is used here. A layer-by-layer tomographic measurement which completely removes registration issues has been demonstrated. [9]

**Measurement of strain response of a copper wire.** Fig. 1 shows the copper wire, the wire pulling apparatus and the force-extension curve observed in the in-situ measurement. The wire has been electropolished from its nominal 1 mm diameter (see at left and right sides). The necking procedure focuses strain in a restricted length of the wire (allowing foreknowledge of where to do the measurements) and reduced the needed force to the range of the apparatus shown in Fig. 1b. The smallest diameter is roughly 200µm and the necked region is about 300µm in length. Fig. 1b shows the pulling apparatus which uses a ceramic cylinder (Macor) as the load bearing element (top). The wire is fixed at the top, passes through the hollow cylinder and is fixed to the load cell below the aluminum frame. A translation stage (bottom) pulls the wire. This design allows the x-ray detector to approach within 5 mm of the wire which is positioned on the axis of the air-bearing rotation stage. Fig. 1c shows the force-extension curve for the necked Cu wire. The curve is rounded due to the strain gradients caused by the variable diameter along the length of the wire. Green points indicate states in which both microstructure mapping and tomographic data were collected;
Figure 2: Tomographic images of the copper wire as it is strained to failure. Colors are by z-coordinate and are scaled for each image independently. (a) Contour showing the initial shape of the necked wire. The large diameter is 0.5 mm (the first neck step seen in Fig. 1a) while the necked region is roughly 0.2 mm. (b) In the stain 4 state, the neck is reduced to \( \approx 0.1 \text{mm} \) diameter and the cross-section has become non-uniform. In the top view of (c) at strain 4, one can see a large void that has formed near the narrowest region of the neck. The shape of the void is non-trivial.

Figure 3: Local misorientations mapped inside the copper wire at zero strain and at 0.1 mm strain displacement. Note that the color scale saturates at two degrees. The red points, just prior to failure, correspond to tomography-only points. Measurement points are plotted at fully relaxed force values.

Fig. 2 shows tomographic reconstructions of the wire in two strain states (0.01 and 0.18 mm extension of Fig. 1c). Fig. 2c shows a view looking down from the stop in the 0.18 mm extension state and shows a void formed at the narrowest part of the collapsing wire. Fig. 3 shows examples of 3D orientation maps and local misorientation maps in two strain states.

Fig. 3 illustrates the degree of reproducibility in reconstructions and the measurement’s sensitivity to even the beginning of response to strain. The images are cut-aways of the cylindrical wire cross-section. The color scale indicates, on a voxel-by-voxel basis, the maximum nearest-neighbor misorientation angle, a measure of local disorder. Well ordered material is blue. Red indicates misorientations greater than two degrees which predominately show on grain boundaries. One can see that some boundaries have moved but the boundary network has not changed dramatically. Careful examination also indicates an increase in the occur-
rence of $\geq 1$ degree misorientations in the strained state. Further analysis of this and higher strain states will be presented at the meeting.

These studies will be supplemented by additional tests on larger wires (with a modified apparatus) containing more grains in the active region and by similar work on zirconium wires. We continue to improve data acquisition speed and reconstruction algorithms. In the latter case, we are incorporating a multi-pass scheme that ultimately will lead to more detailed intensity matching and lattice strain parameter adjustment.
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Sub-micron Resolution 3D X-Ray Microscopy Studies of Materials Microstructure and Deformation
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RESEARCH SCOPE
The research goal of this program is directed toward a fundamental understanding of the underlying atomic and mesoscale origins of the properties of materials using x-ray scattering and microscopy investigations combined with collaborative, first-principles theory and modeling analyses. The physical properties of real materials are controlled by more than their local atomic structure. Much of the behavior comes from microstructure and defect interactions that occur on mesoscopic length scales of tens of nanometers to hundreds of microns. 3D x-ray structural microscopy (3DXM) provides the ability to nondestructively measure the local crystal structure, orientation, and local lattice curvature and elastic strain tensors with submicron spatial resolution. Investigations in this program include three-dimensional submicron-resolution (~300 nm) x-ray microscopy studies of the microstructure and evolution of materials on mesoscopic length scales (tenths-to-hundreds of microns).

The 3D spatial resolution microstructure measurements capability made it possible in this program to measure the strain in the interior of individual dislocation cells associated with dislocation patterning in heavily deformed copper. To further probe the underlying processes of deformation, the strain state of the much thinner (~100 nm) dislocation cell walls in deformed Cu have now been measured. The confined deformation distribution below spherical micro-indents has been probed, and the processes associated with initial crystal breakup during deformation are under investigation in conjunction with first principles based discrete dislocation theory simulations. The submicron spatial resolution of 3DXM has been used to investigate the local structure and microstructure of materials ranging from phase-separated manganite alloys to nano-ribbons to strongly correlated oxide nano-flakes, and it has been used to correlate the impact of grain boundaries and microstructure on the local efficiency of multicrystalline silicon solar cells.

RECENT PROGRESS
Elastic Strain of Individual Dislocation Cell Walls in Deformed Cu: Deformed Cu develops an inhomogeneous dislocation cell structure in which dislocation-rich walls surround lightly dislocated crystalline cell interiors. Previous 3DXM measurements in this program on 30% deformed Cu single crystals yielded the first direct demonstration of back stress strain in the cell interiors as postulated by the "composite" model of Mughrabi. We have made the first direct measurement of the strain in the surrounding cell walls by combining angle-resolved and spatially-resolved 3DXM. As illustrated in the middle panel of Fig. 1a, by masking out the sharp spot scattering from the low dislocation density cell interiors and analyzing only the diffusely scattered intensity between and around the spots, it is possible to determine the Bragg angle (and hence the strain state) of the highly dislocated cell walls. By analyzing the scattering from only the upper and lower peaks in the center diffraction panel in Fig. 1a, the Q-distribution from the two cell interiors are determined as the dashed lines in Fig. 1b. By excluding the scattered intensity from the two spots, and analyzing only the diffusely scattered intensity at 4 \( \mu m \), gives a wave vector Q-distribution of the intervening cell wall that is shown by the solid red curve in part b. The mean stress in the cell wall is essentially zero (\(-1 \pm 7\) MPa), while the mean stresses of the adjacent cell interiors are a much larger 60 and 21(\(\pm 7\) MPa. The “composite” model predicted this type of result, arguing that the cell walls are smaller in volume but because they are highly dislocated are more difficult to deform than the more perfect cell interiors. The fact that the widths of the Q-distributions (i.e. strain fluctuations) for both the cell interiors and
the cell walls in Fig. 1b are much larger than the (0.02 nm\(^{-1}\)) measurement resolution indicates that cell interiors are not dislocation free as implied by the TEM measurements, but only much less defected than the cell walls; the plot in Fig. 1c of the widths vs. the strains for a large number of measurements also shows this to be true in general. The magnitudes of the strains in Fig. 1c, the strain distributions, and the positive vs. negative separation of the strain magnitudes in the cell interiors and walls into two populations, provide previously missing constraints for testing theoretical deformation models.

**Orientation Dependence of Deformation Under Spherical Indents in Cu:** The highly confined nature of deformation below surface indents provides an opportunity for detailed investigation of deformation on mesoscopic length scales. Fig. 2 shows an absolute comparison of measured and calculated surfaces of (± 0.4°) rotational deformation under 100 μm radius spherical indents with 100 mN force in \(\langle 111 \rangle\) and \(\langle 001 \rangle\) oriented Cu single crystals. Remarkably, the measured deformation penetrates more than 50% deeper into the \(\langle 111 \rangle\) oriented Cu than for the \(\langle 100 \rangle\) case. The crystal plasticity deformation simulations (by Y. Gao; UT-K/ORNL) predict both the magnitudes of the (blue) outward rotations and the strong asymmetry with surface orientation; however they predict substantially larger inward rotations (red) than those observed for both orientations. There is also an oscillating substructure in the rotations as a function of depth corresponding to dislocation patterning. Initial finite element modeling simulations have shown that the introduction of strain-gradient-based plasticity into the deformation model does not explain the differences between experiment and theory. These results underscore the importance of quantitative experiment-theory comparisons with confined indentation volumes.
**Multicrystalline silicon solar cells:** 3D x-ray microscopy was used to investigate the effect of grain boundaries on solar cell efficiency in multicrystalline silicon, one of the primary starting materials for commercial solar cells. Although solar cells made from single crystal silicon are more perfect than those from multicrystalline silicon, the multicrystalline silicon is much cheaper and easier to produce. However, the efficiency of multicrystalline silicon is reduced by electron-hole recombination at grain boundaries and other defects. We have made spatially-resolved measurements of the crystal orientation in multicrystalline solar cells and correlated them with area scanned light beam induced current (LBIC) measurements to investigate how the silicon grain boundaries affect the local solar cell quantum efficiency.

X-ray and LBIC measurements were obtained from multicrystalline Si produced by two different techniques, commonly referred to as the heat exchanger method (HEM) and the ribbon technology. The x-ray orientation map in Figure 2 (b) shows the grain structure from ribbon grown multicrystalline silicon measured with 8 µm step size (500 nm beam). The different colors represent the crystal orientations and are assigned from the pole figure in (a). The x-ray results reveal an overall (110) texture with ~20° misoriented regions containing thin parallel twins. The HEM silicon (results not shown) had a nearly perfect (110) fiber texture (within 0.2°) and grains with large in-plane rotations separated by more irregular boundaries. Figure 2 (c) and (d) show LBIC measurements for the ribbon sample at two different wavelengths (different penetrations) with 5 µm resolution. Comparing the maps of quantum efficiency with orientations for both types of silicon shows that a drop in conversion efficiency coincides with a structural boundary, showing that the grain boundaries are indeed important recombination sites. However, the correlation was not complete and some benign grain boundaries did not lead to a reduction in quantum efficiency. Additional analysis to identify and understand structural or chemical grain boundary differences controlling efficiency is ongoing.

**FUTURE PLANS**

**3D X-Ray Microscopy:** The 3D x-ray microscopy technique used in this program is the only nondestructive method capable of measuring the strain and orientation of every point within a volume at submicron resolution. This is a needed capability for determining the geometrically necessary dislocation (GND) density within deformed volumes. Fundamental investigations of deformation and strain localization will be directed toward detailed comparisons of experimental measurements with computer simulations. This work will build on present 3D x-ray microscopy capabilities to pursue a predictive understanding of deformation on mesoscopic length scales.

The inhomogeneous nature of deformation on mesoscopic length scales resulting from the complex and collective interactions of dislocations requires measurements with high spatial resolution covering substantial sample volumes to ensure that the effects of long range dislocation interactions are included. Thus we plan
to use smaller beam sizes to allow us to completely isolate individual dislocation cells and walls so as to clearly see the nature of the interaction between cells and the surrounding walls. We also plan to make simultaneous measurements of the strain in widely separated directions to permit determining all components of the dislocation tensor; the current measurements have all been along only one direction. Studies of lightly (~1%) deformed crystals will be used to characterize the initial stages of crystal breakup and can be directly compared to the results of discrete dislocation simulations. We also plan to extend our investigation of deformation to Ni, Al, and iron-based alloys adding in-situ indentation studies and the examination of indents in the neighborhood of grain boundaries to understand the role of boundaries in deformation.

We will exploit recent hardware and analysis software improvements to collect and evaluate larger volumes with finer resolution. Measuring large 3D volumes is both time consuming and data intensive, but extremely important for making progress in all parts of this program, including: dislocation cells in copper, deformation under nano-indents, phase coexistence in manganites (e.g. LaPrCaMnO), mesoscopic phase separation in multiferroics (e.g. (Y,Eu)MnO), 3D grain growth, and the role of the domain structure during metal-insulator transitions (e.g. VO2). To date only very limited volumes have been measured, so we will exploit recent improvements to acquire the larger data sets needed to understand these systems.
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Structure-function studies in organic photovoltaic materials for sustainable energy generation
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“Plastic” solar cells based on interpenetrating blends of a semiconducting polymer and a fullerene are becoming a viable technology for sustainable energy generation due to the promise of low-cost manufacturing. A rapid increase in efficiency over the last decade has been accomplished through a result of a deeper understanding of the influence of microstructure on performance. This has lead to improved materials design and better control over the microstructure and morphology. Both the nanoscale morphology of the two-phase film and the molecular packing within the polymer and fullerene are tremendously important to device performance. We have used X-ray scattering to probe both the nm length scale microstructure and the molecular packing in organic solar cells. Grazing incidence X-ray scattering (GIXS) was used to investigate the local molecular packing [1-5] and small angle X-ray scattering is being developed to probe the polymer-fullerene phase separation.

This contribution will focus on blends of the fullerene, phenyl-c71-butyric acid methyl ester (PCBM), and the high performance semiconducting polymer poly(2,5-bis(3-alkylthiophen-2-yl)thieno[3,2-b]thiophenes (PBTTT). Our previous diffraction results [6,7] showed that, unexpectedly, the PBTTT and PCBM intermix or intercalate on a molecular level and form bimolecular co-crystals (see Figure 1). This explains many previous results on the optimal mixing ratios of various polymer fullerene blends. However, a detailed picture of the co-crystal structure was not obtained. This is important because the self-ordering of the co-crystal affects the physical processes involved in light absorption and charge separation and transport; it is also of interest from a fundamental point of view of materials mixing.

![Figure 1. Specular X-ray diffraction of annealed pBTTT:PCBM films with varying weight ratios demonstrating the intercalation. Pristine film (black); 10:1 blend (red); 4:1 blend (green) shows a coexistence of the pBTTT lattice and the intercalated lattice; 1:1 blend (purple) and 1:4 (blue). Here i is intercalated and p is pristine.](image-url)
To determine the structure of the polymer-fullerene co-crystal, we used a combination of x-ray diffraction and molecular mechanics (MM) simulations. We start by using the empirical diffraction data to obtain the polymer-fullerene ratio and to develop two potential unit cells. We then refine these unit cells with MM modeling using the Universal force field model to find low energy configurations for the system. We finally compare the diffraction pattern from the model with that of the experiment. Such a multi-pronged approach is necessary for our thin films of poorly ordered soft materials that have diffraction patterns without many well defined peaks. Using this approach, we obtain an energetically optimized triclinic unit cell. This is shown in Figure 2. This structure is characterized by edge-on stacked conjugated backbones (red color), fullerene molecules that are intercalated between the side chains of the polymer, and bent side chains. The structure suggests that well-separated channels, where the PCBM molecules intercalate, exist along the $b$ axis. The fullerenes are in immediate vicinity to every part of the polymer backbone and the conjugated rings orient towards fullerenes. The arrangement of the polymer chains and the PCBM in the polymer framework has a critical impact on charge transport as this enables rapid exciton dissociation.

**Figure 2.** Ordering of PCBM and PBTTT in the co-crystal in views (A) along PCBM channels and (B) along the backbones. Chemical structures of (C) the polymer PBTTT and (D) the C$_{70}$ fullerene derivative PCBM.

The comparison between modeled and experimental diffraction patterns are shown in Figure 3B and C, respectively. The calculated XRD structure agrees well with the experiment in terms of the peak positions, but the intensity distribution is somewhat...
different; the simulated image (Figure 3C) has more peaks with generally smaller widths than the experimental image (Figure 3B), and the simulation overestimates the intensity of the peaks at higher $q$. Molecular mechanics methods determine energy minima at 0 K; while this is in general a good first approximation for the packing of the molecules at room temperature, it cannot predict thermal fluctuations and structural disorder. We find the energy landscape is very shallow with numerous molecular conformations and arrangements in local minima that have comparable energies. These geometric fluctuations or disorder (within a small energy range) explain the broader peaks that we see in the experiment (Figure 3B) compared to the model in (Figure 3C). The co-crystal has many defects not captured in the model.

![Figure 3. Experimental grazing incidence x-ray scattering patterns for thin films of (A) the pure PBTTT-C$_{14}$ polymer and (B) the blend of PBTTT-C$_{14}$:PC$_{71}$BM. The main peaks (B1-B4) in the experimental image are reproduced by (C) the simulated diffraction image of the blend. The dashed lines are a guides to compare peak positions in images B and C.](image)

The resulting structure demonstrates molecular intermixing of polymers and fullerenes without any synthetic or processing efforts, but rather by self-organization. The established structure can serve as a model system for fundamental studies on ordering in co-crystals, as well as on electronic properties. It may also help to improve the physical basis of ab initio modeling of polymers and polymer-fullerene blends. Mixing of two synthetically tailored components is of particular interest in a wide range of functional materials with properties defined largely by the interaction between two constituents.

In the future, these bimolecular crystals, whose structure can accurately characterized and modeled at the molecular level, will serve as models of a perfectly defined donor-acceptor interface and will permit studies of photophysical properties. It is also important to develop methods to characterize the disorder inherent in these soft materials. We are beginning this by adopting the modeling to handle finite temperatures and by developing Warren-Averbach approaches to extracting disorder in the polymer blends.
Acknowledgments

This work was done in collaboration with Nicky Miller, Roman Gysel, Michael McGehee (Stanford), Chad Risko, Eunkyung Cho, Jean-Luc Brédas (Georgia Tech), and Chad Miller (SSRL). Financial support for this project was provided by Department of Energy (DOE). Portions of this research were carried out at the Stanford Synchrotron Radiation Laboratory, a national user facility operated by Stanford University on behalf of the US Department of Energy, Office of Basic Energy Sciences.

References

Superconductivity induced in FeTe films by oxygen incorporation

PI - Barrett O. Wells
Department of Physics
University of Connecticut
Storrs, CT 06269-3046
email: wells@phys.uconn.edu

Co-PI – Joseph I. Budnick
Department of Physics
University of Connecticut
Storrs, CT 06269-3046
email: budnick@phys.uconn.edu

Research Scope

Our DOE funded program currently has two main projects: a study of large scale phase separation in super-oxygenated La_{2-x}Sr_xCuO_{4+y} and an investigation of films of Fe-chalcogenide superconductors with an emphasis on properties uniquely associated with film structures. Our group synthesizes interesting materials and we have substantial experience exploring issues connected to intercalation of oxygen into samples. We explore our materials using a variety of techniques as appropriate to the physics problem at hand, mostly pursued at DOE laboratories. Techniques that have been very important for our work include ARPES, neutron scattering, X-ray absorption, and muon Spin Rotation. We are currently moving to de-emphasize the phase separation in cuprate superconductors project in order to better exploit our discoveries in films of Fe-based superconductors. This presentation will thus focus on the discovery of a new superconductor, FeTeO_x films.

Recent Progress – Superconductivity in FeTeO_x Films.

Bulk FeTe is antiferromagnetic and non-superconducting and considered a parent compound for the Fe-chalcogenide family of superconductors. Chemical pressure via isoelectronic substitution of Se or S onto Te sites produces a superconductor [1-3]. However, no form of charge doping or physical pressure on bulk FeTe has been shown to produce a superconductor.

We have grown magnetic, nonsuperconducting FeTe films epitaxially on MgO and STO substrates using pulsed laser deposition (PLD). Further, we recently found [4] that superconductivity can be induced post growth by either a short, low temperature (100°C) annealing in oxygen or a longer term exposure to oxygen in the ambient atmosphere at room temperature. A superconducting transition with an onset temperature of 12K has been observed. In addition, all of the resistivity vs temperature curves show a broad peak around 65K for both superconducting and non-superconducting samples. In the bulk, this peak in the resistivity is associated with a concurrent antiferromagnetic (AFM) and structural transition [5-7]. As shown below, our films also appear to have this structural transition, but so far the magnetic state is unknown.

A series of annealing experiments show that the oxygen incorporation process is reversible: the superconducting state can be removed by driving oxygen out through a vacuum anneal and then restored again through another oxygen anneal. The resistivity profiles of these films and the reversible nature of the oxygen absorption is shown in Fig 1a. Fig 1b shows both the shielding (zero field cooled) and Meissner (field cooled) magnetic transition for a superconducting FeTeO_x film. These are large signals with particular notice that the Meissner signal is almost as large as the shielding, rarely the case in cuprate superconductors such as La_{2-x}Sr_xCuO_4. The ease of cycling the oxygen content suggests one might be able to perform well controlled experiments on the changes that lead to superconductivity without changing the sample studied.
The process of incorporating oxygen appears to induce only a small change in the structure. Fig. 2 shows a broad, XRD scan of one film in its as-grown non-superconducting state and then in the O₂ annealed superconducting state. There is little change. Higher resolution studies at beamline X22C at the NSLS at Brookhaven revealed that there was a small contraction in-plane and a small expansion along the c-axis. Our own DFT calculations indicate that a likely low energy site for excess oxygen is just below the Fe plane, at a symmetry equivalent site to that occupied by the Te atoms. With O in this site, the DFT confirms that FeTeOₓ will remain in the tetragonal phase with only a small change in lattice constant.

We have recently studied the c lattice constant of a superconducting FeTeOₓ films as a function of temperature using elastic neutron scattering, with the results shown in Fig. 3. Two transitions were observed, one at 65 K and the other at 12 K. The transition at 65 K appears to be associated with the maximum in the resistivity and presumably the same structural phase transition seen in the bulk. The lower temperature transition is not seen in bulk FeTe but occurs at the superconducting Tc. As far as we are aware, there are no other reports of a structural transition occurring simultaneously with superconductivity in Fe-based superconductors and we feel this low temperature structure may hold the key to superconductivity in this compound.
We have performed X-ray absorption spectroscopy and X-ray photoemission measurements to understand the changing valence states induced by oxygen incorporation. We have found a surprisingly large change in the Fe valence state, from metallic like Fe0 in the as-grown film to predominantly Fe3+ in the superconducting films. Fig. 4 shows a series of XAS measurements taken at different stages of oxidation showing a progression from Fe⁰/Fe²⁺ in the fresher films to a spectrum reminiscent of Fe³⁺ in the superconductor. Our results on the Fe valence states are different from the literature on other Fe pnictides where the Fe L edge spectra were reported to be metallic-like in both parent and superconducting compounds [8]. Our data might be consistent with claims that the FeTe is more strongly correlated than the pnictides [9, 10] and with the observation of a larger moment in the chalcogenides [11, 12].

In summary, by introducing excess oxygen at low temperature, superconductivity was induced in the FeTe films. When the films are superconducting, XRD indicates only a small structural change and XAS indicates that the majority of the Fe has a nominal valence of 3+. A structural transition associated with the superconducting transition has been observed. This method for creating a superconductor is quite different from the better known procedure of substituting isovalent Se or S for Te. Thus superconductivity occurs in very different places in the phase space of strain and Fe valence and the correct combination of both appears to be necessary for superconductivity.
Future Plans
The existence and physical characteristics of FeTeO_x superconductor raise some broad questions for the Fe-chalcogenide doping-strain-temperature phase diagram and for our understanding of just how a superconductor is created from a parent compound. Coupled to this, it is very surprising that we can create a superconductor without large changes in the normal state conductivity, which might suggest either some sort of phase separation or a low temperature structural transition that allows the superconducting phase to form. To examine these questions we intend to pursue more detailed microscopic measurements such as neutron diffraction to look for the antiferromagnetic state and ARPES to examine more detailed changes in electronic structure. Our preliminary neutron work showed that Bragg scattering off of our films is plausible, but we do need to improve the in-plane mosaic of the films. Our initial ARPES work has shown that we can get angular-resolved data from a cleaved film.

Another interesting problem is why this process appears to robustly produce a superconductor in films but so far has not worked in bulk samples. Our preliminary results indicate that diffusion in the bulk is not sufficient to get oxygen properly incorporated into the structure. A depth sensitive measurement of the oxygen profile and Fe/Te oxidation states will be necessary.

Finally, we are looking for better techniques for studying the magnetic state of the films, the low temperature structural transition, and any sign of oxygen ordering in the films. We hope that X-ray scattering experiments may be helpful.
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Research Scope
Surface structure and dynamics are key to catalytic processes and other chemical interactions, but it is often difficult to study them at the atomic scale in operating environments. We study dynamics and reactivity of model catalysts, single crystal surfaces, and nanostructured surfaces interacting with simple molecules such as H₂O, CO, and O₂, under pressure, temperature, and other materials processing conditions that have not been explored before using atomic-scale probes. X-ray techniques are unique avenues in studying such interfaces and we develop further new x-ray techniques in order to achieve a greater insight into the dynamics of surface phase transitions and how solid surfaces interact with liquids and gases, especially under extreme environments. The scope of the project encompasses i) fundamental understanding of molecular reactions occurring on buried interfaces relevant to heterogeneous catalysis and electrocatalysis using in situ synchrotron x-ray techniques, ii) development of forefront synchrotron x-ray techniques enabling measurements of the previously unavailable molecular-level dynamic information at surface and interfaces, and iii) extend the synchrotron x-ray techniques to study interfaces buried under materials processing environments, such as extreme pressures and temperatures.

Recent Progress
Dynamics and reactivity of interfaces buried under reactive environments such as gases and liquids, often at high pressure and high temperature, are important to energy conversion and storage technologies, yet under-explored due to the lack of the molecular-level experimental probes. Synchrotron x-rays are uniquely suited for such investigations. Unlike the study of static properties of such interfaces, study of dynamics and reactivity requires the development of new x-ray techniques to capture and measure phase transitions and reactions in motion. In the last three years, we have studied oxygen reduction and carbon monoxide oxidation reactions and developed a new x-ray technique for studying surface dynamics.

Coherent x-ray scattering from a surface: We have demonstrated that an x-ray speckle pattern can be measured from a single atomic monolayer.¹ Because each speckle pattern is uniquely related to the atomic arrangement, changes in these patterns show the motions of surface atoms with monolayer sensitivity. Using the surface-monolayer speckle pattern, we developed the surface x-ray photon correlation spectroscopy (SXPCS) technique and used it to observe dynamics of the surface atoms of gold with unprecedented clarity in real time.

Figure 1. A ball model of hex-reconstructed Au (100), a speckle pattern, and the autocorrelation functions.
The square lattice of the Au (100) surface reconstructs spontaneously to a hexagonal lattice. Using SXPCS, we showed that the top monolayer of surface atoms is highly mobile, and that their equilibrium dynamics displays unexpectedly rich behavior even when their ensemble average structure appears static.

Our study of Au (100) revealed a previously unidentified ‘dynamic transition’ in the atomic motions of the reconstructed gold surface. Below the dynamic transition, the motions are slow and dominated by rearrangement of the hexagonal domains, where the rearrangements are thermally activated and follow a simple Arrhenius form. Above the dynamic transition, however, the motions become much faster and consist of hexagonal/square interconversions. This change in dynamics is explained by a Landau-type free energy difference between the hexagonal and square lattices that decreases as temperature approaches the phase transition temperature.

Structure and catalytic activity of model nanoparticle and nanofacet arrays: We produced 2d arrays composed of millions of morphologically identical platinum catalyst nanoparticles epitaxially grown on (111), (100) and (110) strontium titanate substrates using electron beam lithography. Our rigorous approach to design, produce and characterize the catalyst nanoparticles allowed us to relate microscopic morphologies with macroscopic catalytic reactivities. The particle shapes were predicted using a Wulff construction based on density functional theory calculations of surface energies. Then, in accordance with theoretical predictions, we are able to tweak morphologies of the already produced nanocrystals by changing annealing conditions. In the case of platinum single crystals, the (100) surface has a higher affinity towards oxide species than the (111) surface, which results in a lower activity of the (100) than the (111) surface. Therefore, the unexpectedly high oxygen reduction activities proportional to the supposedly inactive (100) facets were surprising. In addition, Tafel slopes of the reaction were consistent with the reactivity of (111) facets, confirming that the reaction still takes place on the (111) surface as expected.

It is therefore remarkable that the ORR activities are proportional to the (100) facet area, as shown in Figure 2 (right). Based on this observation and similar properties seen in the case of one-dimensional arrays of alternating (100) and (111) nanofacets formed on single crystal surfaces, we suggested the following scenario: The (100) facets adsorb oxygen well, but cannot reduce it efficiently, while the (111) facets can reduce oxygen, but cannot easily adsorb it. The nanoscale proximity allows oxygen that is adsorbed on (100) to diffuse to the (111) facets, where it can be more efficiently reduced. The schematics shown in Figure 2 suggest that the (100) facets simply act as “collectors of oxygen”, and the linear dependence of kinetic current densities on the (100) facet area can be expected as long as the (111) facets can efficiently process the reaction.

![Figure 2](image-url)

Figure 2. Increased catalytic activity of the arrays points to a cooperative interplay between facets with different affinities to oxygen. We suggest that the surface area of (100) facets is one of the key factors governing catalyst performance in electrochemical reduction of oxygen molecules.
While the detailed structures of nanoparticle surfaces are difficult to study, certain aspects can be inferred from model nanofacets. We made previously such (111) and (100) nanofacets formed on a single crystal surface and studied the oxygen reduction and CO oxidation reactions. Recently we continued with studies of the surface structure of such facets and of the influence of reactions on the surface structure. The main challenges in this case are that the CTR signals from the facets are not very strong and generally sit on high backgrounds. However, we found that several cycles of CO oxidation reactions effectively anneal the nanofacets to near perfection, restoring the ideally terminated (111) and (100) facets. The CTR examples are shown in Figure 3.

Future Plans

Immediate and exciting applications of the SXPCS technique include study of the dynamics of electrochemical interfaces as surface structure changes during phase transitions, electrodeposition, oxidation/reduction reactions, corrosion, and passivation. Dynamic behaviors of many important reactions of electrochemistry have not been elucidated, despite their importance, primarily due to the lack of such experimental probes. Coherent x-ray scattering, therefore, opens a whole new dimension in studying electrochemical interfacial sciences. We have just begun dynamic measurements on some of our model electrochemical systems.

The ultimate goal of surface coherent x-ray scattering is to achieve an x-ray imaging tool that can be used to ‘see’ buried surfaces or interfaces. Since x-rays can penetrate most extreme environments, this new x-ray imaging tool can be used to observe interfaces in real time during chemical reactions and phase transitions. In past years, we have demonstrated the surface sensitivity of coherent x-ray scattering. We have shown that coherent x-ray scattering can be done from a single or sub-monolayer of atoms and provide dynamic information on the surface or interface using SXPCS analysis. In doing so, we have often found that the speckle patterns often exhibit tantalizing details and symmetries of the surfaces. In certain cases, the pattern is almost simple enough for a direct inversion to a real space image based on what we already know about the surface. These cases will provide excellent examples for us to develop an inversion technique using established oversampling methods. Initially we will use well-prepared and well-controlled Pt (100) as the initial test case for concept development. In the following we briefly describe our preliminary measurements and calculations to demonstrate the feasibility of this approach.

The Pt (100) surface has the same hex reconstruction as Au (100). The transition temperature is much higher but there is a temperature range where the platinum surface becomes highly ordered with large terraces. Since the average terrace size is large we are able to set the illuminated area to include only a few terraces and steps. The simulated speckle pattern from such a surface is shown in the inset of Figure 4. The pattern is relatively simple since there are only a few steps illuminated. In our preliminary measurement, we indeed find a simple pattern.
speckle pattern similar to the simulated one. In addition, the intensity at a given pixel is highly fluctuating as we expect from a surface in a dynamic equilibrium. However, a closer examination of the fluctuation unveils a behavior of the autocorrelation function previously unobserved in the gold surface speckle patterns. Instead of a simple exponential decay, the measured autocorrelation function includes an oscillatory term riding on an exponential decay and the oscillation persists over tens of minutes. A simple exponential decay is expected if the surface is sufficiently complex with many fluctuating domains within the illuminated area. We believe that the oscillatory autocorrelation is a result of step flow that is fairly constant over the time scale of the measurement.7

We will use the established concept of oversampling to invert the speckle pattern to a real space image. We will apply the technique to our cases of stepped platinum surfaces. Once the algorithm of the inversion is established, we can essentially ‘see’ in real time the motion of the steps. Then we will move on to more complex and corrugated domain structures and attempt to invert these speckle patterns to a real space structure.

7 M.S. Pierce and H. You, unpublished.
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