Electron and Scanning Probe Microscopies

2016 Principal Investigators’ Meeting

Hilton Washington DC North/Gaithersburg
Gaithersburg, Maryland
October 24-26, 2016
On the Cover

Top: *Inner Workings of Atomically Thin Transistors Revealed by Scanning Microwave Impedance Microscopy.* (Left) Artistic rendering of the conductivity imaging experiment on a back-gated transistor made from two-dimensional atomic sheets of molybdenum disulfide (MoS$_2$). (Upper right) MoS$_2$ device with a low gate bias of 5 V, where the conductive channels appear first at the two physical edges of the flake. (Lower right) The same MoS$_2$ device under a higher gate bias of 15 V. The left part of the device (3 nanometers in thickness) was turned on, with thread-like defects observed in the scanning microwave image. The right part of the sample remained off under this condition. Work published in *Proc. Nat. Acad. Sci.* **113**, 8583 (2016).

_Courtesy: Keji Lai, University of Texas at Austin_

Bottom Left: *Nanoscale Skyrmions in a Nonchiral Metallic Multiferroic: Ni$_2$MnGa Investigated by using Lorentz Transmission Electron Microscopy.* (a) Color magnetic induction map showing the formation of skyrmion lattice in a narrow twinned region of Ni$_2$MnGa with individual skyrmions of the order of 30 nm. Color magnetic induction map showing the change in topology of an individual skyrmion from (b) non-trivial to (c) trivial. Work published in *Nano Letters* **16**, 4141 (2016).

_Courtesy: Amanda Petford-Long, Argonne National Laboratory_

Bottom Right: *Three-Dimensional (3D) Coordinates of Individual Atoms in Materials Revealed by Electron Tomography with 19 Picometers Precision.* The 3D atomic model of the sample consists of 9 atomic layers along the [011] direction, labelled with crimson (dark red), red, orange, yellow, green, cyan, blue, magenta and purple from layers 1 to 9, respectively. Work published in *Nature Materials* **14**, 1099 (2015).

_Courtesy: Jianwei (John) Miao, University of California, Los Angeles_

This document was produced under contract number DE-AC05-06OR23100 between the U.S. Department of Energy and Oak Ridge Associated Universities.

The research grants and contracts described in this document are supported by the U.S. DOE Office of Science, Office of Basic Energy Sciences, Materials Sciences and Engineering Division.
Foreword

This volume comprises the scientific content of the 2016 Electron and Scanning Probe Microscopies Principal Investigators’ Meeting sponsored by the Materials Sciences and Engineering Division (MSED) in the Office of Basic Energy Sciences (BES) of the U.S. Department of Energy (DOE). The meeting, held on October 24–26, 2016, in Gaithersburg, Maryland, is the sixth biennial meeting in the Electron and Scanning Probe Microscopies area organized by BES. The purpose of the meeting is to bring together researchers funded in this core research area to facilitate the exchange of new results and research highlights, to foster new ideas and collaborations among the participants, and to discuss how to advance electron and scanning probe microscopy and spectroscopy, as well as the associated theoretical tools, in order to address forefront scientific challenges. In addition, the meeting affords BES program managers an opportunity to assess the state of the entire program collectively on a periodic basis, in order to chart future directions and identify new programmatic needs.

A recent report from the Basic Energy Sciences Advisory Committee has identified “Exploiting Transformative Advances in Imaging Capabilities across Multiple Scales” as a transformative opportunity for discovery science. To address the materials science challenges, the Electron and Scanning Probe Microscopies Core Research Activity supports basic research using advanced electron and scanning probe microscopy and spectroscopy techniques to understand the atomic, electronic, and magnetic structures and properties of materials. This activity also supports the development of new instrumentation and techniques to advance basic science and materials characterizations for energy applications. Topical areas highlighted in this year’s meeting include two-dimensional materials, quantum and ferroic materials, material dynamics, complex and correlated electron materials, and multimodal and ultrafast imaging. Special at this year’s meeting are two panel discussions on topical areas that appeal broadly to the PIs in the program: (i) multimodal imaging and (ii) computational and model-driven imaging.

I look forward to the active participation of the attendees at this meeting during the presentations, panel discussions, poster sessions, and other opportunities for discussions. I hope that the collective sharing of ideas and new research results will bring fresh perspective and insights for the continued advancement of this field and its value to DOE’s mission. I would like to thank the Meeting Chairs, Markus Raschke and Amanda Petford-Long, for their dedicated efforts and invaluable assistance towards organizing this meeting. My sincere thanks also go to Teresa Crockett in MSED and Linda Severs and her colleagues at the Oak Ridge Institute for Science and Education for their excellent work providing all the logistic support for the meeting.

Jane G. Zhu
Program Manager, Electron and Scanning Probe Microscopies
Division of Materials Sciences and Engineering, Basic Energy Sciences
Office of Science
U.S. Department of Energy
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LABORATORY PROJECTS
Toward Atomic Resolution Electron Microscopy of Soft Matter

Principal Investigators: Nitash Balsara*, Kenneth Downing, Andrew Minor, Ronald Zuckermann, David Prendergast

*Materials Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94709. email: nbalsara@lbl.gov

Research Scope

We aim to produce images of soft materials with atomic resolution using electron microscopy (EM). This is inherently challenging because soft materials are unstable under the electron beam. Sophisticated averaging algorithms are being developed to extract high resolution information from low exposure images, where Fourier transforms along orthogonal directions will be used to align individual images. To demonstrate these imaging concepts, we will use crystalline nanostructures formed by self-assembly of amphiphilic peptoid molecules in water. Of particular interest are structures formed by diblock copolypeptoids wherein conventional wisdom suggests that these molecules should form micellar aggregates with collapsed hydrophobic cores. In contrast, we obtain crystalline hollow tubes and sheets with hydrophobic groups exposed to water. Confirming this by atomic-scale imaging is important for a general understanding of molecular self-assembly. A series of peptoids with sequences of monomers specifically designed to enable high resolution electron microscopy will be synthesized by solid phase synthesis. In the future, we will use molecular dynamics to characterize thermal fluctuations and disorder, and this information will be convoluted with the contrast transfer function of the microscope used in experiments to obtain theoretical images. This new framework for atomic resolution imaging on model peptoids will be applied to improve the resolution of electron microscopy of more conventional soft polymeric materials.

Recent Progress

We synthesized and characterized block copolypeptoids comprising a hydrophobic block of poly-N-decylglycine (pNdc), and a hydrophilic block of poly-N-2-(2-(2-methoxyethoxy)ethoxy)ethylglycine (pNte) [1]. The pNdc-pNte symmetric diblock copolymers with 36 monomer units total self-assembled into curved molecular tile units to give hollow nanotubes in water as demonstrated by cryo-EM (Fig 1). We reasoned that each polymer unit can assemble into a brick-like lattice and form either sheets or tubes. We demonstrated by calorimetry and X-ray scattering that in the nanotubes and the nanosheets, both the hydrophilic and hydrophobic domains are crystalline. Unstained Cryo-EM revealed that the nanotubes have very distinct latitudinal stripes representing the backbone-backbone distance. Tubes when stained with an agent that is specific for the hydrophilic moieties reveal longitudinal stripes. Cryo-EM is able to see domains in these structures, but atomic data is not yet available.
The pNdc-pNte diblock copolymers with 18 monomer units self-assembled into molecular tile units to give flat nanosheets (Fig 2, next page). The planar structure facilitates obtaining high resolution information. The Fast Fourier Transforms (FFTs) of the low resolution images show many higher-order reflections even in the off-axis side chain packing indicating information on the side chain packing in the off-axis diffraction spots at around 4 Å resolution (Fig 2b). This image was obtained with an exposure of 26 e/Å². In Fig 2b, the resolution at 3 Å can be achieved. We scanned the images of single sheets and collected sections that had identical FFTs. After corrections for contrast transfer function, beam-induced movement, and lattice distortion, five corrected images were superimposed. The projection map of these five images is displayed in Fig 2c which shows both the backbone (bright vertical feature) and sidechain packing within a unit cell at near-atomic resolution. To our knowledge, this unpublished image represents the first step toward atomic resolution of synthetic soft materials, i.e. materials that are not proteins (which are identical by design) nor hard materials like metals, semi-conductors, etc.

The projection map in Fig. 2c is evidence that atomic-scale imaging of soft matter is a challenging but achievable goal. We are working toward the goal of true atomic-scale imaging by using custom synthesis, leveraging EM instrument progress, and developing advanced data processing algorithms.
Future Plans

Our ability to determine the structure of supramolecular peptoid assemblies on the atomic scale by electron microscopy rests, not only in our ability to use state-of-the-art instrumentation and data analysis, but also on our ability to design and execute atomic changes to the chemical structure of the peptoids. We plan to introduce heavy atoms to the peptoid chains at specific locations. We will then use EM to observe the spatial relationships of these heavy-atom labels to one another in the assembled structures.

With an exposure limit on the order of 10-50 e/Å$^2$, the signal-to-noise ratio in images is simply not high enough to directly see details at near-atomic resolution. However, with averaging techniques that have been developed over the last four decades, data from many images – thousands to millions – can be combined to reveal fine structure. These techniques, still in development, have been applied to achieve 3 Å resolution of planar peptoids. The techniques will be expanded for higher resolution and use in other systems, such as tubes. We will also make use of molecular dynamics simulations in order to draw direct connections between EM measurements and atomistic models of soft materials.

Current evidence for peptoid nanotube formation in water rests on the EM observation of extended structures with lateral bands separated by 2.4 nm and cross-sectional circular diameters of 12 nm. We will determine the atomic structure and dynamics of these nanotubes [2] and establish the self-assembly pathway that drives spontaneous tube formation from dispersed oligomers in aqueous solution.
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Research Scope

The overarching goal of this proposal is to provide a new level of understanding to bias-induced transitions in functional oxides by probing their mechanisms across a hierarchy of length scales. We will use a combination of scanning transmission electron microscopy, local-field confinement in \textit{ex-situ} and \textit{in-situ} active device configurations, and advanced theoretical methods to unravel the complex interplay between order parameter dynamics, ionic flows, electrochemical reactions, and mechanical phenomena driven by electrical bias. This research is only now possible due to emerging experimental and computational capabilities and will specifically exploit advanced scanning transmission electron microscopy, local-field confinement in \textit{ex-situ} and \textit{in-situ} active device configurations, and advanced theoretical methods. To achieve our overarching goal, our scientific aims are to: (1) understand the atomistic configurations that underpin order parameters and chemical states and explore their coupling in static and ex situ configurations at the atomic scale; (2) control the response of the materials to the applied bias and in dynamic conditions: separating electronic and ionic degree of freedom, and (3) elucidate dynamic atomic scale pathways that connect local changes to mesoscopic/global property modifications. Ultimately, we seek a predictive knowledge of the dynamic behavior of bias-induced functional oxide phase transitions including an understanding of the optimal defect distribution that will produce a desired dynamic response. This work will enable optimization of a broad range of energy and information technologies from fuel cells, supercapacitors and batteries, to memristive data storage and logic devices.

Recent Progress

1. \textit{Determination of 3D symmetry information from ABF STEM images}. The rich functionalities in the ABO\textsubscript{3} perovskite oxides originate, at least in part, from the ability of the corner-connected BO\textsubscript{6} octahedral network to host a large variety of cations through distortions and rotations. Transitions between rotational states with different symmetries accompany many dynamic processes in oxides. Characterizing these rotations \textit{locally} remains a major challenge. Recently [8] we were able to demonstrate that 3D symmetry information can be extracted from the Annular Bright Field (ABF) Scanning Transmission Electron Microscopy (STEM) images of oxide interfaces and heterostructures. While previously only projected tilt information was considered to be analyzable, we were able to demonstrate that 3D symmetry information is also present in the projected images in the shapes of oxygen atomic columns, which are not circular in tilted structures due to imperfect overlap of oxygen atoms at different heights.
Using the complete set of crystallographically allowed tilted perovskite unit cells,\textsuperscript{1,2} we were able to demonstrate that any of the possible symmetries can be identified with this approach. For a subset of structures, it was also possible to discern the parameters of the 3D unit cell quantitatively. Fig.1(a) shows such an example in the progression of simulated images of structures from $a\overline{a}c$ to $a\overline{a}c^*$ with $\alpha, \beta = -10^\circ$, and $\gamma$ varying from $-10^\circ$ to $10^\circ$. O column in the image (outlined in blue) has an elliptical shape. The change in symmetry ($c$ to $c^*$) can be clearly identified by the appearance of the mirror planes on the right hand side (denoted by yellow dashed lines). Moreover, the rotation of the main axis of the ellipse with respect to the 100 direction of the unit cell is clearly proportional to the value of $\gamma$. The same type of determination can be accomplished using experimental images; Fig. 2(b) shows HAADF and ABF images of the LSMO/ESMO superlattice showing clear transitions from $a\overline{a}c$ to $a\overline{a}c^*$ symmetry at interfaces; (c) plot of the tilt angle $\theta$ of the oxygen column ellipse computed from the ABF image in (b) (adapted from [8]).

We believe that this new method will greatly enhance our capability to characterize the heterointerface structure before, after, and during phase transitions, allowing us to test the existing theories and ultimately enabling the design new materials with tailored interface properties.

2. Atomic level sculpting of crystalline oxides. Progress in nanoscience and technology necessitates continuous advancement in the techniques for manipulation and control of matter at the nanometer and ultimately atom by atom. The demonstration of atomic manipulation of xenon atoms by Scanning Tunneling Microscopy (STM) at IBM Almaden\textsuperscript{3} was one of the seminal achievements of nanotechnology and nanoscience; however, this approach is limited to surface structures and is extremely slow. Aberration-corrected microscopy with its sub-Angstrom focused probe is an interesting prospect, especially given multiple reports of beam...
induced changes in 2D materials,\textsuperscript{4} amorphous oxides,\textsuperscript{5} and others. However, to make a feasible fabrication tool, one should be able to also demonstrate precise control of the process. Recently [6] we were able to show that a scanning transmission electron microscope (STEM) can create crystalline epitaxial oxide structures from metastable amorphous precursors with atomic plane precision. Fig. 2(a) shows a proof-of-concept experiment, where a slow line scan across crystalline-amorphous interface in SrTiO\textsubscript{3} results in local crystallization. Implementing flexible beam control (common for electron lithography SEM-based systems but unavailable for high resolution STEM systems) uncovers full potential of the method. Fig. 2(b) shows an artificially patterned structure spelling “ORNL” that was created from amorphous SrTiO\textsubscript{3} with 200kV electron beam. Note that the epitaxial registry with the substrate is preserved across the entire structure, and the letter shapes are instantly recognizable. Preliminary results show that this approach can also be used to create heterointerfaces. This type of experiment creates a versatile platform for the studies of diffusion and enables us to create e.g. series of structures with continuously varying length for studies of thickness-related structural transitions. Understanding and control of beam induced properties has the potential to contribute to the interpretation of many \textit{in situ} studies conducted inside an electron microscope.

3. \textbf{Investigating the electronic structure of surfaces and predicting promising routes for surface modification.} Surfaces play an outsize role in many phase transitions and dynamic phenomena, such as oxygen reduction reactions in fuel cells or screening effects in ferroelectric materials. Ideally, one should be able to not only know the surface structure and properties in detail, but also know how these properties can be modified to potentially change the outcome of the dynamic process. Control over the functionalities of oxide surfaces, however, requires extensive quantitative information about their structure and behavior at the atomic scale to enable the construction of a comprehensive, predictive theoretical model. Recently [1] we were able to show the feasibility of this approach using LaFeO\textsubscript{3}/SrFeO\textsubscript{3} (LFO/SFO) superlattices. Fig. 1(a) shows a HAADF STEM image of a LFO\textsubscript{8}/SFO superlattice grown by
Molecular Beam Epitaxy; green line denotes the direction of an EELS line scan. Fig. 2(b) shows a plot of the Fe L$_3$/L$_2$ ratio (indicative of Fe oxidation state) computed from the EELS data as a function of the position within the image. Within the superlattice, Fe oxidation state oscillates around +3, commensurate with superlattice periodicity. However, with 2-3 surface layers oxidation state sharply decreases to +2, indicating presence of oxygen vacancies. Investigations of the shapes of Fe L edges also show decreased coordination at the surface (octahedral and tetrahedral). Density functional calculation using a slab of LaFeO$_3$ with the surface layer was able to reproduce the experimentally observed structure of the superlattice, including polyhedral tilts. In the theoretical study it was possible to investigate surface structure as a function of vacancy content. Interestingly, for vacancy content just under fully tetrahedral Fe surface coordination, the surface is predicted to undergo an insulator to metal transition, with the bulk remaining in insulating state. Moreover, the corresponding lowest energy magnetic structure is ferromagnetic at the surface and antiferromagnetic in the bulk, a state akin to a topological insulator. This finding underscores the importance of combining high quality structural characterization with theoretical studies, and suggests a promising experimental direction using *in situ* surface reduction on this superlattice.

**Future Plans**

Utilizing the methods for comprehensive structural characterization developed for the interfaces, we plan to conduct studies of oxide surfaces, specifically those of mixed ionic-electronic conductors, ex situ and in situ under applied bias. The sculpting approach that we developed will enable us to analyze the impact of the surface texture and compositional gradients in ways not achievable with conventional growth. We plan to explore whether we can control surface oxidation states via application of electrical bias. We will use our data on structure and electronic properties to develop advanced theoretical models, directing further studies. These studies will reveal the interplay between structural order parameters, strain, and oxygen chemical potential in oxides, and will enable optimization of a broad range of energy and information technologies from fuel cells to memristive data storage and logic devices.
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Program Scope

The thrust of this project is to measure rates of processes occurring during solid – solid phase transformations in materials, explore the variability of these rates as they depend on pre-existing structure of the materials, and compare with simulations of the phase transformations to reveal and quantify the fundamental controlling mechanisms. To make measurements of the dynamic event in situ, we use a time resolved transmission electron microscope (DTEM) that is still unique in the world because of its single shot imaging capability. Since it is a real space imaging capability, it allows us to identify and measure rates of individual processes, for example nucleation or growth, which other methods cannot deconvolve. We currently focus on the amorphous to crystalline transformation in semiconductors and investigate the effect of changes in the glass structure on transformation rates.

Recent Progress

The structure-property relationships of amorphous group IV semiconductors such as germanium (a-Ge) have attracted wide research interest over the past decades. It has been shown that the crystallization behavior of amorphous semiconductors can vary significantly due to changes in the medium range order (MRO) of the material\(^1\)\(^-\)\(^3\). MRO extends beyond the nearest neighbor atom and has a typical length scale of 1 – 3 nm. MRO has been shown to be present in many amorphous materials including a-Ge\(^1\)\(^-\)\(^6\), and can be altered by post-processing such as thermal annealing\(^1\)\(^-\)\(^3\)\(^,\)\(^6\), ion and electron irradiation\(^1\)\(^,\)\(^4\)\(^,\)\(^6\), and mechanical stress\(^1\).

It has been reported that laser-induced rapid crystallization of a-Ge is facilitated by the formation and propagation of a thin, undercooled liquid layer\(^7\)\(^-\)\(^11\). We investigated the effect of MRO on liquid-mediated crystallization dynamics using the movie-mode DTEM. We prepared our a-Ge thin film by DC magnetron sputtering. 33 ± 1 nm of a-Ge was sputtered at room temperature onto commercially available TEM grids with a SiN\(_x\) window of 20 nm thick, 0.25 x 0.25 mm in size. In order to alter the MRO of the a-Ge thin films, we irradiated them at liquid nitrogen temperature with 500 keV \(^40\)Ar\(^+\) ions with a constant dose rate of 10\(^{12}\) ions cm\(^{-2}\)s\(^{-1}\) using the 4 MV ion accelerator at LLNL. The total dose rate was 4 x 10\(^{14}\) ions cm\(^{-2}\). For the given irradiation condition, >99.5% of Ar\(^+\) ions penetrates completely through the a-Ge thin film, assuring that any observed differences will not be due to residual Ar remaining in the film as a result of ion bombardments.
For the movie-mode DTEM experiments, we use $3.3 \pm 0.2 \, \mu \text{J}$ laser pulses to induce the crystallization. Figure 1a shows a typical bright field image of the crystallized region, where we can see formation of all three zones defined in previous publications\(^9,12,13\). We observe here the evolution of the Zone II crystallization front. Each crystallization event was imaged using nine 20-ns electron pulses with 50 ns delay between each pulse. To account for the incubation time for nucleation and zone I growth, we introduced a delay of 340 ns between the specimen laser and the first electron pulse. We positioned our field of view (circled in Fig. 1a) to image Zone II formation, and could clearly track the position of the crystallization front at different time steps (Fig. 1b). In this “movie”, the crystallization front appeared in the field of view at ~500 ns after the specimen laser pulse, and moved across a region of ~4 µm over ~350 ns. We captured several movies of the crystallization process for both as-deposit and ion-bombarded materials.

We use fluctuation electron microscopy (FEM) to measure the MRO in the various a-Ge samples. FEM is based on statistical analysis of the scattering data and has the unique sensitivity to MRO in otherwise diffraction amorphous materials\(^2,4,5,14\). We perform FEM experiments on the Zeiss Libra microscope at the National Center for Electron Microscopy (NCEM) at LBNL. The Libra operates at 200kV in STEM mode and we formed a minimally convergent 2.0±0.1 nm (FWHM) electron probe and collected hundreds of localized diffraction patterns as the electron probe rasters over the sample. We then calculate the normalized variance of the diffraction intensity. A higher variance means an increase of MRO in the material\(^14,15\). Figure 2 shows the FEM spectra of as-deposit and ion-bombarded material with the inset comparing the traditional, large-area diffraction intensities of the two samples. While the large-area diffraction intensity remains the same after ion bombardment, the reduction in variance peak magnitude clearly shows a reduction of MRO in the bombarded sample. We interpret the reduction of MRO in the bombarded film as Ar\(^+\) ions displacing Ge atoms that form ordered clusters\(^16,17\).

Figure 3 shows the growth front position as a function of time for both as-deposit and bombarded samples. Each symbol and line fit corresponds to an individual crystallization event. Data from each crystallization event are shifted arbitrarily in the vertical direction for clarity. The observed velocities are within the range of previously reported values of $8 \text{–} 12 \, \text{m/s}^9,13,18,19$. The weighted average shows that the crystalliza-
Our result clearly shows that the bombarded material, resulting in less MRO, exhibits the slower Zone II crystallization front migration. We hypothesize that the differences in MRO changed the formation a thin liquid layer during crystallization, and altered the energetic landscape of the system. To verify the possible mechanisms, we employ a phase-field model for simulating the crystallization process involving a thin liquid layer. Our simulation results in Figure 4 establish two mechanisms that support our proposed hypotheses. First, the liquid layer provides enhanced mobility and sensitivity of migration rates to the driving force for crystallization $\Delta_f$. These results indicate that the liquid layer is likely to lead to the observed variation of the rates of crystallization. According to our simulation results in Figure 4a, the larger driving force drives the faster interface migration, which suggests that our ion-bombarded material could have lower internal energy than the as-deposit material. Second, the liquid layer lateral thickness evolution is sensitive to the crystallization driving force $\Delta_f$. It indicates the possibility of further impacts to the liquid layer on the kinetic behavior of crystallization. In particular, as shown in Figure 4b, the thickness evolution exhibits highly nonlinear characteristics with time and $\Delta_f$. After the liquid layer is gone, we confirmed that crystallization is sluggish. Therefore, we may further consider the possible strategies to control the liquid phase behavior by changing the microscopic structures (or MRO) of the prepared amorphous phase, which

![Figure 3: Position of the Zone II crystallization front as a function of time for (a) as-deposited a-Ge and (b) after bombarded by Ar$.]{}

![Figure 4: Phase-field simulations of interface evolution: (a) simulated interface migration rates as a function of the driving force for crystallization, $\Delta_f$, without and with a thin liquid layer at the interface (for $\Delta_f=0.0440$, the rate is obtained only when the liquid layer is retained), and (b) corresponding liquid layer lateral thickness evolution with time for different driving forces for crystallization.](image)
determines the overall crystallization rates.

**Future Plans**

It’s not obvious what the ion bombardment did to the free energy of the amorphous phase. It may have increased it or decreased it. As such, we will be treating thin amorphous films of Ge under differing conditions, for example by annealing, in order to change the energetics of the amorphous phase in a well defined way (it should be lowered). These amorphous structures will be characterized and quantified with fluctuation electron microscopy (FEM) and then their crystallization kinetics measured in the DTEM. We will use phase field simulations to create model predictions of transformation rates to quantitatively compare to the experimental results. The trends found should further elucidate the effects of ion bombardment on the structure of the amorphous Ge.
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Research Scope

The mission of this project is to transform our understanding of how interfaces, surfaces and other defects impact functionality and structures at the atomic level. With the installation of a new sharper emitter, the Nion UltraSTEM200 has achieved atomic resolution while operating at 40 keV. With this tool, the group can now probe the connections between a material’s spin, charge, orbital and structural degrees of freedom with accelerating voltages ranging from 40 to 200 keV. The scientific advances from this work will provide new approaches to determine local functionalities at the atomic scale, enabling fundamental understanding of materials properties that is crucial for further development of energy materials. Here we focus on our recent studies of functional structures in 2D materials.

Recent Progress

Two-dimensional materials have relatively simple structures for both electron microscopy and theoretical modeling and contain rich new physics and novel properties. They serve as an excellent platform to obtain the fundamental correlation of defect structure and local properties at the single atom level via low-voltage STEM imaging and spectroscopy and to further develop quantitative microscopy. Understanding the materials physics of these systems enables fundamental understanding of how local variations of properties interact with atomic structure and will ultimately lead to the design of improved energy materials.

1. Functional Graphene

Pure graphene has limited practical applications due to its low carrier density, zero band gap, and chemical inertness. The controlled introduction of nanoscale pores in graphene will be necessary for applications that involve water purification, chemical separation, and DNA sequencing. However, graphene nanopores are unstable against filling by carbon adatoms.(1) Using aberration-corrected scanning transmission electron microscopy and density-functional calculations, we found that Si atoms stabilize graphene nanopores by bridging the dangling bonds around the perimeter of the hole as seen in Figure 1. Si-passivated pores remain intact even under intense electron beam irradiation, and they were observed several months after the sample fabrication, demonstrating that these...
structures are intrinsically robust and stable against carbon filling. Theoretical calculations reveal the underlying mechanism for this stabilization effect: Si atoms bond strongly to the graphene edge, and their preference for tetrahedral coordination forces C adatoms to form dendrites sticking out of the graphene plane, instead of filling the nanopore. Our results provide a novel way to develop stable nanopenes, which is a major step toward reliable graphene-based molecular translocation devices.\(^{(2)}\)

We observed three silicon atoms that replaced a single hexagonal ring of carbon atoms in a graphene layer (Fig. 2), under the electron beam, rotates as a single unit in stepwise jumps while the surrounding carbon atoms remain fixed. Theoretical calculations indicate that the energy barrier to rotate the trimer is about 2 eV, corresponding to a tangential force of only 4.3 nN parallel to the graphene layer. This small force, provided by an electron beam to any of the three silicon atoms, generates a torque on the trimer and results in a rotation of 60° in about 140 femtoseconds and demonstrates that the ultimate miniaturization of a mechanical device (switch, oscillator, stirrer) down to a triangular arrangement of three atoms is possible.\(^{(3)}\)

We found that residual oxygen atoms in oxidized graphene form highly stable crown ether configurations within the two-dimensional graphene layer.\(^{(4)}\) Density functional calculations show that these oxygen atoms have binding energies of ~9 eV. The calculations indicate that the crown ether configurations in graphene should exhibit selectivity for different cations depending on the crown ether ring size, a key property of individual crown ether molecules, but have the added property of being rigid and planar, prized features sought in preorganized receptors for selective ion binding. The demonstration of ideal crown ethers in graphene with greatly increased binding energy is expected to open up new applications in a wide range of fields, including sensing, analytical separations, nuclear-waste cleanup, hydrometallurgy, biotechnology, catalysis, medicine and information storage. Additionally, crown ethers in graphene offer a simple environment that can be systematically tested and modeled. Thus, we expect that our finding will introduce a new wave of investigations and applications of chemically functionalized graphene.

2. Transition metal dichalcogenides

Transition metal dichalcogenides (TMDC) have exceptional optical and transport properties.\(^{(5,6)}\) An important step towards practical application of these materials is to realize large-scale growth of monolayers and to understand the intrinsic structural defects present in
these CVD-grown monolayers. However, obtaining intrinsic structural information from the semiconducting TMDC monolayers with atomic resolution is challenging, as the material is prone to both knock-on damage at high electron beam energy and ionization damage at low voltage. In collaboration with Pulickel Ajayan and Jun Lou’s groups at Rice University, who were among the first to demonstrate CVD growth of centimeter size MoS\(_2\) monolayers (7,8), we used low-voltage STEM imaging to systematically study intrinsic structural defects, including point defects, defect complexes, dislocation cores, grain boundaries, and edges, in these CVD MoS\(_2\) monolayers (7,9). We showed that both mono-vacancies of Mo and S as well as anti-site defects and vacancy complexes are naturally present during the CVD growth process (Fig. 4A). These point defects induce deep levels within the bandgap, and may contribute to the omnipresence of n-type conductivity in CVD MoS\(_2\). With quantitative low-voltage STEM, the various theoretically predicted dislocation core structures were experimentally observed for the first time (Fig. 4B). We also identified two new types of 60\(^\circ\) grain boundaries, consisting of 4-fold rings (Fig. 4C), which are shown to be metallic by DFT calculations, and can serve as conducting channels within the semiconducting matrix. This is the first comprehensive study of structural defects in monolayer TMDC materials, and serves as the foundation for continuing studies on these materials.

In the pursuit of ultrasmall electronic components, monolayer electronic devices have been fabricated using transition-metal dichalcogenides. However, the controlled connection of individual nanowires to monolayers, an important step in creating a two-dimensional integrated circuit, has so far remained elusive. In this work, by steering a focused electron beam, as shown in Figure 5, we produced MX nanowires that are less than a nanometer in width and Y junctions that connect designated points within a transition-metal dichalcogenide monolayer.(10) In situ electrical measurements demonstrate that these nanowires are metallic, so they can serve as interconnects in future flexible nanocircuits fabricated entirely from the same monolayer.

**Future Plans**

For wide range of material systems, properties are controlled by local structure at atomic defects and interfaces. The aberration corrected STEM can reveal the density, distribution, atomic species and configurations at point defects, grain boundaries and edges. What is now needed is a means to obtain the vibrational, magnetic and optical properties of these local atomic arrangements. Thus, the goal of this project is to transform our understanding of how interfaces,
surfaces and other defects impact functionality and structures at the atomic level. Specifically, we plan (1) to enable the measurement of local physical properties down to the level of single atom dopants, defect configurations and interfaces in 2D materials, (2) to realize true atomic resolution of both structure and functionality by incorporating dynamical scattering effects in data analysis and (3) to understand local transport in optically active materials through \textit{in-situ} measurements of properties. Realizing all three of these goals will require novel applications of existing state-of-the-art microscopes, development of new techniques and close integration with theory.

As we develop new capabilities to measure atomic-scale properties, we will continue to focus on 2D layered materials, as these are both relevant and model energy materials. High-quality samples of new and cutting edge materials will be obtained through collaborations with groups at ORNL and others worldwide. Collaborations with theorists at ORNL and especially with Professor Sokrates T. Pantelides of Vanderbilt University study correlations between local atomic configurations and functionalities.
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Research Scope

We study advanced quantum materials with focus on superconductivity, gapped topological matter, spin liquids, nematic and density wave ordered states. We address these issues by direct atomic scale visualization of electronic structure using a suite of specialized SI-STM systems, or by advanced magnetic transport and imaging techniques.

Recent Progress

1. Discovery of Pair Density Wave State in Cuprate HTS

A central issue of copper-oxide high temperature superconductivity research is to understand the relationship between the hole-doped antiferromagnetic Mott insulator (MI) and both the superconducting and broken-symmetry states. Our technique for sub-lattice phase-resolved electronic structure visualization revealed the existence of the cuprate electronic nematic [1], that the cuprate charge density wave (CDW) has a predominant $d$-symmetry form factor [2,3], and that the disappearance of both these broken-symmetry states near the doping terminus of the pseudogap ($p=19\%$) coincides with the $k$-space reconstruction [4]. The existence of this exotic $d$-symmetry CDW state then motivated widespread predictions that the pseudogap phase should also contain a spatially modulating Cooper-pair density wave (PDW) state. In theory, such a state is akin to the famous FFLO state of spatially modulated superconductivity, but generated by strong correlations instead of high magnetic fields. However, no FFLO or PDW state had ever been observed in any superconductor. To search for a cuprate PDW, we developed nanometer-resolution millikelvin scanned Josephson tunneling microscopy (SJTM) to image Cooper-pair tunneling from a $d$-wave superconducting STM tip to the Cooper-pair condensate of $p=17\%$ Bi$_2$Sr$_2$CaCu$_2$O$_8$. Imaging the Cooper-pair condensate then revealed clear pair density modulations oriented along the Cu-O bond directions, the first observation of a PDW in any material. This Cooper-pair density wave occurs at wavevectors $Q_{PDW}=(0.25,0)2\pi/a_0;(0,0.25)2\pi/a_0$, [5] with an amplitude $\sim 5\%$ of the background condensate density (Nature 532, 343 (2016)).
2. Dirac Mass Imaging in Ferromagnetic TI

The surface states of 3D topological insulators (TI) should exhibit many unusual and potentially valuable phenomena when a “Dirac-mass gap” opens in their spectrum. Magnetic dopant atoms are typically used to create a ferromagnetic state in order to generate the Dirac mass. Visualizing the magnetic (Cr) dopant atoms in the ferromagnetic TI \( \text{Cr}_{0.08}(\text{Bi}_{0.1}\text{Sb}_{0.9})_{1.92}\text{Te}_3 \) while simultaneously visualizing the Dirac-mass gap revealed its intense disorder. Fluctuations in the Cr density \( n(r) \) were shown to be the source of this effect. The predicted relationship of Dirac mass to dopant density was confirmed to have an electron-dopant interaction energy \( J^* = 145 \text{ meV nm}^2 \). These data demonstrate that to achieve the key fundamental physics expected of time-reversal-symmetry breaking TI materials, a technique for avoiding this extreme Dirac-mass disorder must first be identified (Proc. Nat’l. Acad. Sci. 112, 1316 (2015)).
Figure 2A. Visualization of Cr magnetic dopant atom locations in CR-doped TI BiSbTe. Figure Simultaneous visualization of Dirac mass $\Delta$ of topological surface states; it is strongly disordered at nanoscale, with the Dirac-mass disorder is tightly correlated with Cr-dopant density.

3. **Atomic-scale visualization of electronic structure and symmetry in underdoped Cuprates**

We prepared a comprehensive review of SISTM studies of cuprate electronic structure, describing how the Bogoliubov QPI signature of delocalized Cooper pairs (exhibiting a spatially homogenous pairing energy gap) exists upon the arc in k-space. The Bogoliubov QPI disappears near the lines connecting $k=(0, \pm \pi/a_0)$ to $k=(\pm \pi/a_0, 0)$—thus defining a k-space arc which supports the delocalized Cooper pairing. This arc shrinks rapidly points with falling hole-density in a fashion which could satisfy Luttinger’s theorem if it were actually a hole-pocket bounded from behind by the $k=\pm (\pi/a_0, 0) - k = (0, \pi/a_0)$ lines. The pseudogap excitations exhibit a radically different r-space phenomenology locally breaking the expected C4 symmetry of electronic structure at least down to C2, by rendering the two oxygen sites electronically inequivalent within each CuO2 unit cell. These intra-unit-cell broken C4-symmetry states coexist with incommensurate modulations that break translational and rotational symmetry locally. Finally, site-specific measurements within each CuO2 unit-cell that are segregated into three separate electronic structure images (containing only the Cu sites (Cu(r)) and only the x/y-axis O sites (Ox (r) and Oy (r))) allows sublattice phase resolved Fourier analysis. By introducing this...
novel approach, we demonstrated by direct sublattice phase-resolved visualization that the cuprate density state is in fact a d-form factor density wave [Strongly Correlated Systems - Experimental Techniques, Springer (ISBN 978-3-662-44132-9 (2015)]

Future Plans

1. **Visualization of Dirac Mass Disorder**
   We propose to expand our exploration of ferromagnetic topological insulators to high magnetic fields. The spontaneous magnetization of ferromagnetic topological insulator opens a ‘mass-gap’ in the spectrum of topological surface states. However, intense Dirac-mass disorder caused by heterogeneous magnetic dopant atoms actually suppress much of the novel physics expected of time-reversal-symmetry breaking TI materials. We will millikelvin high-field scanning tunneling microscopy for Landau-level spectroscopic imaging and understanding of 2D Dirac mass disorder.

2. **Scanned Josephson Tunneling Microscopy**
   We propose to expand usage of our recently developed millikelvin, nanometer resolution scanned Josephson tunneling microscopy system (Nature 532, 343 (2016)) to visualize pair density waves in materials with coexisting charge density wave and superconductivity.

3. **OASIS**
   We propose to expand simultaneous SI-STM and ARPES studies to multiple cuprate families of compounds, including \( \text{La}_{2-x}\text{Sr}_x\text{CuO}_4 \), \( \text{La}_{2-x}\text{Ba}_x\text{CuO}_4 \), \( \text{YBa}_2\text{Cu}_3\text{O}_6 \), n-type cuprates such as \( \text{Nd}_{2-x}\text{Ce}_x\text{CuO}_4 \) and \( \text{La}_{0.2}\text{Sr}_0.8\text{CuO}_4 \), and ‘infinite-layer’ compounds such as \( \text{CaCu}_2\text{O}_2 \), \( \text{SrCuO}_2 \), and \( \text{BaCuO}_2 \) by using a combined oxide MBE, ARPES and STM system dubbed **OASIS**, now being commissioned at BNL.
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Probing Coupled Metal-Insulator and Ferroic Transitions from the Atomistic to Mesoscopic Scales
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Research scope
The coupling between electronic and ferroic behaviors has emerged as one of the most intriguing aspects of condensed matter physics, with examples including phase separation in complex oxides, metal-insulator transitions in ferroelastic oxides, and complex electronic ordering patterns in superconducting and charge-density wave materials. The structural and electronic aspects of these behaviors are intrinsically intertwined. The overarching goal of this project is to explore, understand, and ultimately control the interplay between ferroic (ferro- and antiferroelectric and ferro- and antiferroelastic), ionic degrees of freedom, and electronic properties in systems lacking long-range periodicity, including single and interacting topological defects in ferroics and ultimately atomically-disordered materials. To achieve this goal, we will pursue three synergistic aims, including (a) uncoupling of order parameters and chemical phenomena at dynamic topological defects, (b) electrochemical tuning of oxides via charge injection and ionic gating and (c) directly probing structure-property relations on the level of a single unit cell. Unraveling and subsequently understanding the energy balance between competing interactions and establishing the atomic configurations responsible for desired materials functionalities will pave the way to deterministic design of novel electronic materials, and reveal the key structural and electronic mechanisms involved in energy storage, generation and dissipation processes. This will provide a fundamental, scientific basis for optimization and engineering of energy-related materials, with enormous potential benefits to fuel cells, batteries, data storage, energy transport, and other vital energy technologies, and lay down the foundation for experimental counterparts for materials genome projects.

Recent Progress
In the present period (2014-2016), the research was focused on exploring the coupling between ferroic behavior, chemical degrees of freedom, and electronic phenomena on atomic and mesoscopic level. Here, we (a) demonstrate the preponderant role of surface (electro)chemistry on the phenomena such as ferroelectric phase stability and (b) disorder and chemical effects on domain wall conductance in ferroelectric films, and demonstrate pathways to control the electrochemical degrees of freedom via (c) ionic liquid gating and (d) atomically resolved in-situ studies of model oxides. We also explore, but do not report here (e) development of ultrafast PFM methods to distinguish ferroelectric and electrochemical phenomena based on the rates and (f) the use of the machine learning and image analysis methods to extract physically relevant information from atomically resolved images of systems such as Kitaev RuCl$_3$, graphene, molecular ad-layers and superconducting pnictides, as models to oxides.

Chemical control of ferroelectricity in ultrathin film: From the early days of ferroelectricity, it has long been realized that polarization discontinuities at surfaces and interfaces necessitates screening mechanisms. Whereas at solid interfaces the electronic and lattice screening mechanisms have been extensively explored both on the mesoscopic and atomic level, ferroelectric surfaces remain ill-understood. Here we developed a self-consistent phase-field model for ferroelectrics with boundary conditions based on electrochemical equilibria, and systematically explore the domain structure evolution under electrochemical control. For the 1D case the model allows for an analytical solution.
Using it, we show that in nanoscale systems, the ferroelectric state is fundamentally inseparable from electrochemical state of the surface, leading to emergence of a mixed electrochemical-ferroelectric state (Fig. 1). We explore the nature, thermodynamics and thickness evolution of such states, and demonstrate the experimental pathway to establish its presence. This analysis reconciles multiple prior studies, establishes the guidelines for studies of ferroelectric material on the nanoscale, and establishes the design paradigm for new generations of ferroelectric devices with coupled order parameters.

**Domain wall conductivity in ferroic oxides:** We explored the conductivity of ferroelectric oxides, particularly at domain walls. Here, the problem of surface contact has so far limited progress in the understanding of virtually every aspect of conducting domain walls – from structure, to mechanisms, to control. To overcome the contact problem, we have shifted from direct current (DC) conductive measurements, to AC conductance at microwave frequencies of 3GHz, where the large surface resistance can be effectively shorted by now conductive surface capacitance. We have found that domain walls in ferroelectrics are ubiquitously conducting at microwave frequencies, with a surprisingly large conductance of ~5 S/m, comparable to doped silicon (Fig. 2). Even more importantly we have obtained the first direct evidence that conducting domain walls require finite, and quite large conductivity of the surrounding ferroelectric – pointing to new ways of deterministic control of the absolute domain wall conductance, and possibly increasing the carrier density to fundamentally interesting levels at the wall. Finally, we propose a new model for the structure of the conducting domain wall where disorder-induced morphological “roughening” is responsible for creating local pockets of accumulated charge along the wall.
Ionic Liquid control: The fundamental studies of ferroelectric and conductive phenomena at surfaces and ultrathin films require control of electrochemical degrees of freedom. As one route to establish this control, we explore the feasibility of ionic liquid gating. As a model oxide, we investigate the structure of an ionic liquid at a semiconducting oxide interface during the operation of a thin film transistor where the electrical double layer gates the device. We show that the transition between the ON and OFF states of the amorphous indium gallium zinc oxide transistor is accompanied by a densification and preferential spatial orientation of counter-ions at the oxide channel surface. This process occurs in three distinct steps (Fig. 3), corresponding to ion orientation and regimes of different electrical conductivity. The electrical double layer thickness associated with the flat arrangement of cations at the surface is strongly correlated with the highest ON currents.

Chemical control of oxide surfaces on mesoscopic and atomic level: As a second strategy to enable electrochemical control over oxide surfaces, we pursue the studies of in-situ pulsed laser deposition grown oxides in ultra-high vacuum environment. As one example, we explored the coupling between the surface chemistry and the electronic properties of $\text{LaMnO}_3$ thin films, and attempted to modify the surface by applying pressure and voltage through a scanning probe microscopy tip. We find that merely scanning the surface with a small amount of pressure ($\approx 100\text{MPa}$) is sufficient to modify the conductivity by an order of magnitude. We further determined the chemical changes occurring in this system, by site-correlated time-of-flight secondary ion mass spectrometry measurements (TOF-SIMS). The results can be seen in Figure 4, and clearly indicate that merely applying pressure can modify the first two layers of the film. These results are surprising and suggest that cation stoichiometry need not be fixed during SPM measurements.

Precise electrochemical control requires a fundamental understanding of available atomic configurations and interaction energies e.g. of dopants and segregation at oxide surfaces, which we have explored through the model manganite system, pulsed laser deposition-grown $\text{La}_{5/8}\text{Ca}_{3/8}\text{MnO}_3$ (LCMO) films, imaged with in-situ STM. In conjunction with basic thermodynamic models and supplemented with density functional theory (DFT), we find a link between the intensity as measured on oxygen atoms in the STM image and the local environment, i.e., it can be used as a marker for the presence of Ca in the unit cell. The model parameters can then be adjusted to match the distributions of dopants found in the real-space atomic image, providing the insight to the surface (in-plane) segregation of the dopant and the strength of inter-atomic interactions (Fig. 5). These
approaches can be combined with the out-of-plane segregation data, obtained by angle-resolved XPS in the same Nanotransport system \textit{in-situ}, for full 3D reconstruction of the segregation profile, providing unparalleled atomic-scale insight and directly allowing determination of relevant thermodynamic parameters.

**Future plans:**
Understanding of the fundamental physics of coupling between electronic properties and ferroic behaviors on strongly correlated oxide surfaces necessitates a synergistic view of (a) local \textit{in-situ} studies of surfaces via high-resolution imaging, (b) development of data analytics tools that allow extraction of chemical, physical, and structural information from multidimensional data sets, and (c) theoretical framework that allows describing the coupling between structural degrees of freedom, at mesoscopic and atomic levels. Our research will pursue these directions, aimed at the following fundamental issues:

- **Chemically induced mesoscopic oxide functionalities:**
  We aim to couple mesoscopic thermodynamic theory of oxide interfaces and bulk Ginzburg-Landau-Devonshire theory of ferroelectrics to explore new phenomena emerging from chemical control of polarization in uniaxial, multiaxial, and poly-domain materials. The theoretical studies will be combined with General-Mode enabled ultrafast SPMs to separate the chemical and physical phenomena based on response time scales.

- **AC-conduction in complex oxide materials.** Direct observation of large conductivity of ferroelectric domain walls at microwave frequencies is highly encouraging, but we also observe large conductivity the substrate. The origins of this effect are presently unknown, but it must be related to the defect structure of the materials. This is a comparably new field, ripe in opportunities for fundamental aspects of defect chemistry, electronic conduction, and lattice tunability in applied electric fields. We will study evolution of microwave conductance in perovskite ferroelectrics as a function of doping, different geometries, as well as in liquid-gated geometries. In all cases, the emphasis will be placed on determination of the feasibility of doping complex oxides, establishing the cross-over from electronic to electrochemical mechanisms and looking for electronic phase transitions in the bulk of the oxide or localized to the topological defects of its lattice or order parameters.

- **Coupling between physics and electrochemistry on molecular and atomic level.** We aim to explore the coupled ferroelectric and electrochemical phenomena via high resolution imaging under (a) ionic liquid gating and (b) \textit{in-situ} grown films. In the former case, we aim to explore double layers on gated ferroelectric films as a function of gate and ferroelectric state. In the latter, we will utilize the atomically resolved information to describe structure-property relationships on atomic level, building bottom-up picture of ferroelectric surfaces and exploring fundamental coupling mechanisms on atomic level.
Research supported by the U.S. Department of Energy Office of Basic Energy Sciences Division of Materials Sciences and Engineering and performed at the Center for Nanophase Materials Sciences supported by Division of Scientific User Facilities.


In situ TEM study of branched nanocrystal growth mechanisms: understanding non-classical processes controlling formation of hierarchical nanostructures

Dongsheng Li, Pacific Northwest National Laboratory

Research Scope

The long-term goal of this project is to reveal the unknown molecular mechanisms of mass transport and structural evolution during non-classical processes of nanocrystal synthesis to enable the design of nanostructures with controlled size and morphology, and tailored properties. Hierarchical nanostructures, such as highly branched nanowires, provide a clear example. These complex structures crystalize through non-classical pathways of nucleation and growth including assembly of nanoparticles and/or multi-phase pathways sometimes involving competition between these non-classical processes and classical monomer-by-monomer growth. However, no quantitative framework exists to describe these processes. Due to this lack of understanding, growth of nanostructures is empirical rather than predictive. However the emergent physical and chemical properties are inherently tied to size and geometry. For example branched nanowires can have large absorption cross-sections, short electron mean free paths, or complex patterns of optical interference. To fill this major gap in the science of synthesis and build quantitative kinetic models that make atom-and energy-efficient synthesis of these materials a reality, in situ data on the dynamics of these non-classical processes — rather than just the outcomes — are required.

Here we develop a predictive understanding for two important categories of non-classical processes of branched nanowire formation: (1) particle-based growth, particularly oriented attachment (OA)(1) (Figure 1A and C), and (2) competition between classical and non-classical mechanisms(2), specifically screw dislocation-driven trunk growth and vapor-liquid-solid (DD-VLS) branch nucleation (Figure 1B and D).

My objectives are: (1) Establish the source of the driving force for OA, the barrier to OA, and the factors

Figure 1. SEM images. A: top view and side view of branched TiO$_2$ nanostructures; B: PbS “pine-tree” nanowires; C: illustration of phase transformation from anatase into rutile and formation of the TiO$_2$ structures through OA of nanoparticles, which can either extend a wire or form a branch depending on which of two symmetrically related planes attachment occurs; D: a and b, the main trunk of PbS wires forms through growth on a central screw dislocation; c, the branches are believed to form via catalyzed VLS growth$^{13}$. A: anatase; R: rutile
that control them; (2) Determine the origin of the screw dislocation and factors that control it; (3) Understand the source of hierarchical organization; (4) Use the knowledge gained from Objectives 1, 2, and 3 to direct hierarchical growth. I will employ in situ transmission electron microscopy (TEM) and atomic force microscopy (AFM) based dynamic force spectroscopy (DFS) techniques to relate solid/solution structure to inter-particle forces and attachment dynamics. I chose TiO₂ and Ag to investigate the OA process and PbS/PbSe to study DD-VLS growth, because these two systems provide clear examples of OA and DD-VLS branched nanowire growth.

**Recent Progress**

**Ex situ synthesis of TiO₂ and Ag nanowires**

Due to the limited reaction conditions (temperature (T) < 100°C, 2 < pH < 12 in aqueous solution) for in situ experiments, ex situ experiments were carried out first in order to optimize the chemical reaction conditions for in situ studies. For the TiO₂ system, reaction conditions have not yet met the requirements for in situ transmission electron microscopy (TEM) studies. Rutile nanowires have been obtained (Figure 2 A and B) under the condition of 2 < pH <12; however, the temperature is over 100°C. Ag nanoplates (Figure 2C) and nanowires (Figure 2D) have been achieved under the conditions of T < 100°C and 2 < pH < 12.

**In situ TEM study of Ag nanowire growth via OA**

Reaction solutions will be loaded into either a static or flow cell with temperature control. The crystal nucleation and growth will be initiated by temperature increase. We are not yet able to reproduce the Ag nanoplates or nanowires in an in situ TEM liquid cell. We suspect that this may be a result of the confined volume of the liquid cell or electron beam effects. Further ex situ and in situ experiments are under way in order to modify the reaction conditions to obtain Ag nanowires in a confined space and avoid/minimize the electron beam effect.

**In situ TEM study of phase transformation of anatase into rutile**

For the TiO₂ system, we hypothesized that after a primary rutile wire forms, subsequent branching occurs via oriented attachment (OA) in which (103) planes of anatase nanoparticles attach onto (101) planes of rutile, followed by phase transformation of anatase into rutile upon attachment, resulting in wire growth, branch formation, and formation of (101) twins with growth along [001] directions (Figure 1C). Therefore, we investigated the phase transformation...
of anatase into rutile. Different sizes and morphologies of TiO$_2$ (Figure 3) were chosen for investigation in order to view the phase transformation via various zone directions (i.e., [010] and [001]).

In our preliminary in situ TEM experiments, we investigated the [010] direction and observed morphological changes (Figure 4A) and structure change (Figure 4B). Fast Fourier transform (FFT) diffraction patterns proved that (103) planes of anatase transformed into (101) planes of rutile after phase transformation. This confirmed our hypothesis of a branched TiO$_2$ nanowire twin-formation mechanism.

In situ investigation of crystal surface interaction via DFS/AFM

Observations showed that approaching particles rotate to achieve co-alignment while separated by nanometer-scale solvent layers. Little is known about the forces that drive co-alignment, particularly in this “solvent-separated” regime. To obtain a mechanistic understanding of this process, we used AFM based DFS with tips fabricated from oriented mica to measure the adhesion forces between

Figure 3. TEM and SEM images showing different anatase particles.

Figure 4. In situ TEM images of morphologies of anatase during phase transformation (A) and corresponding FFT diffraction patterns showing structure change from anatase into rutile.

Figure 5. Dependence of adhesion force (F$_{ad}$) on (A) NaCl concentration, (B) electrolyte type, and (C) relative in-plane orientation. F$_{ad}$(C) is F$_{ad}$ at various concentration. Theta is rotation angle.
mica (001) surfaces in electrolyte solutions as a function of orientation, electrolyte concentration (Figure 5A), and electrolyte (Figure 5B). The results reveal a ~60° periodicity (Figure 5C) as well as a complex dependence on electrolyte concentration and temperature. A continuum model that accounts for molecular details of effective surface separation, water structure, ion hydration, charge regulation at mica-water interfaces, and mica lattice symmetry reproduces the observed trends. Most importantly, we found that dispersion-based forces are most likely responsible for establishing co-alignment in the solvent-separated state.

**Future Plans**

We will work on the following investigations.

1. Further ex situ experiments of synthesis of TiO$_2$ and Ag nanowires to optimize the reaction conditions to meet the requirements for in situ TEM experiments.
2. In situ investigations of TiO$_2$ and Ag nanowire growth mechanisms.
3. Further in situ study of the phase transformation from anatase into rutile along [001] and [101] directions to confirm the structure change.
4. Modification of the flow system of the gas heating cell to precisely control the gas flow rate and pressure, which is needed for PbS/PbSe wire growth.
5. In situ investigation of the DD-VLS growth mechanism of PbS/PbSe.
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Physics of Electron Microscopy

Principal Investigators: Andrew R. Lupini, Mark P. Oxley, Matthew F. Chisholm

Materials Science & Technology Division, Oak Ridge National Laboratory, TN 37831

Sub-Program Scope

This task aims to explore the frontiers of new techniques in the aberration-corrected scanning transmission electron microscope (STEM), aiming for the highest resolution and sensitivity. The overarching goal is to push the limits of electron microscopy towards new methods and new materials.

Recent Progress

Universal Detector: The traditional imaging modes in STEM consist of integrating the scattered flux of electrons over a range of angles, with the canonical example being collection of the high-angle scattering to give “Z-contrast” images. However, novel detectors allow the whole two-dimensional (2D) scattering distribution to be detected as a function of 2D probe position. This 4D dataset contains a lot more information than a single image. For example, the images that would be seen on any specified detector can be reconstructed mathematically. Advantages are that multiple, overlapping detectors can be emulated simultaneously, the alignment can be adjusted numerically, and detectors that could not be physically realized can be employed (Fig. 1). A numerical phase plate with response varying with spatial frequency enables much more efficient use of the transmitted signal [1]. The extremely large datasets that result will require new processing and analysis methods, which will require extensive collaboration with the advanced computational facilities available at ORNL [2].

Imaging Magnetism at Atomic Resolution: One of the fundamental problems with analyzing magnetic materials is that ferromagnetism and related phenomena are intrinsically atomic-scale effects, arising from the alignment of individual spins, but existing techniques to study magnetism do not provide atomic resolution. Thus the demonstration by Schattsneider that an electron beam can be used to examine electron magnetic circular dichroism (EMCD) generated considerable interest. In collaboration with Dr. J.-C. Idrobo of the ORNL user facility, we have recently developed a method where we deliberately applying aberrations to the probe in order to obtain a dichroic signal at atomic resolution [3]. This method requires precise control of the phase of the electron beam incident on the sample, thus renewing interest in aberration measurement and more accurate control of all aspects of the electron beam.
Aberration measurement: One of the key technological problems in aberration-corrected electron microscopy is the precise alignment of the aberration-corrector. Making use of the multi-dimensional dataset provides several routes to accurately measure the microscope. For example, by the theory of reciprocity, a set of STEM images acquired at different detector tilt angles is equivalent to a set of CTEM images acquired at different illumination tilt angles, which form a so-called Zemlin tableau. Thus by taking the 4D dataset, slicing it into bright field images, and determining the shift of each image, the gradient of the aberration function can be determined (Fig. 2) [4]. Since in a STEM with a pixelated detector, the images at different tilts are acquired simultaneously, the advantage is that this measurement can be performed extremely quickly and is less sensitive to drift.

Precise Control of the Electron Beam: Continuing the theme of more precise control of the probe, in collaboration with the scanning probe group at ORNL, we have recently developed a customized scan unit, capable of employing non-traditional scan paths. One of the major problems in any scanned image is that the true probe position might deviate from the nominal position, causing image distortions and difficulties for precise interpretation. Some of these complications arise because of the ‘flyback’ delay at the end of each scanline. Similarly, the speed with which it is possible to move the probe limits the frame acquisition rate. Novel scan paths provide a solution to both of these problems. Spiral paths can be designed that do not have flyback between scanlines and so can be acquired more rapidly than conventional images (Fig. 3) [5].

Nanofabrication: The enhanced control of the electron probe has enabled the atomic level control of nanofabrication, allowing crystalline materials to be sculpted with single atomic plane precision [6,7].

Figure 1. (Left) BF image generated from a single pixel in a Ronchigram series. Scale bar is nominally 20 nm. (Center) As more pixels are used to form a BF image, the noise improves but fine details are lost. (Right) The same dataset is used to generate an image with finer spatial sampling.

Figure 2. Example measurement of aberrations from a Nion UltraSTEM 200. Adapted from [4].

Figure 3. Schematic illustration of a spiral scan. (a) Voltages. (b) Scan paths. (c) Reconstructed images. Adapted from [5].
Direct Imaging of Single Dopant Diffusion: One of the recent themes of this sub-task has been to use the electron beam as an actor, supplying energy to the sample. This has allowed us to obtain the first direct imaging of single tracer atoms diffusing inside a solid, providing a new method to study diffusion at the single-atom level [8]. Moreover, this technique has allowed us investigate how the size of dopant atoms affects their diffusivity in a solid. This work is relevant to both semiconductor and energy industries because migration of dopants is one of the most common methods of device failure.

Future Plans

The Nion UltraSTEM microscope can be operated at a range of voltages, which provides a degree of freedom that has not yet been well explored. We have developed an interface allowing us to use conventional heating chips in the Nion microscopes. We will use these capabilities to investigate the effects of thermal excitation and to explore electrical properties. The new Monochromated Aberration-corrected (MAC)STEM arriving at ORNL will allow the vibrational properties of materials to be probed at unprecedented energy and spatial resolution.

Selected Publications

Scanning Transmission Electron Microscopy: Atomic Structure and properties of Materials
Quantification of low voltage images of 2D materials

Principle Investigators: Mark P. Oxley, Wu Zhou, Andy R. Lupini, Matthew F. Chisholm

Materials Science & Technology Division, Oak Ridge National Laboratory, TN 37831

Sub-Program Scope

The properties of 2D materials are often determined by the presence of impurities and other lattice defects and STEM is the ideal tool for probing these defects. Many 2D materials however are beam sensitive and can only be imaged at lower accelerating voltages where knock-on damage is reduced. At lower voltages, the chromatic aberrations of the imaging system result in the degradation of image resolution and contrast. This ‘temporal incoherence’, along with residual aberrations make true quantification of STEM images difficult. Images also tend to have a low signal to noise ratio (SNR), further complicating image quantification. We have developed techniques to remove both temporal incoherence and residual aberration from images of 2D materials. These methods are robust in the presence of noise and allow direct comparison with simulation, allowing for true quantification.

Recent Progress

1. The problem of temporal incoherence

Aberration correction of electron optics has allowed imaging of 2D materials at 60 KV with near Ångstrom resolution. The limiting factor on image resolution is now temporal incoherence, due to fluctuations in the incident electron energy and chromatic aberration of the microscope lenses. This results in an effective spread of defocus values for the probe, leading to intensity being shifted from the probe position to the tails of the probe. The effect of temporal incoherence on images of 2D materials has been discussed in detail elsewhere [1]. Residual coherent aberrations also lead to further redistribution of intensity as shown in figure 1 for 60 kV incident electrons. While the probe retains a similar width, aberrations and incoherence result in a halving of the probe peak intensity and a subsequent shifting of intensity into the probe tails. Non circular aberrations also lead to intensity being shifted in a non-uniform manner. The tails on such images have previously been dealt with in an ad hoc manner [2] which makes direct comparison with simulated images impossible. Here instead, we derive a correction factor from the calculated probe shapes, and apply it to STEM images of 2D materials. For probe intensities this correction factor is trivially defined by the relationship
\(P_\Delta (r) = F(r) \otimes P_0 (r)\) where \(P_\Delta (r)\) is the aberrated incoherent probe, \(F(r)\) the correction factor and \(P_0 (r)\) the perfect, aberration free probe. The symbol \(\otimes\) represents a convolution. In order to obtain the correction factor, we simply deconvolve the intensity of the perfect probe from that of the aberrated incoherent probe.

2. Application to simulated images

In what follows the correction factor is deconvolved from the experimental image to obtain an image that can be compared directly with a simulated image. The mathematical proof that this is a reasonable approximation for the STEM imaging modes commonly used for 2D materials is both involved and lengthy and is presented elsewhere [3]. Instead we demonstrate the utility of this method using simulated images containing both temporal incoherence and residual aberrations. In figure 2 (a) we show a calculated image of MoS\(_2\) assuming a perfect probe. In figure 2 (b) we have a simulated image including aberrations and incoherence. The result of the deconvolution process is shown in (c).

As can be seen from the accompanying line profiles, the deconvolution process does an excellent job reproducing the intensities of the original image, albeit with some small residual aberrations. These residual aberrations are due to the approximations made in the treatment deconvolution of the inelastic signal described above.

Deconvolutions are carried out using a Lucy-Richardson algorithm [reference] which is robust in the presence of noise and unlike methods such as Weiner deconvolution, there are no user input parameters. It is important to note that the Lucy-Richardson algorithm assumes both the input image and recovered image are positive at all points. For this reason, it is not practical to simply deconvolve the probe from the image. The result of such a deconvolution is in principle the inelastic scattering potential, however the potential is band width limited by the probe forming aperture and so oscillates about zero in a similar way to an Airy function. In addition, for 2D materials, there is significant intensity formed by the elastically scattered electrons reaching the detector. The image can then not simply be described as a convolution of the probe intensity and some inelastic scattering potential.

3: Application to experimental images

Mono-layer tungsten disulfide (WS\(_2\)) is an excellent specimen on which to test this algorithm. It contains both heavy and light atoms which are often not clearly separated in raw experimental data. In addition, the specimen examined here contains impurity atoms on the W sites which we suspected to be Mo, but this could not be confirmed by EELS. This work has been used to confirm the presence of Mo in these samples.
In figure 3 we demonstrate the reconstruction of an image of Mo doped WS$_2$. Shown in figure 3 (a) is the raw data while the reconstruction is shown in figure 3 (b). The inset in figure 3(b) is the calculated image assuming a perfect probe. The only processing of the simulation is to add a Gaussian blur to account for source size effects in order to match the overall image contrast to the reconstruction. In figure 3 (c) we show a line profile through adjacent Mo and S atoms. The S columns are clearly delineated in the reconstruction and their intensity is in good agreement with the simulated result. In figure 3 (d) we show a line scan through W and Mo atoms. Again the agreement between the simulation and reconstruction is good. A major issue with matching the contrast of experimental images of 2D materials is surface contamination. This makes a far greater contribution to the overall image contrast than it does in the bulk crystalline case. This leads to a significant spread of intensities from the W and Mo atomic sites and makes true quantification difficult. The result shown here comes from a relatively clean section of the sample and is sufficient for the identification of these heavy elements. However, for 2D materials with lighter component atoms, specimen preparation will play a vital role in true quantification.

Future Plans

We intend to make these techniques available for use at the microscope so that images can be processed immediately after acquisition and their suitability for further analysis can be determined. We will also further develop imaging techniques designed to improve the SNR of images of 2D materials. In order optimize this technique, we need to determine the best detector collection angles to maximize the signals from atoms of varying atomic number.
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3D Visualization of Emergent Behavior in Nanoscale Functional Heterostructures

Amanda K. Petford-Long, Seungbum Hong, Charudatta Phatak
Materials Science Division, Argonne National Laboratory, 9700 S Cass Avenue, Argonne, IL 60439
petford.long@anl.gov, hong@anl.gov, cd@anl.gov

Research Scope

The properties of ferroic materials at the nanoscale are governed by their complex energy landscape, which must be understood if emergent behavior is to be controlled. We are focusing on nanoscale heterostructures whose building blocks show ferromagnetic, ferroelectric, and resistance switching behavior. We aim to obtain a fundamental understanding of domain behavior and charge transport properties in these nanostructures through control of parameters that contribute to their energy landscape, such as interlayer coupling, geometric effects, and interactions between adjacent nanostructures. Further degrees of freedom can be achieved in ‘designer’ heterostructures, in which there is coupling between the order parameters in materials with different ferroic order. Our approach involves an interwoven combination of aberration-corrected Lorentz transmission electron microscopy (LTEM) and advanced scanning probe microscopy (SPM) and a particular focus is the use of three-dimensional (3D) analysis and imaging techniques that we have developed to visualize domain and transport behavior in nanostructures as a function of external stimuli such as applied fields, temperature and/or time.

Recent Progress

Nanoscale Skyrmions in Non-Chiral Multiferroic

Magnetic skyrmions belong to a set of topologically non-trivial spin textures at the nanoscale that have received increased attention due to their emergent behavior and novel potential spintronic applications. In this work, we have shown the formation of nanoscale skyrmions in a non-chiral multiferroic material that is ferromagnetic and ferroelastic, namely Ni$_2$MnGa, at room temperature, without the presence of an external magnetic field. Using aberration-corrected Lorentz transmission electron microscopy (LTEM), we were able to elucidate that skyrmion formation resulted from geometric confinement of the magnetic spin texture inside alternate microstructural nanoscale twins, as seen in Fig. 1(a). Using in-situ magnetizing experiments coupled with micromagnetic simulations, we observed the deformation of skyrmions with skyrmion number 1 (Fig. 1(b)) into trivial

![Figure 1](image-url)
bubble domain with skyrmion number 0 (Fig. 1(c)). Our results show that chiral interactions are not necessary for a material to host a skyrmion phase.

**Charge gradient microscopy (CGM) with semiconductor-metal tips**

Advanced SPM techniques open up the possibility of next-generation ferroic devices that utilize both domains and domain walls (DWs) as active elements. However, current SPMs lack the capability to dynamically monitor domain and DW motion in addition to transport of the screening charges that lower the total electrostatic energy. Charge gradient microscopy (CGM) maps domains and DWs at high speed and mechanically removes the screening charges, however the underlying signal generation mechanism is not fully understood due to the complexity of the electrostatic interactions. We developed a semiconductor–metal CGM tip and showed that by changing the scan direction of the tip we could separate and quantify the signals from the ferroelectric domain and the DW signals (Fig. 2). Our investigation showed that the DW signal is due to the spatial change of the polarization charges, while the domain signal is due to the continuous removal and supply of screening charges at the CGM tip. In addition, we observed asymmetric CGM signals from the up and down domains, which originate from the different debonding energies and the amount of the screening charges for positive and negative bound charges. We believe that our findings can help lead to breakthroughs in information storage and energy-harvesting devices.

**In-situ TEM of reversible and irreversible electroforming in Pt/NiO/Pt heterostructures**

Numerous reports suggest that resistance switching in binary transition metal oxides is caused by local reduction of the oxide layer into conducting filaments, but few reports have shown experimental evidence correlating electroforming with site-specific changes in composition that can be interpreted as individual conducting filaments. We explored the mechanisms of reversible and irreversible electroforming in 250–500 nm wide pillars that we patterned from a single Ta/Ti/Pt/Ti-doped
NiO/Pt/Ta heterostructure, and showed that these can co-exist within a single sample. We performed in-situ TEM electroforming and switching on each pillar to correlate the local electron transport behavior with microstructure and composition in each pillar. DFT calculations fitted to electron energy loss spectroscopy data showed that the Ti-doped NiO layer is partially reduced after reversible electroforming (Fig. 3), with the formation of oxygen vacancies ordered into lines in the <110> direction. However, under the same probing conditions, adjacent pillars show irreversible electroforming caused by electromigration of metallic Ta to form a single bridge across the oxide layer. We propose that the different electroforming behaviors are related to microstructural variations across the sample and can lead to switching variability.

Future Plans

Exploring ferroic domain behavior at the nanoscale
We seek to develop a systematic understanding of the contribution and relative scale of various energy terms governing the domain behavior in vertically and laterally confined ferromagnetic heterostructures, and ferroelectric nanostructures. We will then build upon this fundamental understanding to control the behavior at the mesoscale and enable emergent phenomena such as non-trivial spin or polarization textures, and magnetic excitations.

We are extending our previous work on artificially frustrated magnetic nanostructures to understand the magnetic excitations and frustration behavior in aperiodic spin ice arrays. We will explore the emergence of localized ground states, the effect of edge states and the reversal behavior in quasicrystal spin ice lattices. We will use a unique approach based on graph theory and Monte Carlo simulations to analyze and understand the correlations in such lattices. Based on our recent results on creation of artificial skyrmions and antiskyrmions, we will continue to explore the competing energy landscape of nanoscale heterostructures, by exploring the quasistatic domain behavior in response to applied electric current and magnetic fields for systems into which we now introduce the symmetry-breaking Dzyaloshinskii-Moriya interaction in conjunction with other interactions such as exchange bias or indirect exchange.

In ferroelectric nanostructures we seek to understand the main driving force that controls the behavior of domains, as well as the distribution of charged and uncharged domain boundaries, as a function of the size and shape of the nanostructures. Our newly-developed semiconductor-metal CGM tip is ideally suited to distinguish the roles of the underlying polarization and the screening ions. This will help us elucidate the role of screening charge on the resulting domain structure. We will then explore the domain behavior using in-situ environmental cell for AFM by controlling the environments (e.g. humidity, surface modification (hydrophobic vs. hydrophilic overcoating). We will also explore the domain switching in our patterned ferroelectric nanostructures to understand the local effects that hinder or facilitate domain motion. Our observations of domain nucleation and growth as well as DW conduction will allow us to understand the effects of shape and size on domain structure and its electrical properties in ferroelectric nanostructures.

Resistive Switching oxides
Our exploration of resistive-switching oxide (RSO) materials will focus on understanding how confinement and the motion of charged defects control the 3D distribution of conduction
pathways. We are developing novel artificial resistive-switching network configurations using block copolymer self-assembly followed by the sequential infiltration synthesis (SIS) process using atomic layer deposition (ALD) in collaboration with colleagues in the Institute of Molecular Engineering. We will then use in-situ c-AFM and TEM to study the changes in conductivity, crystal structure and oxidation states to understand the ‘random circuit-breaker model’ for RSOs and to determine whether conducting filament formation is a self-limiting process. In order to understand the effects of defect distribution in RSO films, we will extend our 2D studies of conducting filament distribution to three dimensions using a novel method involving the use of an AFM tip to first map current distribution and then serial section down through the filaments. We will use our newly installed aberration-corrected off-axis electron holography capability on our Lorentz TEM to quantitatively image nanoscale electric fields and potentials in and around the nanostructures.

Selected Publications (from FY15 and FY16)


Research Scope

The Early-Career-Award (ECA) research task under the FWP Number 2015-BNL-PM046-Fund is to establish an understanding of the competing degrees of freedom in many emergent properties in strongly correlated materials by investigating non-equilibrium phenomena. The project will be carried out using an existing ultrafast electron diffraction (UED) instrument at Brookhaven National Laboratory (BNL). Utilizing pump-probe techniques with MeV electrons as the probe, the BNL-UED system has demonstrated the potential for extraordinary sensitivity and high temporal-resolution in detecting electronic structures far from the equilibrium. During the course of the project instrumentation modifications will be conducted to enhance the performance of the UED, including a double-tilt stage for precise positioning the sample materials and an optical parametric amplifier for continuous tuning of the pumping energy. Individual orders, such as charge order and orbital order, associated with optical excitations will be probed and analyzed separately in the ultrafast time-domain in order to distinguish their roles in structural relaxation.

Recent Progress

A new environmental room for BNL-UED  The UED instrument is now located in a new environmental room with accurate control of temperature (fluctuation within 0.1 K) and humidity (40 ± 1 %) to improve the stability of the instrument. An overview of the current situation of the UED and the environmental room is shown in the photos in Fig. 1. The klystron, which generates the radio-frequency accelerating field for the gun at the repetition rate of 5Hz, and the UED room entrance are highlighted in the insets of Fig. 1a). The majority part of the UED instrument is in the room behind the concrete wall in the picture and the setup is shown in Fig. 1b). After the beam commissioning in June of 2016, the first UED pattern was obtained from the testing sample LaSr$_2$Mn$_2$O$_7$ using a 5 fC electron bunch, shown as the inset of Fig 1b).

Double-tilt sample stage  Precise positioning and tilting of single-crystal samples in the UED experiments are critical to this ECA project. The data processing and interpretation will be rigorously dependent on the original data quality of all the reflections over two-dimensional UED patterns.
Therefore, how well the crystals are aligned with the incident beam is a prominent factor. The former BNL-UED was equipped with a single-tilt sample stage, which cannot provide the accurate tilting in experiments. A double-tile stage was designed for the restricted sample space and an UHV (< 10-9 torr) environment with motorized drives connected to outside. Moreover, the double-tilt stage will be compatible for the low-temperature (< 20 K) experiments in the future, and the tilting/rotation steps have very little hysteresis. Based on the project’s requirements and the capability of the manufacturer, the design of the stage is shown in Fig. 2. It has a goniometer (step size of 0.1 milli-degree at 300 K and 20 micro-degree at 4 K; repeatability of step sizes ~ 5 % over full ranges) and a rotator (travel range of 360° endless in both directions; step size of 1 milli-degree at 300 K and 0.5 milli-degree at 4 K; repeatability of step sizes ~ 5 % over full ranges) to fulfil the tilting along two independent angles. The additional thermal coupling (not shown in the figure) is specially designed for the temperature control. Together with the existing motion drives along x, y and z directions, the sample mounted on the new stage will have five degrees of freedom in precise positioning.

**Optical parametric amplifier (OPA)** The current BNL-UED laser wavelength is near-infrared 800 nm, i.e., the pump energy is fixed at a photon energy of 1.55 eV. While this energy is close to the Mott insulator gap and to the orbital-ordering (OO) excitation energy, and is well suited for studying the photon-induced metal-insulator transition and OO related phenomena in certain correlated materials, it is certainly insufficient for exploring complicated dynamics in a broad range of strongly correlated materials. For example, charge-ordering (CO) and charge-density-wave (CDW) excitation energies may vary from tens of meVs to the eV level. Typical phonon modes corresponding to emergent phenomena have excitation energies of tens of meVs. In addition, OO/CO states are often coupled to the spin-ordering in correlated materials, and the excitation of spin ordering or spin density wave are at the level of hundreds of meVs. Therefore, driving the material to excited states by tunable pumping energy is important to the understanding of the dynamic response of electronic structures. The purchase order of an OPA system has been placed and it will be installed at BNL-UED, which will enable us to continue tune the pumping energy from 110 meV per photon (corresponding to 11 µm in wavelength and 27 THz in frequency) to 6 eV per photon (corresponding to 200 nm and 1500 THz).

**Future Plans**

*Understanding CDW in “3D” dichalcogenides* Stacking sequence of the repeating structural layers was considered not to have a significant impact on materials’ properties especially when the geometry of the repeating layers is maintained. However, a previous work showed a surprising case that the superconductivity measurements in Te-doped TaSe₂; samples are very different with the 1T, 2H and 3R structures [1]. Conventional electron diffraction patterns further demonstrated distinct behaviors of the CDW electronic structure in 1T and 3R samples (Fig. 3a)). The reason of the drastic change in the properties with different structures is unknown. These samples are excellent candidates for the UED study because the CDW structures with well-defined symmetry give rise to superlattice reflections separated from fundamental reflections and make the intensity measurements straightforward (see the highlighted CDW reflections in an UED pattern in Fig. 3b)). With the collaboration of Prof. R. Cava’s group at Princeton Univ., we plan to study the electron-phonon coupling by probing the structural dynamics of the CDW in those materials. Theoretical calculations will be integrated into this work to particular address the interaction between the stacking layers. We expect that the UED experiments and the analysis could
answer the question that whether the distinct properties arise from the subtle difference between intralayer coupling in single layer systems vs interlayer coupling in 3D materials.

Fig. 3. (a) Conventional electron diffraction patterns were obtained from TaSeTe samples with different polytypism of 3R and 1T. Distinct CDW behaviors, in terms of the CDW peak positions, peak widths and their thermal evolution, can be clearly seen at both room temperature and the low temperature at 10 K. (b) An UED pattern was obtained from the 1T-TaSe_{1.2}Te_{0.8} sample at room temperature in an ultrafast pump-probe experiment. Six CDW diffuse peaks are highlighted on the pattern.

Probing strong charge-orbital-spin coupling in doped manganites
After extensive studies in the past decades of perovskite manganites, fundamental questions, such as the nature of the CO/OO superstructures and the role of the dopants in forming various electronic structures, still remain open. With the collaboration of Prof. S-W. Cheong’s group at Rutgers Univ., we propose an UED study on La_{0.35}Pr_{0.275}Ca_{0.375}MnO_{3} and La_{0.25}Pr_{0.375}Ca_{0.375}MnO_{3} single-crystals. These materials have short-range CO/OO existing at various temperatures and strongly coupled to the spin orders [2]. Previous work indicated that short-range OO can be more sensitive to the local electron-electron interaction than long-range ordering, thus short-range electronic structures are “electronically softer” [3]. We plan to perform the UED experiment at different temperatures and with various pump energies to probe the structural dynamics of the short-range CO/OO ordering. Using the developed method in the previous UED work [4] and with tunable pumping energy by integrating OPA into the UED optics, we expect to separate the coupling of CO and OO to the spin and the lattice degrees of freedom for a better understanding of the nature of the electronic states in doped manganites.
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Spin Physics and Nanoscale Probes of Quantum Materials
Shoucheng Zhang\textsuperscript{1}, Hari C. Manoharan\textsuperscript{1}, David Goldhaber-Gordon\textsuperscript{1}, Joseph Orenstein\textsuperscript{2}
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Program Scope
The main goals of this FWP are to discover new states of quantum matter and novel physical effects associated with the electron spin, to observe and to manipulate quantum spin degrees-of-freedom at the microscopic scale, and to design and predict materials with tailored functionality. The spin physics program investigates novel phenomena arising from spin coupling in solids. Recently, it was realized that spin-orbit coupling can lead to a fundamentally new state of matter, the topological insulator. These materials have an energy gap in the bulk, and a conducting topological state on the surface. The spin program develops theoretical concepts and experimental tools to investigate these novel effects.

Recent Progress

Pushing topological insulators to the spatial limit. Using materials growth expertise from MSD/SLAC (Yi Cui), Manoharan completed an STM/STS survey of topological insulator materials as they are scaled down to the spatial limit (down to single quintuple layers in thickness and nanometer scale in lateral extent). These studies have revealed several new phenomena including self-doping tied to layer-dependent epitaxial growth, and the emergence of a disordered stripe-like electronic phase separation possessing a characteristic length scale that decreases as the spatial limit is approached. Beyond the new observations, these results can also be used to tune the Dirac point and mobility in ultra-small topological insulator nanostructures (see Figure 1a).

Single magnetic and nonmagnetic dopants in ultrathin semiconductors. Manoharan and Orenstein tracked the spectral evolution of single dopants in TMDC monolayers. Behavior such as the presence and absence of spin splitting based on impurity incorporation, and the temperature dependence were studied. The results show that the electronic configuration of the individual dopants is extremely sensitive to the growth conditions of the monolayers, as well as to band-bending induced by the measurements themselves. In other related work, Manoharan performed STM/STS experiments on monolayer MoS$_2$ to help show the correlation between strain, single sulphur vacancies, and electronic structure in collaboration with Jens K. Nørskov (SLAC).

Searching for semimetals of exotic symmetry and topology. Zhang has proposed material platforms with broken symmetries and non-trivial topologies as potential hosts of exotic quasiparticle excitations, including gapless Dirac fermions, Weyl fermions, and Majorana fermions. Recently, Zhang has proposed a candidate platform, CuMnAs, for the surprising possibility of finding massless Dirac fermions in a magnetic material having broken time-reversal and inversion symmetry. Zhang has shown that HgTe and half-Heusler compounds, including LaPtBi, could be ideal Weyl semimetals, having all Weyl nodes lying exactly at the
Fermi level. Zhang has suggested experimental methods to detect chiral Majorana edge modes at interfaces of topological insulators and superconductors. Material hosts of Majorana states are sought after as their non-Abelian exchange statistics could underpin topological quantum computation.

Unraveling the macroscopic signatures of the quantum anomalous hall phase. Magnetic doping of thin topological insulators has led to the realization of the quantum anomalous hall effect, in which carriers flow in nearly dissipationless spin-polarized chiral edge modes in otherwise insulating materials. Goldhaber-Gordon has discovered thermally-activated bulk conduction in quantum anomalous hall insulators using Corbino-geometry devices, which points to the increase or greater homogeneity of the exchange gap as a primary means to decrease dissipation in these materials. Goldhaber-Gordon has found transport signatures of apparent domain motion in quantum anomalous hall insulators at low temperatures (see Figure 1b). Zhang has theoretically proposed and collaborated with Kang Wang (UCLA) to experimentally detect Majorana chiral edge modes in a region of topological superconductivity induced in a proximitized quantum anomalous hall host (see Figure 1c).

Figure 1 | (a) STM topograph of a group of Bi$_2$Te$_3$ nanoplatelets grown on HOPG. Topological insulator nanoplatelets (in blue) with uniform thicknesses are shown aligned to the same crystallographic directions (white arrows) set by the substrate, an unequivocal sign of epitaxial growth. (b) Transport measurement in the quantum anomalous hall state displaying jumps in Hall resistance indicative of the motion of magnetic domains in the topological insulator material. (c) Transport measurement of a magnetic topological insulator device with a proximitized region of topological superconductivity, displaying half-quantized conductance regions (black and red arrows) indicative of single chiral Majorana edge modes.
Future Plans

Manoharan and Zhang are experimentally and theoretically investigating the vortex state of the proximity coupled system of superconductor with NaCoO$_2$, looking for signatures of expected Majorana bound states at zero energy and the presence of topological superconductivity. Together with Manoharan and Harold Hwang of MSD/SLAC, Orenstein is performing optical measurements on systems with strong spin-orbit coupling, and probing the interface of superconductors grown on small gap semiconductors. Goldhaber-Gordon, Orenstein, and Manoharan are using heterostructures of graphene and a ferromagnetic insulator to develop semiconducting devices featuring gate-tunable spin polarization. Orenstein is performing second harmonic generation experiments on ferroaxial crystals in collaboration with Sang-Wook Cheong at Rutgers and terahertz transmission measurements on materials showing proximate Kitaev spin liquid behavior.

Goldhaber-Gordon is performing transport measurements of Cr-(BiSb)$_2$Te$_3$ magnetically-doped topological insulator devices, examining the macroscopic signatures of the quantum anomalous hall phase of matter. Following theoretical proposals by Zhang, Goldhaber-Gordon is working to interface topological insulators and superconductors in order to observe Andreev reflection of proximitized chiral Majorana edge modes. Goldhaber-Gordon is working to artificially induce magnetic domains in quantum anomalous hall devices, allowing the controlled study of chiral transport at domain boundaries along with the development of transistor-like devices in highly spin-protected systems. Goldhaber-Gordon continues to use varied device geometries to probe how edge and bulk conduction generate dissipation in quantum anomalous hall transport. Further, Goldhaber-Gordon is utilizing magnetic impedance microscopy (collaboration with ZX Shen) and scanning SQUID microscopy (collaboration with Kathryn Moler) for their capacity to generate real-space images of the chiral conduction channels in quantum anomalous hall insulators. Zhang will continue proposing topological systems combined with interactions.
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Real Time Imaging of Materials Transformations in Liquids

Haimei Zheng (PI), Materials Sciences Division, Lawrence Berkeley National Laboratory

Research Scope

Understanding how materials grow, function, and transform dynamically in their working environment at nanometer or atomic level is crucial to the development of energy conversion and storage technologies. In this program, we study growth and transformation processes of materials in liquids (including gases) in situ using transmission electron microscopy (TEM). By real time imaging of materials transformations, such as nanocrystal growth in solution, structural dynamics in catalysis, mass transport in electrochemical processes, this project will result in the fundamental understanding of the dynamic processes of materials in energy applications.

Recent Progress

Liquid cell TEM has proven to be an excellent tool for studying the dynamic processes of colloidal nanoparticles in solution. We study single nanoparticle growth trajectories using liquid cells TEM. Our recent work show that in addition to metal noble nanoparticles, we can also visualize the growth pathways of oxide and heterostructured nanoparticles in a liquid cell[2, 3].

Further more, we have developed electrochemical liquid cells for the study of electrochemical processes in situ[1, 4, 5]. By incorporating advanced TEM techniques into the liquid cell TEM platform, such as, 4D STEM (diffraction imaging) and electron dispersive spectroscopy (EDS) analysis, previously unreachable details of a reaction have been achieved. For example, structure changes of electrode materials, i.e., MoS$_2$, during charge and discharge has been captured in situ. With the assistance of advanced imaging in liquid cell TEM (Fig. 1), we found that MoS$_2$ broke into pieces after fast discharge[1], which is otherwise hard to distinguish.

Future Plans

Liquid cell TEM has been a powerful approach for the exploration of new frontiers of materials synthesis, electrochemistry, catalysis, fluid physics, biological materials in aqueous environments and many other areas of research[6]. In situ liquid cell TEM imaging is a fast-growing and fascinating area of research, which has great potential to bring broad impact ranging from materials science to chemistry and biology[6-9]. Recently, in addition to advances in aberration-corrected electron microscopy, there have been revolutionary developments in
electron beam detection and imaging, improved technology for liquid cell fabrication, which provides an unprecedented opportunity for the development and applications of the next generation liquid cell TEM with high spatial and temporal resolution for basic energy research. In the future, I plan to advance atomic resolution liquid cell TEM for a significant leap in the study of materials dynamic processes in situ. Especially nucleation and early stages of growth, which are mostly unreachable so far, will become available. The development of liquid cell TEM with high spatial and temporal resolution may also bring breakthroughs in other many areas of research that involves imaging through liquids.
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Dynamics of Topological Ferroelectric and Ferromagnetic Nanostructures
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Department of Condensed Matter Physics and Materials Science
Brookhaven National Laboratory, Upton, NY 11973

Research Scope

The focus of this research task under the FWP Number MA-015-MACA is to study ferroelectric and ferromagnetic dynamics at relevant time and length scales in advanced materials and devices under external stimuli to unveil the underpinning physical principles that control emergent macroscopic functionalities. The research areas include (i) intriguing electronic or magnetic phenomena of nanostucture and at domain interfaces, and (ii) understanding topological dynamics and switching of ferroelectric and ferromagnetic texture. We take a correlative approach combining in situ electron microscopy with property measurements in order to establish direct structure-property relationships. We particularly emphasize elucidating nanostructure-induced emergent behaviors of exciting functional materials.

Recent Progress

Coupling between bias-induced defects and charged domain walls in ferroelectric films

Ferroelectric domain walls often exhibit novel properties due to local broken symmetry to accommodate changes in polarization direction and charge compensation for bound charges due to polarization discontinuity\(^1\). Understanding necessary charge compensation phenomena at charged domain walls (CDWs) may lead to new avenues for nanoelectronic applications. Noticeably, charged defects associated with nonstoichiometry, such as oxygen vacancies, are believed to play an important role in providing compensation charges for polar interfaces\(^2\). One example is our recent work of CDWs in ferroelectric PbZr\(_{0.2}\)Ti\(_{0.8}\)O\(_3\) (PZT) epitaxial thin films induced by in situ TEM biasing, showing strongly coupled to \{h0l\} polar interfaces by formation of \(1/2\{101\}\{h0l\}\) type crystallographic shear planes (CSPs)\(^1\) (Fig. 1). By atomic imaging and spectroscopy we illustrate that CSPs consist of both conservative and nonconservative segments when coupled to CDWs. The CDW/CSP coupling yields an atomically narrow domain walls, consisting of a single layer of oxygen. Our results show that CDW/CSP coupling can be a fascinating venue to develop and control functional properties for nanoelectronic applications.

Dynamics of topological ferromagnetic quasiparticles

Dynamic control of topological magnetic quasiparticles, such as magnetic vortices and skyrmions, has received a great deal of attention due to their promising applications in spintronic applications\(^4,5\). A specific area of interest is the use of spin-transfer torque, the
process by which an imbalance in spin populations of conduction electrons leads to a polarization of an electric current. To study this effect, as well as other high frequency spin procession, we have developed a unique capability on high frequency (MHz-GHz) electronic excitations in TEM allowing magnetic nanostructure be tuned to the resonance or off-resonance frequency for the in-plane gyrotropic mode of magnetic vortices. These measurements enable us to direct observe models for vortex core motion and processing orbits. To further understand the dynamics of magnetic vortices, we coupled a vortex pair in a trilayer stack geometry via the RKKY interaction across the interface (Fig. 2). Resonant dynamics of these topological dipolar- or exchange-coupled vortices provide critical insights of the fundamental features of collective vortex-based microwave generators, such as their steady-state amplitudes, tunability and mode-coupled dynamic behavior.

**Future Plans**

**Direct correlation between ferroelectric domain structures and dielectric modulation in multiferroic hexagonal manganites**

Electron microscopy has been indispensable in condensed matter research. However, great details of atomic structure obtained by electron microscopy may not be the property-dictating ones and thus often are insufficient to predict or understand emergent microscopic behaviors and properties. To directly probe the property-dictating structural motifs, we directly correlate electron microscopy data with local properties measured from TEM samples (Fig. 3) under external stimuli, such as electric/magnetic fields, photo excitation, temperature, mechanical
strain. Electrical measurements have been performed on the TEM samples using typical electrical probe systems. For an example, we have studied stripe-domain hexagonal manganites (Fig. 3, top left) and atomic displacements (Fig. 3, bottom left) were correlated with polarization-voltage (P-V, top right) and capacitance-voltage (C-V, bottom right) loops measured \textit{ex situ}. Surprisingly, both TEM domain switching experiment and electrical measurements show low-field (20 kV/cm) switching and strong back switching behaviors near the \textit{ab} surface of hexagonal manganites, revealing capacitance modulation by 50 times in magnitude by external electric fields\textsuperscript{8}. We have expanded this capability to low temperature regimes to study more complex correlated electron behavior including superconductivity, CDWs, and colossal magneto resistance across phase transitions upon cooling and electrical biasing. We have demonstrated, for the first time, atomic resolution imaging in STEM mode using a biasing liquid helium stage (not by averaging noisy images), as shown in Fig. 3 (bottom center).

\textbf{Manipulation of multiferroic topological defects}

We will continue to investigate roles played by defects in multiferroic domain structures. Especially, we will investigate a rational way to control topological domain structures such as 6-fold vortex domains in hexagonal manganites by intertwining other types of topological defects. For example, Mn-trimer connectivity in YMnO\textsubscript{3} can be altered by conventional edge dislocations (EDs) and thus can be used to structurally transform conventional 6-fold vortex to crystallographically forbidden 2, 4, and 8-fold vortices (Fig. 4). We have classified these unconventional 2, 4, and 8-fold vortices using Homotopy group theory and their intertwined relationship has been understood by Landau-based numerical simulation. New route to unlock topological protection in technologically important multiferroics may provide new insights into topological defects.

\textbf{Dynamics of topological spin textures}

Skyrmions are topologically protected spin textures that can be stabilized in chiral magnetic systems by the Dzyaloshinskii-Moriya interaction\textsuperscript{9} and display intriguing properties for emergent technologies. While skyrmions have attracted significant interest since the identification of skyrmion lattices in non-centrosymmetric crystals such as Fe\textsubscript{0.5}Co\textsubscript{0.5}Si\textsubscript{10}, understanding their full character requires direct observations from the controlled formation of skyrmions under applied stimulus. Lorentz phase microscopy\textsuperscript{11} provides a unique role in skyrmion structural characterization by allowing the manipulation of applied electric and magnetic fields while monitoring local spin structure response and reorganization\textsuperscript{12}. We seek to unveil the dynamic behavior of skyrmions in confined geometries and patterned wires at multiple length scales relevant to applications in tuning skyrmion properties. The planned experiments entail the patterning of perpendicular magnetic anisotropy thin films into patterned shapes to pinpoint how physical constraints vary the energy landscape of skyrmion nucleation through magnetic reversal. Subsequent experiments will characterize the dynamic behavior of skyrmion motion induced by the application of \textit{in-situ} current pulses. Understanding the dynamic behavior of skyrmion motion and nucleation will provide key insights into topological magnetism. Preliminary results from Co/Pd thin...
films have revealed the tilt-dependent phase contrast generated by Neel skyrmions through complimentary micromagnetics simulations.
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Electron-spin-lattice Interplay and Charge Transfer in Quantum and Energy Materials
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Research Scope

The current focus of this research task under the FWP Number MA-015-MACA is to investigate electron, spin and lattice correction and their roles at surfaces, interfaces and defects that control the utility of functional materials. It covers a wide range of compounds, ranging from single crystal and thin films to nanostructured materials with low dimensionalities. Particular interests are the doping effect, topological proximity effect, and surface and interfacial phenomena that lead to emergent physical properties in oxides and quantum materials, and ionic transfer on electrochemical performance in energy storage materials. Various quantitative electron microscopy techniques are carried out to understand structure and property relationship. Theoretical calculations based on complex home-made computer codes are used to verify experimental observations.

Recent Progress

Van Vleck ferromagnetism in topological insulator

Topological insulator (TI) is a unique material with insulating bulk but exotic surface electrons. The breaking of time-reversal symmetry and the opening of a surface band gap of a TI is an essential step towards observing other quantum states. When the TI’s chiral Dirac surface state is gapped, a number of promising novel phenomena could be realized, including the quantum anomalous Hall effect, which can potentially lead to low-power electrically controlled spintronic devices. Doping transition metal (TM, i.e. V, Cr, Mn) into TI can induce a perpendicular ferromagnetic anisotropy, providing a straightforward method to open up the band gap of the TI’s chiral surface state and tune the corresponding transport properties. The first-principles calculations predicted that the insulating magnetic ground state can be obtained by a proper choice of TM dopants through van Vleck-type ferromagnetism (Fig. 1) in the absence of itinerant carriers. Using low-temperature electron energy loss spectroscopy (EELS, Fig. 1c), we observe, for the first time, the magnetization of partially filled vanadium (V) $2p_{3/2}$ and $2p_{1/2}$ ($L_3$ and $L_2$) core states of the V-doped Sb$_2$Te$_3$ film (Fig. 1a). Analysis of the fine structure of the EELS spectra reveals crucial information on the unoccupied local density of states, the angular momentum, spin, and chemical nature of the dopant. We find by comparing with the room temperature EELS, the Te $M_{54}$ edge at T = 10 K shows no chemical shift, while the V $L_3$ and $L_2$ peaks exhibit a redshift as large as 0.6 eV. In addition, there is a clear drop of the $L_3/L_2$ peak intensity ratio.

![Fig. 1](image_url) (a) HRTEM image of the V-doped Sb$_2$Te$_3$. (b) Schematics of ordinary magnetic insulator and van Vleck magnetism. (c) EELS spectra of V $L_2$ and Te $M_{54}$ edges at RT and 10 K. The energy position of Te $M_{54}$ edge is invariant of temperature, while there is a clear redshift of V $L_3$ and $L_2$ positions and a drop of $L_3/L_2$ ratio. (d) EELS simulation based on FEFF codes of V-doped Sb$_2$Te$_3$, using a nanosphere (inset) with a scattering center in the middle. (e,f) Crystal field splitting in the cubic (e) and rhombohedral crystal field (f).
EELS simulations (Fig. 1d) suggest that such shift is a signature of onset of ferromagnetic order, which is further verified through magneto-transport measurements and crystal field theory (Fig. 1e and 1f). We therefore experimentally proven the long-sought new-type Ferromagnetism of the van Vleck nature in the V-doped three-dimensional topological insulator, paves the way to bring TI for low-dissipation spintronic and quantum computation applications [1].

**Ionic transport and the roles of defects in battery electrodes** Surface defects and oxygen vacancies are crucial for lithium-ion battery performance. For instance, we have found the excess amounts of oxygen vacancies and surface defects in low Ag-doped hollandite one-dimensional nanorods (Li/Ag$_2$Mn$_{16}$O$_{16}$) which have a tunnel structure that is ideal for studying ionic transport during the lithiation and delithiation process. Combining local probes (atomic imaging, diffraction, spectroscopy and in-situ electric biasing) with bulk measurements (synchrotron x-ray diffraction and thermogravimetric and electrochemical analysis), we discover the origin of the seven-fold increase in delivered capacity for different Ag contents [2]. In Li-rich layered oxides, Li[Li$_{0.144}$Ni$_{0.136}$Co$_{0.136}$Mn$_{4.136}$]O$_2$ (x=0.136), our theoretical calculations and experimental characterizations demonstrate that oxygen vacancies in the surface regions facilitate Li diffusion by activating the Li ions occupying in the tetrahedral sites and suppress the release of gas from the surface. This subsequently leads to higher discharge capacity and a much improved rate capability of the battery electrodes [3].

**Smectic-nematic transition in correlated materials** We reveal microscopic characteristics of electronic-liquid-crystal (ELC) phase transitions in a doped manganite, La$_{1/3}$Ca$_{2/3}$MnO$_3$, by in situ TEM studies. For the first time, our observations experimentally confirm the role of electronic defects in the ELC phase transition, which was proposed in theory about two decades ago. We are able to distinguish anisotropy from electronic-nematicity, the two concepts often mixed in previous ELC research. A new model was proposed for the incommensurate orbital ordering that the combination of $d_{3z^2-r^2}$ and $d_{x^2-y^2}$ orbitals has the orbital mixing angle $\theta$ which changes continuously in real-space as a result of electron-electron coupling. Such a new model together with the observed electronic phase separation scenario resolved a long-standing controversy over the origin of the incommensurate superstructure in manganites.

**Future Plans**

**Interfacial coupling-induced emergent state in manganite film** In manganites, the ferromagnetic insulator (FI) phase was observed in bulk for La$_{0.88}$Sr$_{0.12}$MnO$_3$. Theoretical work on bulk manganite at $x \sim 0.3$ predicts a metal-polaronic insulator phase transition controlled by the strength of electron-phonon interaction ($\lambda$) and/or quenched disorder ($\Delta$). The interfacial structural asymmetry in films significantly affects the local unit-cell dimension and the MnO$_6$ octahedral rotation/distortion, resulting in significant deviation of the bond length and angle, and magnetic ordering temperature from its bulk counterpart. For instance, the phase diagram of the 12 nm thick Pr$_{0.67}$Sr$_{0.33}$MnO$_3$ (PSMO) film on SrTiO$_3$ (STO) substrate remarkably differs from the 30nm film, with an unexpected interface-induced novel FI’ phase (Fig. 2a).

To understand the origin of the FI’ phase, atomically resolved STEM high-angle annular-dark-field (HAADF) and annular-bright-field (ABF) images are acquired to quantitatively measure depth-profiles of lattice and MnO$_6$ octahedral tilt. The oxygen-sensitive ABF images (Fig. 2b and 2c) suggest that the MnO$_6$ octahedra are distorted and their rotation is asymmetric. We further refine oxygen-atom positions with a Gaussian function (red line in the inset III of Fig.2g) and the depth-profiles are then calculated from the measurements. With the accurately measured depth-profiles of the MnO$_6$ octahedral tilt, we reveal a thickness dependent nonuniform interfacial environment that might enhance the site disorder strength ($\Delta$) with contribution from random local TiO$_6$ rotation near the STO interface at the onset of STO phase transition. Increasing softening of the $\Gamma_{25}$ phonon mode with decreasing temperature may strengthen electron-phonon interaction ($\lambda$) of PSMO film through interfacial coupling by decreasing carrier relaxation time. Both enhanced $\lambda$ and $\Delta$ could induce formation of theoretically predicted polaronic insulator FI’ as shown in the 12 nm film [4].
Fig. 2. (a) Phase diagram of the 12 nm thick PSMO film on STO substrate. (b,c) STEM-ABF image of the film (b) and simulation (c) based on asymmetric MnO$_6$ octahedral rotation. The atomic model is embedded in the image with Pr/Sr, Mn and O represented by orange, blue and yellow dots, respectively. (d-f) Simultaneously acquired (d) HAADF and (e) ABF images of the PSMO/STO film. (f) ABF image after averaging the ABF image vertically in (e) for accurate displacement measurement. (g) Displacement of oxygen ($d_O$). There are four sets of data for $d_O$, as indicated by the four kinds of triangles in inset II. The inset III shows the intensity profile (open circles) from the horizontal scan line (yellow dash line in inset II). The red line is the fitting curve by fitting the individual O-peak with a Gaussian function within the shadow region.

**Magnetic-field effect on short-range electronic structures** Given the “electronically soft” behavior, correlated materials often exhibit gigantic secondary effects such as magnetoresistance, multiferroics and magnetocaloric effects, offering great opportunities as a testbed for manipulating materials’ properties. Comparing to long-range phases, short-range electronic structures are more sensitive to electron-electron coupling and thus can be “electronically softer”. Using Lorentz microscopy and phase imaging methods, we have observed a surprisingly pronounced difference in structural characteristics of SR orbital-ordering with and without applied magnetic field. Such a phenomenon can be correlated with the doping level and the change of spin structure. We will continue studying the magnetic-field effect in manganites to understand the interplay among spin, charge and orbital by tuning the valence and spin states of Mn ions.

Other future work includes, but is not limited to: 1) tunable magnetic anisotropy in superlattice films, e.g. (La$_{1-x}$Sr$_x$MnO$_3$)$_n$/(SrTiO$_3$)$_n$; 2) interface manipulation and control with incompatible in-plane symmetry between the film and substrate, e.g. hexagonal ZnO on cubic MgO substrate; and 3) in-situ and ex-situ measurement of Li-ion diffusion rate at different charged and discharged states in one-dimensional Ag-hollandite nanorods of battery electrodes.
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Program Scope

Ultrafast electron diffraction, imaging, and spectroscopy are the frontier of modern electron microscopy. They represent grand challenges in electron scattering instrumentation, whilst offering unique opportunities for understanding structural dynamics and behavior of matter under conditions far away from equilibrium. The ultrafast pump-probe approach affords us a new means to discover “hidden states” and emergent properties of materials by tuning photon excitation energy in matter. The focus of this research task under the FWP Number MA-015-MACA is to explore structure dynamics and electron-lattice interplay in strongly correlated electron systems using ultrafast electron pulses. We utilize the 3MeV electron ultrafast diffraction instrument developed at BNL to understand the dynamics of charge density wave, charge and orbital ordering and their completing degrees of freedom, and electron-lattice interactions in functional materials. Instrumentation and method development on ultrafast electron scattering is an important ingredient of the research.

Recent Progress

The physics of strongly correlated electron systems is often driven by a complex interplay and competing energetics of spin, charge, lattice and orbital. Unfortunately, this same interplay makes the physical picture very complex and inhibits our understanding of these materials [1-4]. In large part, this is because of the difficulty in separating out the relative roles of the different interactions in a given problem. A classic example of this is the existence of charge and orbital order in doped manganites which exhibit strong electron-electron interactions and electron-phonon coupling. Due to their difference in response time under photoexcitation, the pump-probe ultrafast approach enables us to gain insight into the exotic electron and phonon behavior.

Fig. 1 (left) Schematic of the BNL MeV ultrafast electron diffraction apparatus. UV photons (blue) from a Ti-sapphire laser are used to generate electrons in the RF gun. Near-IR pulses (red) from the same laser are used to optically pump the sample [5]. (right) structure dynamics of 2H-TaSe$_2$: temporal evolution of the CDW supplattice peaks (top) and Bragg peaks and diffuse scattering (bottom). For clarity, the change of diffuse scattering intensity is multiplied by 3 (795 nm optical pump at a fluence of 1.4 mJ/cm$^2$).
Femtosecond time-resolved MeV electron diffraction instrument. With the initial laboratory directed R & D funding at BNL we have developed a ultrafast electron diffraction apparatus (MeV UED) [5] (Fig.1) that can achieve 5fC (~3×10⁴ electrons) per pulse with 130fs temporal resolution at 2.8MeV. The goal of this research is to exploit the exceptional opportunity of the ultrafast electron diffraction instrument to understand electron-lattice correlation and dynamics. The advantage of the electron probe in ultrafast experiments, comparing with its counterpart of x-ray photons, is its ~10⁵ times larger scattering cross-section with matter. The challenge, however, due to the Coulomb repulsion between electrons, is the difficulty in confining a large number of electrons into a small volume. The transverse space charge effects scale as 1/β²γ³ and longitudinal as 1/β²γ⁵ where β and γ are the relativistic velocity and energy, respectively. Thus, the resolution power of an instrument, either for ultrafast diffraction or imaging, increases significantly by going to higher operation voltages, which was realized in our system by adopting the RF (radio frequency) gun originally developed for free-electron laser.

Charge density wave & lattice dynamics in 2H-TaSe₂. The right panel of Fig.1 shows an example of our study on the charge-density wave (CDW) in 2H-TaSe₂. Our investigation has revealed a two-step photoexcitation process in the system. Upon impulsive optical pumping the CDW state is first suppressed promptly (~120fs) by the electronic excitation and scattering, and then subsequently by lattice thermalization through electron-phonon interaction on a much longer time scale (~2ps). The latter leads to the final, full melting of the CDW and thermal equilibrium between the electron subsystem and the lattice.

Role of various phonon modes in charge and orbital ordered LaSr₂Mn₂O₇. Another example is our study on polaron transport, in which electron motion is strongly coupled to the underlying lattice deformation or phonons. This is crucial to the understanding of electrical and optical conductivities in many solids, nevertheless, currently little is known experimentally about the dynamics of individual phonon modes during polaron motion. Using MeV UED we quantify the dynamics of both electronic and atomic motion in the correlated LaSr₂Mn₂O₇. Using photoexcition to set the electronic system in motion, we find that Jahn-Teller-like O, La/Sr, and Mn⁴⁺ displacements dominate the lattice response and exhibit a dichotomy in behavior - overshoot-and-recovery for one sublattice versus normal behavior for the other. This dichotomy, attributed to slow electronic relaxation, proves that polaron transport is a key process in doped manganites.

To quantify time resolved correlations of the atomic and electronic systems in complex functional materials we have developed an unprecedented dynamic diffraction method via quantitative electron crystallography and structural refinement, which allows us to reveal orbital and charge order dynamics and disentangle various phonon modes in the systems. Automated refinement computer codes for quantitatively measuring atomic displacement and vibration related to Wyckoff positions have been developed based on Bloch-wave diffraction theories. Millions iterations are carried out using homemade...
parallel computer programs to achieve the best fit, or the global minimum ($\chi^2_{\text{min}}$), at different time delays. One unique strength of our approach, in comparison to X-ray, is that it can simultaneously measure a large number of reflections that are very sensitive to atomic motion, thus provide time-dependent quantitative analysis of the atom-specific lattice dynamics on pico- and sub-picosecond time scale.

Future Plans

**Electron-lattice interaction in cuprate superconductors** High temperature superconductivity is one of the most fascinating and promising phenomena that had been discovered in physics for the last decades. Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ (Bi 2212), for example, belongs to the family of layered high temperature superconducting cuprates and has a critical temperature of 91K at optimal doping. This material exhibits incommensurate modulation in crystal structure along the b-axis due to CuO and BiO bonds mismatch. Electronic properties of high-Tc cuprates are widely studied in the search of Cooper-pair gluing mechanism. Strong coupling with selective “hot” phonon modes is suggested, but is lacking confirmation from direct lattice-sensitive experiments. Using the ultrafast pump-probe approach, we propose to investigate in-plane phonon dynamics under polarized laser excitation to test “hot phonon” model and determine the time scale of electron-lattice interactions in bulk for superconducting and normal states. Besides, we will determine whether charge ordering is involved in the formation of incommensurate structural modulation.

**Explore phonon-scattering and heat-transport mechanisms** Harvesting sunlight and miniaturizing nanoscale electronic devices require knowledge of heat transport and precise control of its efficiency. The phonon scattering and heat transport at nanometer scale differ significantly from their bulk counterparts. However, the required information is inaccessible with conventional optical and electron microscopy techniques. We target to investigate electron-phonon interaction, phonon population, phonon-phonon scattering and thermal transport in nanostructure architectures (Fig.3 right panel) using MeV-UED. We will be able to test physical models and mechanisms, which are critical to thermal transport, such as phonon ballistic transport, electron ballistic transport, size and temperature dependence of phonon scattering in various thermoelectric films and nanostructured materials, including Bi$_2$Te$_3$. We will quantitatively measure intensity change of Bragg reflections and diffuse scattering as a function of time delay using the Debye-Waller model (see the formula in Fig.3, where $\Delta \langle u_\perp^2 \rangle$ is the atomic displacement and can be used to describe phonon population) to understand how phonon scatter at, the heat transfer across, the interfaces of dissimilar materials.

**Development of a novel electron pulser device for ultrafast electron microscopy** A novel time-resolved GHz stroboscopic concept for an ultrafast pulser device has been recently developed [6], as shown in the left panel of Fig. 3. It is laser-free and aimed at resolving sub-nanosecond dynamic processes of advanced magnetic, electronic, ionic and photonic materials under actual operation conditions in conventional transmission electron microscopes (TEMs). The device is based on an electromagnetic-mechanical pulser that consists of a series of transverse deflecting cavities and magnetic quadrupoles. It modulates and chops the incoming dc electron beam and converts it into pico- and sub-picosecond electron pulse sequences, or pulse trains, at a GHz repetition rate. The temporal pulse length and repetition rate for the device can be continuously tuned over a wide range. Without laser excitation on the sample, the problem of pump laser induced residual heating and damage on the sample, which is often an issue in ultrafast pump-probe experiments, can be eliminated. The device can be retrofit into a commercial TEM and convert its standard dc beam into pulse trains being driven by the same radiofrequency source for ultrafast electron diffraction, imaging and spectroscopy. The development is in part supported by the Federal Small Business Innovation and Research grants with a collaborative effort from several institutions including Euclid TechLabs, IDES, NIST and BNL. The device will be built at Euclid and tested on the dedicated Lorentz microscope (JEM2100F-LM) at BNL.
Fig. 3 (top) Schematic of the novel laser-free pulser device that produces ultrashort electron pulse trains with GHz repetition rates to convert a conventional transmission electron microscope to a time resolved microscope [6]. (right) The pump-probe geometry to explore phonon scattering and heat transport mechanisms. Laser pulses excite on (a) nano heater antennas, (b) superlattice, and (c) simulated diffraction pattern.
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Research Scope

This project seeks to explore the dynamic dielectric response of nano-scale structures in time and space, using inelastic scattering of an Angstrom-sized swift electron beam. Whenever finite materials systems are subjected to localized EM fields or charges, the local system response propagates within the structure with velocities governed by the materials system – at the Fermi velocity for metals, or the velocity of sound for phonons, for instance. We describe this using a density-density correlation function, \( \chi(\vec{r}_1, \vec{r}_2, t_1, t_2) \) which gives the excitation response density at a position and time (\( r_2, t_2 \)), due to a disturbance at (\( r_1, t_1 \)).

In the Fig. 1, we show a DFT calculation of the response field \( E_{\text{ind}} \) generated by a steady state applied electric field \( E_0 \) [1]. The calculation is useful down to atomic coordinates, and provides insight into how the absorption of a photon by the Na dimer system drives a very strong field near a single atom of one of the two Na particles. Further, the field distribution suggests an overlap of photon-driven response with the regions of the particle occupied by atomic bonds, and presumably, associated unoccupied anti-bonding states. If \( E_0 \) were described by a fast pulsed light source, then \( E_{\text{ind}} \) would require some finite time delay to increase to a maximum and then decay. We could then describe an energy flow, from the pump to the induced response during a finite time.

The passage of a swift electron nearby or through a nanostructure such as that shown in Fig. 1 generates disturbances similar to those shown in the figure. Associated information is encoded in the electron energy loss function – spectral peaks provide energy or frequency information, while the phases of the spectral peaks provide information about the timing of the various excitations. In electron diffraction, phases are not measured and need to be estimated in order to recover real space structure. In EELS, causality provides a phase measurement method, Kramers-Kronig analysis, to retrieve the phase from spectroscopy data, allowing the recovery of the timing of excitations within the specimen, relative to the impact of the swift electron.

Electrons, of course, produce highly divergent fields, quite unlike the dipole applied field of this example. Thus, in order to assemble information that might be comparable to the calculation of Fig. 1, we expect to need many mapped EELS spectra. We think this possibility is enabled by the reversibility of the processes described in Fig. 1. Thus, the presence of a response disturbance at a particular position in the image, caused by the presence of an external dipolar field, implies that the introduction of a test charge at that position will cause a similar
external dipolar response field to be established with a similar probability. A caveat here is that in the initial work, at least, a 2-d projection must be assumed, unless tomographic techniques are used. Therefore, we believe that Spatially Resolved EELS maps can be processed through Kramers-Kronig methods to produce time resolved maps of the evolution of nanostructure excitations.

Recent Progress

Our instrumental capability has improved during the past year through reduction of ground loop interference, with the best zero loss available now of 7.5 meV FWHM. This is an average over the AC mains frequency, and appears to be limited by low frequency mechanical or electrical instabilities, while we believe that our electron optical limit is around 5 meV.

Late last year, we made detailed mapping measurements of phonon modes in MgO nanometer-sized cubes, finding three main bulk peaks at 87, 51 and 35 meV, Figure 2. On the surfaces we find Fuchs-Kliewer (F-K) surface phonons in the 60-80 meV range depending on the measurement position and cube size. We believe the 35-51 meV peaks are combinations of TO and acoustic modes, but do not yet have a full theoretical understanding. We observe energy gain peaks corresponding to lower energy EELS peaks. We also see strong, unexpected broadening of the zero loss peak that we speculate is Rutherford scattering into the forward direction, which is expected to peak in the 5-10 meV range. Simple comparisons of the bulk scattering with \( \text{Im}(-1/\varepsilon) \) fail to reproduce the lower lying peaks, and so we are collaborating with U. Hohenester (Graz), to aid in understanding. Currently, comparisons are encouraging, but not yet complete.

KeV electron EELS promises to create surprises here, because it couples to specimen excitations very differently from other probes: neutron, Raman, IR, HREELS, or inelastic x-ray scattering. Thus we expect, also, new information, complimentary to existing techniques. In Fig. 3, we show mapping of various spectral peaks:
the 51 meV bulk, 68 meV F-K corner, 78 meV F-K face and 87 meV bulk LO modes. This data has been assembled into an mp4 format for display.

To begin with time domain work, we have modeled the optical behavior of MgO from meV to keV energies, using dielectric data from Palik [2]. This data includes phonons (a single Lorentz oscillator in the optical case), valence excitations, and the 532 eV oxygen core loss. Fig 4. shows the resulting time dependent FFT of that optical data. Our next step in this process will be to replace the Palik data with EELS data piecewise, using the optical data for guidance, and finally produce an EELS based time varying dielectric response. This result will be compared with the theoretical work of Hohenester using insight gained with J. Aizpurua (San Sebastian) about the interpretation of the general time-resolved results.

Future Plans

During late May to early August, Andrea Konecna, a PhD student from the Aizpurua group in San Sebastian, Spain, visited Rutgers to begin working on time-dependent aspects of this project. Questions include, for instance, does a simple Fourier analysis of complex spectral amplitude provide time dependent information about the specimen response to an impulse probe? How might the spatial and time dependence of such a Fourier analysis relate to the movement of energy within a nanoscale object? How does the Kramers-Kronig analysis apply to heterogeneous structures; or how might it need modification to aid in obtaining time and spatially dependent information? During the coming fall, we will begin creating time domain plots for bulk and surface phonon modes, and attempt to map them in space onto the MgO cube to create a time dependent mpg4 illustration. We will also map valence bulk and surface scattering in MgO to match with the phonon results, looking for evidence of transfer of energy from higher to lower energy modes as a function of time.
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Mapping interactions between individual coherent spins and dynamically driven ferromagnetic vortices

PI: Jesse Berezovsky, Dept. of Physics, Case Western Reserve University, Cleveland OH 44106

Research Scope
This project aims to study and map interactions between components of hybrid nanodevices using a novel scanning probe approach. We have focused on hybrid devices in which single coherent electron spins are coupled to micron-scale ferromagnetic elements, which may prove useful for addressing single spins, enhanced sensing, or spin-wave-mediated coupling of spins for quantum information applications. A recent breakthrough was the realization that it is not necessary to fabricate a magnetic structure on a scanning probe – instead a ferromagnetic vortex core can act as an integrated, solid state, scanning probe. The vortex core of the vortex produces a very strong, localized fringe field which can be used analogously to an MFM tip. Unlike a traditional MFM tip, however, the vortex core is scanned within an integrated device (eliminating drift), and can be moved on vastly faster timescales. This approach allows the detailed investigation of interactions between single spins and complex driven ferromagnetic dynamics.

Figure 1. Mapping vortex pinning potential. (a) and (b) Maps of the effective pinning potential for a ferromagnetic vortex as it is raster scanned through a Permalloy disk. Three types of features are highlighted: “wide” features (W), “point-like” features (P), and “line-like” features (L). (c) and (d) Topographic AFM scans of the disks in the same area as the pinning maps. The largest features in the topographic scans correlate well with the W features in the pinning maps.
Recent Progress
To exploit the motion of a vortex through a ferromagnetic film and to control that motion on nanosecond timescales and with nanometer scale precision, we first must characterize the effective pinning potential for a ferromagnetic vortex core (Fig. 1a and b) [1,2]. We also perform AFM scans (Fig. 1c and d) over the same regions of the sample, allowing us to correlate structural features of the film with the observed pinning. Once the pinning map is obtained, then the vortex can be controllably scanned across the disk. Further, the vortex core can be intentionally placed in a particular pinning site, for increased localization of the vortex position or for bistable switching of spin resonance in a nearby spin (see below).

With the vortex pinning potential mapped, we can then study coupling of the scanned ferromagnetic vortex to individual NV spins in diamond. In order to take full advantage of the nanoscale size of NVs for sensing applications, or to couple two NV spins via their dipole-dipole interaction, we need to be able to address and control NV spins separated by distances ~10 nm. The coupled NV/vortex system appears to be a promising avenue to achieve this, in a room temperature, integrated platform. Our results so far indicate that this hybrid system presents new intriguing physics, as the individual spin interacts with the mesoscopic, dynamic spin texture of the vortex.

Fig. 2a shows the concept of the coupled NV/vortex platform. The grayscale image shows a simulation of the out-of-plane magnetization of the vortex core. The arrows indicate the resulting simulated fringe field 20 nm above the surface of the magnetic disk (on a logarithmic scale). We then place a diamond nanoparticle, which contains several NVs within the particle’s ~25 nm diameter, atop the disk. Using small magnetic fields, we then scan the vortex core across the disk. When the vortex core approaches the NVs, they experience a strong interaction with the vortex. Figure 2b shows the experimental realization of this platform, with the permalloy disk visible as the outlined blue circle, and the fluorescence from the NVs in the nanoparticle showing up as the bright red spot. We then perform optically-detected magnetic resonance (ODMR) and magneto-optical

![Figure 2. Coupling NV spins to a ferromagnetic vortex. (a) Simulation of vortex core out-of-plane magnetization (grayscale), and magnetic field 20 nm above surface (arrows). A diamond nanoparticle is then placed atop this structure. (b) Photoluminescence scan showing a Permalloy disk in a vortex state, with a diamond nanoparticle containing several NVs on top. (c) NV spin resonances vs. applied field. As the applied field drives the vortex near the NVs, large splitting Δ is observed, and large magnetic field gradient (red line).](image-url)
microscopy measurements to map both the NV spin resonances and the vortex behavior.

Fig. 2c shows the rich interaction between the vortex and the NV spin transitions (revealed by the yellow lines in this ODMR data). At zero applied field, the vortex sits at the center of the disk. As the field is increased in the positive direction, the vortex moves away from the NVs and the spin splitting increases with field, as is typically observed. On the other hand, when the field is increased in the negative direction, the vortex core approaches the NVs, and more complex behavior in the spin transitions is seen resulting in large splitting, and large magnetic field gradients when the vortex makes its closest approach past the NVs (around $B_x = -5 \text{ mT}$).

We have found that the coupling of the vortex to NV spins uncovers interesting physics beyond the large, local fringe field from the vortex core. A particularly rich facet of this system arises because the vortex as well as the NV spin can be driven dynamically by a microwave field, and the two then have a dynamic interaction with each other. In the confined geometry of the permalloy disk, spin wave excitations have a discrete spectrum of modes. When a microwave field is applied, these spin wave modes can be excited. These modes then emit some pattern of microwaves, which can drive transitions in a nearby NV. We have measured this effect, by studying coherent Rabi oscillations between spin levels in a single NV, as a function of the relative position of the vortex core. Rabi data for the two spin transitions in a single NV are shown in Fig. 3a. All conditions other than the microwave frequency are the same, yet the two traces show dramatically different Rabi frequency. Further, both Rabi frequencies are higher than would be expected from the applied microwave field alone. We conclude that the interaction with the vortex is amplifying the coherent spin rotations. We have mapped out this amplification as a function of vortex core position (Fig. 3b) and find that when the NV-vortex distance is small, we see more than an order of magnitude enhancement. These results suggest that a vortex can be used as an amplifier to increase the sensitivity of NV-based sensors. Another intriguing avenue opened by this effect is to explore spin waves as an intermediary to couple distant NVs.

Mapping the vortex pinning landscape using the technique described above allows us to exploit that effective potential to manipulate the NV spins coupled to the vortex. In particular, we can find places within the pinning map where two (or more) stable minima exist, providing for fast, low power switching of the

Figure 3. Vortex-induced amplification of spin resonance. (a) Rabi oscillations from $m_s = 0$ to $m_s = +1$ and $m_s = -1$ states of an NV near the vortex core, showing significantly different Rabi frequency. (b) Map of Rabi frequency enhancement as a function of vortex core position. Enhancement is largest when the vortex core approaches the NVs.
NV resonances. Switching between one stable point and another can be accomplished with magnetic field pulses of just a few Oersted, with duration ~ten ns. The displacement of the vortex from one point to the other shifts the NV spins resonances, causing them to switch in and out of resonance with an applied microwave field. Fig. 4a shows two ODMR traces under the same experimental conditions, but with the vortex residing at two different stable points. At one point, a dip indicates the presence of a spin resonance, which is not present at the other point. The switching between these points can be carried out with a pulse of several Oersted. Fig. 4b shows the switching success vs. pulse time, with reliable switching requiring pulses with several tens of ns duration. Finally, Fig. 4c shows the long-term stability of this switching with a series of switches carried out with individual 50 ns pulses at each red dashed line.

Future Plans
Our recent progress in coupling NV spins to a driven ferromagnetic vortex has opened up a number of interesting avenues to follow. One major area we plan to focus on is the dynamic behavior of this coupled system. First, we will characterize how the coupling to the vortex affects the spin coherence properties of a proximal NV. Furthermore, initial results suggest that the dynamic modes of the vortex have a non-trivial (repeatable) effect on the evolution of the spin state. We plan to characterize these modes using time-resolved magneto-optical microscopy, and to explore how they may be used for spin manipulation and mediating spin-spin interaction.
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Nanoscale Imaging of Optical-Frequency Plasmonic Energy Transfer in Hybrid Metal-Semiconductor Systems and Magnetic Metamolecule Assemblies

Jon P. Camden\(^1\) and David J. Masiello\(^2\)
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**Research Scope:** Plasmons may enhance the efficiency of energy harvesting through one or more of the following mechanisms (Figure 1): (1) Photon-plasmon scattering, increasing the likelihood of absorption by a nearby semiconductor or molecule;\(^1\) (2) Plasmonic resonance energy transfer (PRET), which occurs between an excited plasmon and the electronic transition dipole moment of a nearby semiconductor or molecule;\(^2\) (3) Hot carrier transfer (HCT) from the nanoparticle to a nearby semiconductor or molecule, in which a localized surface plasmon (LSP) decays, through Landau damping, into an hot carriers that may then scatter into the neighboring material if it has sufficient energy.\(^3\), \(^4\) Despite significant progress achieved via optical spectroscopies and device geometries, understanding the differing and competing energy transfer pathways still presents a major challenge due to the lack of insights into the nanoscale. At the most basic level, directing energy flow at the nanoscale requires that we investigate the coupling between the plasmonic nanostructure and its environment with nanoscale precision, as such work will provide a guide for rational design of working nanosystems. Taking an example from plasmon-enhanced solar devices, it is still not known how to differentiate between competing energy transfer pathways in experimental observations, or how they are affected by the nanostructure’s electronic properties, geometry, hybridization with other nearby nanoparticles, and dielectric environment. These insights are hidden under the aforementioned traditional techniques due to diffraction-limit. In contrast, electron energy loss spectroscopy (EELS) performed in a scanning transmission electron microscope (STEM) combines sub-nanometer resolving power with the

---

Figure 1. (a) A localized surface plasmon (LSP) can decay either radiatively via emitting photons to the far-field or non-radiatively via near-field dipole-dipole interaction with a neighboring semiconductor (PRET) or Landau damping. The hot carriers generated via Landau damping will either remain inside the metal and cause local heating, or overcome the Schottky barrier and enter the neighboring semiconductor (HCT). (b, c) Band diagrams illustrating PRET and HCT.
capability to interact with the full range of plasmon modes supported by a nanoparticle and therefore has become the leading technique in plasmon characterization.

Recent Progress: Mapping plasmonic energy transfer via STEM/EELS: While previous applications of STEM/EELS have focused on imaging surface plasmons in nanoparticles supported by an insulator, we have carefully tailored the dielectric environment by placing it on resonant semiconducting substrates instead. This work shows that it is possible to not only direct the flow of plasmonic energy but also to isolate competing energy transfer pathways. To accomplish this, we performed 3D STEM/EELS experiments on both plasmon-insulator and plasmon-semiconductor systems, comparing the results to reveal both the spatial and spectral signatures of energy transfer. For the spatial signature (Figure 2(a)), we monitor the EELS map of the substrate-localized dipole mode (D-mode) of the Ag nanocube sitting with two different substrates: one insulating, silicon dioxide (SiO$_2$) which does not support energy transfer, and one semiconducting, amorphous silicon (a-Si) which allows both PRET and HCT to occur. We find that in the cube@a-Si system, the substrate-localization character of the D-mode disappears, suggesting the spatial character of energy transfer. In contrast, for the spectral signature of energy transfer (Figure 2(b)), we compare the EELS spectra of the D-mode of the nanocube sitting on two types of substrates: one exhibits a sharp absorption at 3.2 eV, crystalline silicon (c-Si), and the other exhibits a broadband absorption, a-Si. It turns out that the D-mode in the cube@a-Si system, which overlaps more with the broadband absorption of a-Si, is strongly broadened compared to that in the cube@c-Si system where the dipole mode and c-Si absorption is detuned. We recently extended the STEM/EELS method developed above to a Pt-decorated Au nanoprism system, and found that the Au plasmon is damped by the Pt nanoparticle, suggesting energy transfer between the plasmonic metal and the catalytic metal. Since plasmonic energy transfer is often associated with charge density increase in the neighboring material, the observed plasmon damping in Au implies that the catalytic property of the Pt nanoparticle should be enhanced due to charge density increase. Overall, our work indicates that energy transfer can be mapped via STEM/EELS and it is highly
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dependent on the relative energetics between the plasmon and semiconductor. The methods developed by our team have given researchers the first clear nanoscopic image of where in space energy is coming from, thereby greatly enhancing the usefulness of STEM/EELS in the study of plasmon-enhanced energy harvesting. We intend to continue down this line of thought, developing new methods aimed at unraveling the details of how energy is traded among the individual constituents of a nanosystem.

2. Tracking the evolution of full plasmonic spectrum as a function of particle size, composition and dielectric environment with STEM/EELS: Although it is well-known that the plasmonic property of a metal nanoparticle is sensitive to particle size, geometry, composition and dielectric environment, previous work has focused on theoretical predictions and far-field characterizations, leaving the near-field counterpart veiled. Such knowledge is important because it completes our understanding on how the surface plasmon modes respond, in both far-field and near-field, to a change in particle size, geometry, composition and dielectric environment. Moreover, the information in question contains the full map of plasmon energetics and can provide researchers with an ultimate guide in the design of energy-transfer systems described above. To address this objective, we performed a systematic STEM/EELS characterization of the plasmonic spectrum evolution in truncated nanospheres. The truncated nanospheres are synthesized via pulsed laser-induced dewetting (PLiD) which yields identical geometries with ultrasmooth surfaces, and more importantly, it allows a high tunability in particle size, composition and substrate species. Results are displayed in Figure 3. Figure 3(a) displays the size-dependent results for Ag nanoparticles on 30 SiNₓ substrates. The strong peak located at ~3.6 eV is due to the collective high-order plasmon modes. In contrast, the dipole (D) mode progressively redshift as particle size increases. Figure 3(b) displays the composition-dependent results for 100 nm sized particles sitting on 30 nm SiNₓ substrates. Here we show five compositions ranging from pure Au to pure Ag. Interestingly, the
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**Figure 3.** (a) Particle size effect. All Ag silver particles sit on a 30 nm SiNₓ substrate. The black traces are the experimental results and the red traces are simulation results. The QP mode and D mode are labelled with solid and dashed straight lines, respectively. (b) Particle composition effect. All sit on a 30 nm SiNₓ substrate and have a diameter of 100 nm. (c) Dielectric environment effect. Five different substrates: Single-layer graphene, SiO₂, SiNₓ, a-Si and c-Si substrates are used. All Ag particles have diameter of 100 nm. (d, e) Spectrally-dispersed EELS line scan for a 45 nm and 85 nm diametered Ag nanoparticle. The straight lines represent the distances needed for the intensities of the particular plasmon modes to
QP mode shows more sensitivity to the composition compared to the D mode, as the QP mode is tightly bound to the particle surface and only the dielectric function of the particle affects its energy. In contrast, the D mode is not only affected by the dielectric function of the material but also the particle-substrate coupling. The combined effects make the D mode less sensitive to the particle composition compared to the QP mode. Figure 3(c) are the substrate-dependent results for 100 nm sized Ag nanoparticles. The single-layer graphene is used to mimic the “particle in vacuum” scenario where we observe an extremely-strong D mode. The 0.3 nm thick graphene does not introduce strong plasmon hybridization, leaving the D mode to strongly radiate. As the substrate refractive increases, the dipole mode continuously redshift and tapers while the QP mode stays almost unaffected. The redshift of the D mode is due to the increasing screening effect from the substrate while the narrowing phenomenon is due to stronger plasmon hybridization mediated by high-refractive index substrate. Figure 3(d, e) demonstrates the comparison of the near-field decay plots of a 45 nm and an 85 nm sized nanoparticle. Although in both cases the QP mode is much stronger, it decays faster in space. These two plots directly visualizes spatial localizations of the two modes. Overall, these results demonstrate the unique capability of the STEM/EELS in characterizing the full plasmon energetics as a function of commonly-used tuning knobs.

Future Plans

(1) Individual particle size-dependent study of PIRET and DET for improved fundamental understanding and optimized energy transfer. Future experiments will involve replacing the insulating substrate with carefully-selected semiconducting substrates for more insights in the effect of energy transfer on the plasmon modes. (2) Exploit the electronic structure of alloy systems to boost hot-carrier generation for photocatalysis and photovoltaic applications. To experimentally address this objective, we propose to exploit alloy systems with STEM/EELS, aiming to optimize LSPR-interband overlap for a boost in hot-carrier generation.
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Tunable Anisotropy at the (111) LaAlO$_3$/SrTiO$_3$ Interface

Venkat Chandrasekhar, Department of Physics, Northwestern University

Research Scope

The primary focus of this project is to investigate the properties of novel electronic systems using a combination of electrical transport and low temperature scanning probe techniques. The current focus is on the two-dimensional (2D) conducting gas that forms at the interface between the band insulators LaAlO$_3$ (LAO) and SrTiO$_3$ (STO), and in particular on understanding the rich variety of physical phenomena that occur in this system.

Recent Progress

(111) oriented LAO/STO interfaces

Most of the work on LAO/STO interface devices to date has been on structures grown on (001) oriented STO substrates [1]. In the past two years, we have focused on studying LAO devices grown on (111) oriented STO substrates. Unlike the (001) devices, where the Ti orbitals in the STO at the interface have a square symmetry, the Ti orbitals at the (111) interface have hexagonal symmetry (Fig. 1a), and have been predicted to have novel band structure and potential topological properties. Thus it is of interest to study the properties of (111) oriented LAO/STO interfaces.

To do this, we fabricated Hall bars from 20 monolayer (ML) (111) LAO/STO grown by pulsed laser deposition (PLD) in T. Venkatesan’s group at the National University of Singapore. The Hall bars were patterned such that their long axes were oriented either along the [1̅10] crystal direction, or the [1̅1̅2] crystal orientation, as shown in Fig. 1b. The transport properties of these devices were measured down to millikelvin temperatures in a dilution refrigerator, although here we will discuss only their properties down to liquid helium temperatures (4.4 K).

Figure 2 shows the longitudinal sheet resistance of the two Hall bars with contacts marked in Fig. 1b as a function of the back gate voltage $V_g$ applied to the substrate at 4.4 K. Both curves are hysteretic, which is a characteristic generally seen in LAO/STO devices when the gate voltage is applied through the STO substrate [2]. We have found that this hysteresis is due to slow relaxation processes in the system, and that the long-term behavior is given by the average of the up and down gate voltage sweeps, as shown in the figure. Aside from the hysteresis, the most notable fact about
these data is that the resistance is strongly anisotropic: while the resistance of the Hall bars aligned along the two mutually perpendicular directions is approximately the same at large positive $V_g$, the resistances start to diverge as $V_g$ falls below 20 V, and by $V_g \sim 60$ V, the resistance along the [110] direction is more than a factor of 7 larger than along the [$\bar{1}12$] direction. In addition, unlike the (001) oriented samples measured previously, the resistance in the “high-resistance” [110] direction changes by orders of magnitude over this limited $V_g$ range, and continues to increase as $V_g$ is reduced.

The anisotropy in the electrical characteristics of the (111) LAO/STO interface structures can also be seen in other measurements. Figure 3 shows the Hall coefficient $R_H$ measured on Hall bars aligned along the two crystal directions. The overall sign of $R_H$ is electron-like; however, the dependence on $V_g$, with $|R_H|$ decreasing with decreasing $V_g$, indicates that both electrons and holes contribute to charge transport. As with the sheet resistance, $R_H$ is anisotropic: above $V_g \sim 20$ V, $R_H$ along both directions is roughly the same, and shows only a weak dependence on $V_g$. For $V_g \lesssim 20$ V, the Hall coefficient in the [110] direction shows a sharp drop, while $R_H$ along the [$\bar{1}12$] direction starts decreasing rapidly for $V_g \lesssim 0$ V. It should be noted that $|R_H|$ approaches 0 as $V_g$ is decreased, a sign of a compensated system, and another indication that holes contribute to charge transport in this system. This anomalous behavior of $R_H$ with $V_g$ implies that $R_H$ cannot simply be used to determine the electron density using a single-band model of transport, as has been the common practice in the field.

In addition to charge transport, the anisotropy can also be observed in the capacitance of the devices. The total capacitance $C_T$ between the back gate and the 2D gas at the interface is the series combination the usual geometric capacitance ($C_g$) and the quantum capacitance ($C_q$), which is related to the density-of-states $dn/dE$ of charge carriers at the interface. Measurements confirm that $C_g$ is essentially independent of $V_g$, so any variation of $C_T$ with $V_g$ is determined by the variation of $C_q$ with $V_g$. We note that $dn/dE$ by definition is an average over the Fermi
surface, and hence should be isotropic. Experimentally, however, we find that $C_T$ vs. $V_g$ is anisotropic. Figure 4 shows $C_T$ of Hall bars aligned along the [110] and [112] directions. As the effective area of each capacitor is different (due to wire bond contacts, etc.), the quantitative value of $C_T$ is not comparable, so we compare the qualitative behavior by scaling the data so that the curves match for $V_g \geq 20$ V. The overall trend for both crystal directions is that $C_T$ (and hence the density of states $dn/dE$) decreases with decreasing $V_g$, saturating for large negative $V_g$, and even showing hints of an increase for the most negative values. The scaled curves match for $V_g \geq 20$ V, but $C_T$ for the [110] direction shows a sharp drop in comparison to the [112] direction below this voltage. This matches the differences observed for $V_g \leq 20$ V between the two directions in the longitudinal sheet resistance (Fig. 2) as well as the Hall coefficient (Fig. 3).

STO at room temperature has a cubic perovskite crystal structure, and in crystals with cubic symmetry, the conductivity is isotropic. However, it is well known that STO undergoes a structural transformation to a lower symmetry phase at around $\sim 105$ K [3], but we do not observe strong anisotropy at liquid nitrogen temperatures (77 K), so the structural transition may not be the source of the anisotropy. In addition, the LAO/STO interface systems are highly disordered in general, and disorder might be expected to make things more isotropic. Indeed, we have recently discovered that we can tune the anisotropy by post-growth treatment of the devices, annealing in an $O_2$ environment, an Ar/H$_2$ environment, or by irradiation by an ultraviolet (UV) source. The origin of the anisotropy and the source of the hole conduction are not clear at the moment.

**Future Plans**

**Anisotropy in (111) oriented LAO/STO interface structures**

The (111) LAO/STO interface devices shows hints of superconducting correlations at millikelvin temperatures. Unlike the (001) interface samples, and the (110) interface samples measured by other groups, these devices do not go completely superconducting, but show a sharp drop in resistance at temperatures in the range 25-100 mK. As with the three properties discussed above (longitudinal resistance, Hall coefficient and quantum capacitance), the superconducting characteristics are also anisotropic, *i.e.*, they are different when measured on Hall bars oriented along the [110] and [112] directions. Since superconductivity in STO and LAO/STO structures...
is supposed to be of a conventional $s$-wave type, we do not understand these observations at present. Our goal in the coming year is to try and understand the origin of the anisotropy in the superconducting properties.

Preliminary measurements of the magnetoresistance (MR) of the (111) LAO/STO devices show that it is hysteretic, a signature that these structures, like the (001) LAO/STO structures, are also magnetic. As with all the other properties, the MR is also anisotropic. In the coming year, we plan to study the MR in order to get a better understanding of the origin of magnetism in this system.

*Time-dependent phenomena at low temperatures*

One of the unusual characteristics of the LAO/STO system is a slow relaxation of its properties on changing the voltage applied to the STO substrate. At low temperatures and in gate voltage regimes where the resistance of the sample is very large, this relaxation can take place over many hours and even days. A signature of this long time-scale behavior is the hysteresis observed in gate voltage sweeps, as shown in Fig. 2. Similar long time-scale behavior has been observed in other systems called Coulomb glasses, where its origin is related to transport through localized states with strong Coulomb interactions. This topic is an active area of research in other systems (e.g., doped semiconductors), but has not been explored in LAO/STO devices. Interestingly, the hysteresis is not observed when using a metallic top gate (see below), indicating that it is associated with the STO substrate.

*Improvements in low-temperature scanning probe microscope*

We plan to continue to improve our low temperature scanning probe microscope. In order to extend our scanning range, we recently purchased a new Ti coarse approach/scanner from Attocube, and we have modified our high voltage amplifiers to work with this scanner. We are now working on implementing the control electronics completely in the digital domain using a Xilinx Zybo FPGA board. Our initial goal is to implement the phase locked loop for our tuning fork transducer digitally to improve our phase and frequency resolution. Later this year, we will also start developing the lithography protocol to start making our own piezoelectric cantilevers, enabling us to achieve the force sensitivity of commercial SPM cantilevers while retaining the advantage of the tuning fork transducers of all electrical cantilever excitation and detection.

**References**


**Publications**


Domain Wall Stability and Domain Switching: Role of Oxygen Octahedral Tilt

Long-Qing Chen, Department of Materials Science and Engineering, The Pennsylvania State University, University Park, PA 16802; lqc3@psu.edu, www.ems.psu.edu/~chen

Research Scope

Domain pattern formation is one of the most common phenomena in nature and is a topic of immense interest in many fields ranging from materials science, physics, chemistry, to biology. The main objective of this research program is to explore the basic science concerning the thermodynamic stability of mesoscale polarization domain patterns and their temporal evolution mechanisms during formation and subsequent switching in ferroelectric nanostructures and heterostructures. We employ the phase-field method in combination of microelasticity and electrostatic theories. The research is being carried out in close collaboration with a number of experimental groups who use High Resolution Transmission Electron Microscopy (HRTEM), in situ TEM with Scanning Probe Microscopy (SPM), or Piezoresponsive Force Microscopy (PFM) to characterize the domain structures and dynamics in high-quality ferroelectric and multiferroic thin films. Specifically, the project will be focused on the basic understanding of (1) the role of oxygen octahedral tilt in domain wall stability; (2) the emergence of charged domain walls during domain switching; and (3) the spatial length scales, temperature ranges, and electromechanical conditions leading to the emergence of both transient and stable novel polarization states containing vortex lattices in ferroelectric superlattices. The research is expected to not only advance the basic science on the stability of mesoscale polar states and pattern evolution but also improve our ability to control and engineer properties of ferroelectric thin films and heterostructures for applications in nanoscale electronic devices.

Recent Progress

Our research efforts for the last two years have been primarily focused on 1) extending our phase-field model to incorporate the contributions from the oxygen octahedral tilt order parameter for studying its influence on the stability of polar domain states and mechanism of polar domain switching; 2) understanding the role of oxygen octahedral tilt order parameter in the domain wall energy and structures, and thus domain configurations under different electromechanical conditions; and 3) the emergence of charged domain walls during ferroelastic domain mediated polarization switching. These efforts have led to a basic understanding of the role of oxygen octahedral tilt in the variation of the domain wall energy and thickness among different domain walls in perovskites in general and in BiFeO$_3$ in particular [1, 2] and prediction of charged domain walls during ferroelectric switching in the presence of ferroelastic domains [3, 4]. We also formulated a new oxygen octahedral tilt compatibility condition for predicting domain wall orientations [1], and we study the role of oxygen octahedral tilt in the formation of polarization vortex and switching of a vortex by an irrotational electric field [5].

Incorporated the oxygen octahedral tilt order into the phase-field model

Oxygen octahedral tilt or rotation is a common structural instability in complex oxides. One of our major accomplishments is the incorporation of the oxygen octahedral tilt into the phase-field model [1], which allows us to model and predict how oxygen octahedral tilt influences polar domain states and stable domain wall configurations. This is in addition to the capabilities of our existing phase-field model that we developed for arbitrary film crystallographic
orientations, e.g. films on a miscut substrate, the strain relaxation due to the thickness effect, anisotropic misfit strains, the presence of inhomogeneous stress-field arising from an arbitrary distribution of dislocations, mixed electric boundary conditions, and ferroelectric islands attached onto a substrate. We also extended our model to simulate applied inhomogeneous stresses, e.g., from a probe, by modifying the mechanical boundary conditions to allow non-zero stress boundary conditions at the free surface of a film. We have exploited the scalability of phase-field solvers and parallelized the execution of the phase-field code, permitting us to simulate more realistic, larger systems and accelerate the pace of research.

A new domain wall compatibility condition with oxygen octahedral tilt

A characteristic of the perovskite structure (ABO₃) is the corner-sharing network of the rigid BO₆ oxygen octahedra which can rotate or tilt as a whole with almost no distortion of the O-B bonds. It is found that the oxygen octahedral tilts are strongly correlated with the electronic, magnetic, and optical properties. The orientations of permissible (low-energy) domain walls are conventionally determined using two conditions: one is the mechanical compatibility condition which requires matching of the atomic displacements of the two adjacent domains to minimize the strain energy; the other is the electrical neutrality condition to minimize the electrostatic energy, e.g. at ferroelectric domain walls arising from the bound charges. We proposed an additional condition, namely “rotational compatibility condition”, to determine the orientations of the low-energy octahedral tilt walls in perovskites [1]:

\[(\theta_i - \theta'_i)n_j = 0 (j \neq i), \text{ with } \theta_i = -\theta'_i \neq 0,\]

where \(\theta_i\) and \(\theta'_i\) are axial vectors which denote the octahedral tilt components in the two neighboring domains, and \(n\) is the domain wall normal. It is demonstrated that there exist universal low-energy domain walls, the orientations of which can be determined by the proposed rotational compatibility condition. For example, based on the polarization order parameter alone, one would expect the domain wall energy sequence, \(\gamma_{71^o} < \gamma_{109^o} < \gamma_{180^o}\), where \(\gamma\) is the polar domain wall energy. However, the oxygen octahedral tilt order coexists with polar order, and 109° polar domain walls satisfy the rotational compatibility condition, and thus show the lowest domain wall energy in BiFeO₃. The 71° walls, however, does not satisfy the rotational compatibility condition since the wall normal is not along any pseudocubic axes. Thus the energy and width of the 71° wall are much larger than those of the 109° wall. Therefore, the unusual wall energy sequence in BiFeO₃ can be well explained based on the rotational compatibility condition. The proposed new condition can serve as guidance to domain wall engineering in perovskites, and predict the low-energy oxygen octahedral tilt domain walls and consequently polarization domain walls in other systems such as hybrid improper ferroelectrics.

Influence of oxygen octahedral tilt on vortex wall orientations and switching the curl of polarization vectors by an irrotational electric field

Ferroelectric vortex domains are of significant interest due to their rich physics and potential applications. We formulated the crystallographic, strain, and electric conditions for spontaneous vortex domains and study the influence of oxygen octahedral tilt on vortex wall orientations [5]. Using 109° domain walls in BiFeO₃ films as an example, it is demonstrated that vortex domains result from bound charge density waves, i.e., from alternating positive and negative bound charges. The vortex domains lead to a net curl of the polarization vectors that can be switched by an irrotational electric field.
FIG. 1. The origin of vortex domains in BFO films. (a) $109^\circ$ domain walls without vortex domains. (b) The distribution of bound charges within the rectangular region in (a). (c) The distribution of electric fields induced by the bound charges in (b). (d) $109/71$ vortex domains from a phase-field simulation. (e) Polarization vectors within the region noted by the rectangle in (d). The color in (e) represents the polarization component out of the plane of the page. (f) Experimental HAADF STEM image (from X. Q. Pan’s group) of a 5 nm thin BFO film (from D. G. Schlom’s group) grown on a (110) TbScO$_3$ substrate. The overlaid yellow vectors show the polarization distributions calculated from the atomic displacements between the Fe and Bi atoms. (a), (b), and (c) represent unstable structures, and are plotted to explain the origin of the vortex domains in (d) and (e).

**Future Plans**

Our existing DOE efforts for the last two years mainly focused on understanding the role of oxygen octahedral tilt in the stability of domain states and domain walls, and elucidating the ferroelectric switching mechanisms in the presence of ferroelastic domains under non-uniform electric or mechanical field from a surface probe. Following the general direction of the original project to address the basic questions concerning the thermodynamic stability of ferroelectric domain states and their temporal/spatial evolution mechanisms under external stimuli, planned tasks will focus on discovering new mesoscale ferroelectric domain states and their switching mechanisms. Specifically, we propose to focus our research efforts for the next two years on the following two tasks:
• To investigate the spatial length scales, temperature ranges, and electromechanical conditions leading to the emergence of both transient and stable mesoscale polarization vortex lattices; and

• To model and predict the switching mechanisms of polarization vortices under electrical and mechanical stimuli and understand the impact of polarization vortex formation and switching on magnetic spin configurations.

Both tasks will be carried out by working closely with our experimental collaborators. We will take advantage of the fact that we have the full three-dimensional fields of stress, electric field, polarization, as well as electrostatic, strain, polarization gradient and magnetic energy density distributions, which are critical to the understanding of relative stabilities of various mesoscale domain states. Furthermore, we could readily explore a wide range of stable/metastable polar domain states artificially created by starting with different initial polarization distributions and electromechanical conditions. Therefore, while in some cases we will perform phase-field modeling to interpret the experimentally observed, often fascinating, polar domain patterns; in other cases, our modeling results and predictions will in turn provide guidance for our experimental collaborators to synthesize/grow a set of model heterostructures using advanced growth methods and to detect emergent mesoscale domain states to validate our predictions.
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Combined microscopy studies of complex electronic materials

David H. Cobden - Department of Physics, University of Washington, Seattle, WA 98195

Research Scope

The aim of this project is to determine and understand the electronic properties of correlated electronic materials which are only available as micron-scale samples or which contain microscopic inhomogeneity. They are metallic above room temperature and exhibit phenomena such as charge-density waves, superconductivity, magnetism, topological protection, metal-insulator transitions, excitonic insulation, and structural transitions at lower temperatures. Examples of current interest are VO$_2$, with its still mysterious metal-insulator and structural phase transitions; WTe$_{2-x}$S$_x$, combining superconductivity and nontrivial topology; W$_{1-x}$Re$_x$Te$_2$, a doped topological/Weyl semimetal; NbSe$_2$, in which density waves compete with superconductivity; and FeSe$_{1-x}$Te$_x$, which hosts superconductivity, antiferromagnetism and nematicity. We employ control of temperature, magnetic field, and mechanical strain, allied to multiple submicron scanning microscopies including photocurrent microscopy (SPCM), STEM, AFM, and $\mu$-ARPES.

Recent Progress

1. Scanning photocurrent microscopy (SPCM). Photocurrent provides many ways to study the spatially resolved optoelectronic and electrical properties of a material or device. Photocurrent generation may occur by separation of photo-generated electrons and holes in the presence of an electric field (in semiconductors); by momentum-asymmetric relaxation of the electron distribution function (in acentric materials); or by thermoelectric current driven by the light-induced temperature gradient (in inhomogeneous systems). As a focused laser spot, or a tip scattering light, is scanned the spatial variation of the photocurrent gives insights into the electronic processes, on a submicron scale, and this can be done on small samples or domains with a moderate amount of preparation involving attachment of just two contacts. SPCM can readily be performed at low temperatures, high magnetic fields, and on a stage which allows strain application.

In developing this technique we worked with simple and convenient graphene samples such as the one shown in Fig. 1A. It is known that at zero magnetic field photocurrent is of a photoelectric nature, the electrons rapidly reaching local thermal equilibrium under the laser spot leading to a temperature gradient within the sample. We found that in a perpendicular magnetic field B additional photocurrent is generated when the laser spot is near a free edge, with opposite sign at opposite edges and antisymmetric in B, as shown in Fig. 1C. We explained this as resulting from the Nernst effect, combined with the Shockley-Ramo nature of long-range photocurrent generation in a gapless material as discussed by Song and Levitov$^1$.

The temperature gradient $\nabla T$ near the laser spot produces a thermoelectric current density $j_{th} = -\vec{\alpha} \nabla T$ ($\vec{\alpha}$ is the thermoelectric tensor) whose transverse component $j_N$ tends to circulate around the spot, as indicated in Fig. 1D. With the spot in the sample center there is no net current in the contacts by symmetry. With the spot near the edge the circulation is truncated and a net current is generated, as shown in Fig. 1E. A theorem by Song and Levitov, based on the Shockley-Ramo
theorem, allows one to calculate $I_{ph}$ given the extrinsically generated current density $j_{th}$ and the geometry of a conducting (not semiconducting) sample: $I_{ph} = \iiint j_{th} \cdot \nabla \psi \, dx \, dy$, where $\psi$ is an auxiliary scalar field such that $-(\rho^T)^{-1} \nabla \psi$ is the current distribution created when a unit bias is applied between the contacts at $j_{th} = 0$, and $\rho$ is the 2D resistivity tensor. In a model with a simple rectangular sample the result reduces to $I_{ph} = \beta N B \rho_{xx}^{-1} \Delta T_{av}$ where $N$ is the Nernst coefficient, $\beta$ is a numerical factor, and $\Delta T_{av}$ is the average temperature difference between the two free edges. We used this to calculate the B-antisymmetric photocurrent as a function of laser position, plotted in Fig. 1F. The excellent agreement with the data in Fig. 1C constitutes the first quantitative application of the Song-Levitov result.

The “photo-Nernst” signal shows a peak as a function of gate voltage $V_g$ at the neutrality point, flanked by wings of opposite sign at low fields, and quantum oscillations at higher fields (not shown), all of which can be explained by the dependence of $N$ on Fermi energy $E_F$ and $B$ for graphene calculated from $\rho$ using the Mott relation. This demonstrates how the photo-Nernst effect can be used to probe the electronics properties of a 2D material.

Figure 1. a, Optical image of a monolayer graphene device, with two gold contacts evaporated on top, on 290 nm SiO$_2$ with a conducting Si substrate at gate voltage $V_g$. The normal magnetic field $B$ and application of a scanned laser spot ($\lambda = 632$ nm, 40 $\mu$W) are indicated. b and c, color maps of the generated photocurrent $I_{ph}$ as a function of laser spot position at $B = 0.3$ T, $V_g = +5$ V. The B-symmetric component (b) is localized to the contacts edges (white lines), the B-antisymmetric component (c) to the free edges (dashed black lines). d, Picture for understanding the antisymmetric component in terms of a Nernst current density $j_N$. e, simulated current density in the sample with the (hot) laser spot near the upper edge. f, simulated map of the total photo-Nernst current as a function of laser position, for comparison with c, also indicating the position of the laser in e.

2. Scanning angle-resolved photoemission (µ-ARPES). In principle ARPES is ideal for determining the full band structures of layered and 2D materials, and it has been used successfully on 2D films that can be grown as a single crystal over a large area. However, the X-ray spot size is typically much larger than the few-micron sizes of typical exfoliated sheets, grains in vapor-deposition grown layers, or the interesting regions of more complex heterostructures. Recently some beamlines have been equipped with micro- or nano-ARPES capability but until now the
spectral resolution in these systems was no better than ~0.5 eV. To determine the detailed electronic properties of layered materials by ARPES an order of magnitude better spectral resolution is needed. We have demonstrated this resolution for the first time using the Nanospectroscopy beamline at Elettra, Trieste by focusing on sample design and preparation. The key requirements are (a) dry transfer onto an exfoliated graphite flake to act as an ultra-flat conducting substrate, and (b) use of a monolayer graphene or hBN cap to allow annealing at up to 400 °C in the ARPES chamber to remove surface contaminants and to prevent oxidation and decomposition during preparation and annealing of these air-sensitive materials. The cap moderately attenuates the signal but does not distort the spectrum because its bands are far in k-space from the those of the sandwiched material. In the chamber we can easily locate the sample and obtain spectra with ~50 meV resolution from any point localized to less than a micron.
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**Figure 2.** a, Optical image showing monolayer (1L) MoSe$_2$ and WSe$_2$ sheets which overlap (MoSe$_2$ on top), in an heterobilayer region (H) with a twist angle of a few degrees. Their boundaries are indicated with color-coded dotted lines. The substrate is a graphite flake and a graphene sheet caps the entire structure. b, Angle-integrated spectra in each of the three regions. c, Map of the energy of maximum emission, which is different for each of H, 1L MoSe$_2$ and 1L WSe$_2$. d, Schematic side view of heterobilayer. e, Momentum slices along $\Gamma-K$ in the three regions (plotted is the intensity differentiated twice with respect to energy). Superposed dashed lines are DFT calculations for 1L MoSe$_2$ (green), 1L WSe$_2$ (red), and commensurate H (blue). The valence band of the graphene cap is indicated by a white dotted line in the bottom right of each plot.

The usefulness of $\mu$-ARPES is seen for the case of WSe$_2$/MoSe$_2$ heterobilayers illustrated in Fig. 2. These 2D semiconductor heterostructures are of interest for optoelectronics, hosting long-lived interlayer valley excitons. Fig. 2b compares the momentum-integrated spectra at points in monolayer and heterobilayer regions. One can also obtain scanning photoemission (SPEM) images and obtain spatial maps with large contrast, for example by plotting the energy of peak emission (Fig. 2c). The valence band offset, not known before, is read off to be $300 \pm 30$ meV. The different
spin-orbit splittings at \( K \) in the two semiconductors are easily resolved (Fig 2e), and we observe hybridization at \( \Gamma \) but not at \( K \), consistent with DFT predictions. An additional fainter third band can be seen near \( \Gamma \) in the heterobilayer region only. This is due to the existence of commensurate domains, where hybridization is stronger, mixed with incommensurate domains in the bilayer due to the misalignment and different lattice constants.

Future Plans

We will apply photocurrent microscopy, \( \mu \)-ARPES, and scanning-probe microscopy to layered correlated materials. We will need to fabricate suitable hBN-encapsulated van der Waals heterostructures from air-unstable FeSe, NbSe\(_2\), WTe\(_2\) and their cousins by dry transfer in a glove box. Building on our experience with VO\(_2\) nanobeams we will also continue to develop apparatus for applying strain to small crystals at low temperatures, combined with microscopy-compatible sample geometry and stages. The goal remains to control and study electronic phase transitions.
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Probing Vibrational and Electronic Excitations on Photocatalytic Nanoparticles for Solar Fuel Generation

Principle Investigator: Peter A. Crozier
School for Engineering of Matter, Transport and Energy, Arizona State University, Tempe, AZ 85287-6106
Email: crozier@asu.edu

Program Scope

We are investigating the structure and evolution of heterostructured semiconductor-based materials for H₂ generation via photocatalytic water splitting. Our catalysts are composite materials consisting of light harvesting semiconductors supporting catalytic nanoparticles that facilitate the transfer of excited electrons/holes for water reduction/oxidation. Light harvesting oxides and nitrides which may be functionalized with metal and metal oxide nanoparticles yielding model systems which are active under ultraviolet or visible light are the primary focus of this project. The local electronic surface structure of these materials is explored using vibrational and valence excitations with electron energy-loss spectroscopy (EELS). In situ approaches for performing spectroscopic analysis under photoreaction conditions are also under development.

Recent Progress

Probing Nanoparticle Surfaces with Localized Vibrational Spectroscopy: Recent advances in monochromated EELS (the Nion UltraSTEM) allowed us to probe vibrational excitations for the first time in the scanning transmission electron microscope (STEM) [1]. We are now applying this new technique to investigate water adsorbates on the surfaces of nanoparticles. Our recent work has demonstrated that we can detect and differentiate between the vibrational fingerprints from hydroxides and hydrates [7]. Figure 1a compares the vibrational energy-loss spectrum recorder from a hydrate with the IR spectrum from the same materials. The broad peak at 3500 cm⁻¹ (430 meV) is similar in both spectra and is the classic finger print for H₂O. Hydrate and hydroxide species are damaged rapidly by the electron beam. However, the vibrational EELS signal is delocalized over 10s of nanometers (for the conditions of our experiment) allowing the so-call aloof beam form of
spectroscopy to be employed. In aloof-beam EELS, the focused electron beam is positioned 2 – 10 nm outside the sample surface. This greatly reduces radiation damage while still allowing the surface to be probe via vibrational excitations. Figure 1b shows an example of using aloof beam EELS to probe the surface chemistry of a 60 nm particle of MgO. In this case, the MgO was briefly exposed to water vapor before insertion into the TEM. The aloof beam spectrum from a particular (100) facet shows at peak at 430 meV demonstrating that the water is present on the surface of the MgO in the form of a thin layer of magnesium hydrate [7].

Vibrational Spectroscopy Fingerprinting of Carbon Nitride Materials: Graphitic carbon nitrides, which are based on heptazine (C_{6}N_{7}) building blocks, and poly(traizine imides) with intercalated Li and Cl ions (or PTI/LiCl) are recently discovered non-metal visible-light photocatalytic materials active for solar-hydrogen production. We have demonstrated that by using monochromated EELS, we can differentiate between heptazine-based and triazine-based carbon nitrides solely on their vibrational spectra. Moreover, using the aloof-beam geometry reduces specimen damage while maintaining signal. Figure 2 shows vibrational EELS from a commercial graphitic carbon nitride and a PTI/LiCl material that we synthesized at ASU. To better interpret this novel data, we have also collected infrared absorbance spectra and simulated the reduced energy resolution with a simple Gaussian convolution. By convoluting the FTIR absorbance with a Gaussian of 16 meV full-width at half-max (consistent with experimental energy resolution), there is agreement in the peak positions and shape, which corroborates the similarity of these different techniques.

Probing Electronic Structure on Oxide Nanoparticles: Charge transfer processes play a central role in many energy conversion processes. In catalytic materials, charge transfer between the particle surface and adsorbate species drives chemical conversion processes. On oxide surfaces, defects can give rise to surface states within the bandgap which may serve as electron or hole traps. These states may play a critical role in controlling both the thermodynamics and kinetics of charge transfer processes. Developing approaches to probe these states under in situ and operando conditions will provide insights for tailoring the surface properties of nanoparticles for photocatalytic functionality. We have been using aloof beam valence-loss EELS to investigate
states within the bandgap on nanoparticle oxide surfaces [8]. Dielectric theory and density of states calculations are employed to interpret the spectra in terms of surface layers and bandgap states. 

Figure 3 shows transmission and aloof beam spectra from a titania based catalyst employed in water splitting. The transmission spectrum shows the usual 3.2 eV bandgap but the aloof beam spectrum shows a series of peaks in the visible region below the conduction band edge. The peaks arise in part from electronic states within the bandgap. The energy-loss spectrum can be interpreted using a joint density of states approach in which the width and position of the surface states can be determine by optimizing the fit between the simulation and experiment. In this case, the peaks labeled 1–5 can be fitted by inserting bandgap states at 1.8 and 2.5eV above the valence band edge [8]. Other phenomena such as excitons, Cerenkov and transition radiation are also under investigation since they can also contribute to the intensity below the bandgap.

In Situ Probing of Electronic Structure under Photoreaction Conditions: To investigate changes in surface electronic structure with photoreaction conditions it is necessary to install a light source in our FEI Titan environmental TEM. We have designed and build an in situ illumination system based on an optical fiber system (see Figure 4a). We are able to illuminate the sample with a variety of different wavelengths and intensities to simulate solar and concentrated solar conditions. The structural changes taking place on the surface of anatase nanoparticles during exposure to UV light and water are shown in Figure 4b. The disordered layer is associated with hydroxylation of the oxide surface triggered by the presence of light induced oxygen vacancies on the surface.

Figure 4: a) Schematic diagram of light source installed in FEI Titan ETEM b) High resolution image of surface of anatase particle after exposure to water and UV light. The disordered layer is associated with hydroxylation.
Future Plans

**Ultra-high Energy Resolution EELS:** We will apply aloof beam EELS to locally probe the surfaces the oxide and nitride photocatalysts. With vibrational EELS will provide information on local hydrate and hydroxide species on nanoparticles surface facets. Valence loss EELS will provide information on defect states within in the bandgap. To correctly interpret the EELS data, we will perform relativistic calculations of the aloof beam spectra which take both Cerenkov and transition radiation effects into account. **In Situ Observations:** The surfaces of oxide nanoparticles will be strongly modified under photoreaction conditions. Under photon excitation, hole migration to the surface will give rise to oxygen vacancy formation which may react with water leading to surface hydroxylation. In situ aloof beam valence loss EELS will be performed to follow the evolution of the oxide surfaces under changing reaction conditions. The long-term goal if this work is to correlated catalyst structure with reactivity. The in situ spectroscopy and imaging observations will be correlated with ex situ reactor work on water splitting. Finite element simulations will be carried out to explore the feasibility of operando TEM for photocatalytic measurement.

**Publications Supported by BES (2014- 2016)**

Development of flexible in situ electrochemical cell for surface sensitive techniques; XPS, AES, SEM, and AFM

Shen J. Dillon, University of Illinois at Urbana-Champaign

Research Scope

In our earlier work on this project, we developed in situ liquid cell TEM testing for Li-ion batteries in order to characterize changes in structure and chemistry with high spatial and temporal resolution. These capabilities are critical for both providing fundamental insights into reaction mechanisms and the nature of electrode degradation necessary to guide design of next generation high energy density batteries. While our group and others have reported results of such liquid cell experiments, the sensitivity of the electrolyte to the electron beam imposes significant barriers to acquiring the desired quality of imaging and spectroscopy. Open cell experiments have provided much more insights into electrochemical reactions and associated changes in structure and chemistry. However, they have not been implemented in a manner that provides good electrochemical I-V response useful for relating the in situ data to the function of real cells. Our recent efforts have focused on re-designing open cell experiments to provide high quality electrochemical data along with access to high-resolution imaging and spectroscopy. In the process, we developed a flexible approach that can be utilized for in situ and operando across multiple characterization platforms. To date, we have applied the approach to characterizing reaction and degradation mechanisms in high capacity anode materials and hope to extend the approach to characterizing high capacity cathodes.

Recent Progress

We have applied the new open cell design to understanding the contribution of deformation creep to the fracture of high capacity Sn electrodes, understanding the mechanism for Li dendrite growth, and characterizing the chemistry of conversion reactions in CuO. The cell has been demonstrated in the SEM, TEM, AES, and XPS. This work includes the first application of in situ XPS and AES to study particle based electrodes during Li-ion cycling. These techniques are very powerful for understanding oxidation state, bonding, and compositional changes during Li-ion cycling that provide fundamental insights into reaction and degradation mechanisms.

Here we highlight recent progress associated with in situ testing of CuO conversion reaction anode materials. Some of the text here is reproduced from reference 1. The insertion of Li into Cu oxide should proceed via at least a two-step process;

\[
2\text{Li} + 2\text{CuO} \rightarrow \text{Li}_2\text{O} + \text{Cu}_2\text{O} \quad (1)
\]
2Li + Cu₂O → Li₂O + 2Cu  \hspace{0.5cm}(2)

providing a theoretical capacity of 674 mAh g⁻¹.

Cyclic voltammetry (CV) measured in situ is shown in Figure 1. Distinct peaks associated with each step prompted us to study Li insertion at 1.2 V and 0.1 V, and Li extraction at 4.5 V. To demonstrate the function of this electrochemical cell, we first cycled it in a SEM (figure 2). The volumetric strain (~88% volume or 23% linear theoretical) associated with Li insertion into CuO and the conversion reaction at 0.1 V versus Li clearly occurs amongst the nanoparticle agglomerates.

We focus primarily on the Cu peak since the signal results only from the particles and provides useful bonding information. Figure 3 provides XPS spectra for the electrode equilibrated at different potentials. The data for Cu are in agreement with prior reports where Cu 2p₃/₂ occurs at 933.7 eV and Cu 2p₁/₂ at 953.7 eV. The satellite peaks at 940.7 eV and 943.7 eV indicate Cu²⁺. After constant voltage lithiation at 1.2 V for 1.5 h, the heights of the satellite peaks reduce and the ratio of the Cu 2p₃/₂ to its Cu²⁺ satellite increases by a factor of 2 signifying a reaction from Cu²⁺ to Cu⁺. The Cu 2p₃/₂ also shifts from 933.7 eV to 933.1 eV, which is also evidence of Cu₂O formation. The O peak originates from both the particles and adsorption on the carbon (see figure S4). The O 1s peak initially at 529.6 eV corresponds to the oxygen in the CuO lattice, while the peak at 533.6 eV is consistent with C-O. The O 1s peak at 532.2 eV suggests the presence of OH⁻. Lithiation at 1.2 V does not significantly affect the oxygen peak intensity or energy, but the C-O peak was no longer observable. The C-O peak indicates the presence of absorbed oxygen and water.

After lithiation at 0.1 V for 1 hr the Cu peak intensities are further reduced and the Cu²⁺ satellite peaks are not observable. The reduction in Cu peak intensity should correlate with the formation of Li₂O rich material at the surface. The Cu 2p₃/₂ now falls at 931.4 eV, consistent with Cu⁰. The O 1s peak in the initial CuO lattice has disappeared, indicating CuO has reduced

Figure 1. Cyclic voltammery of high concentration CuO electrode measured in situ at a scan rate of 0.1mV/s.

Figure 2. (a) Sequential SEM images of CuO nanoparticle agglomerates under galvanic charging at 0.1 V. The red arrows indicate the expansion. (b) Areal strain of six selected areas vs. charging time.
to other Cu species, which agrees with the Cu 2p analysis. The new O 1s peak shown at 531.2 eV indicates Li₂O formation. All of the O initially present in CuO, as OH, and as C-O reacts to form Li₂O.

The presence of O in the carbon impedes compositional analysis, motivating our use of in situ AES to characterize the composition of individual particle agglomerates. Figure 4 provides the raw spectra and Table I summarizes the results. The initial lithiation at 1.2 V only slightly reduces the surface O concentration, likely due to the initial reduction reaction. The results correlate well with the XPS data where the intensity and signal to noise during the 1.2 V lithiation step remain comparable to the pristine material. The Li signal is not yet detectable at 1.2 V, due to the limited sensitivity of AES to Li. However, after lithiation at 0.1 V, the Cu concentration reduces to 26%, while the Li and O concentrations are 24% and 50% consistent with Li₂O formation.

Delithiation at 4.5 V for 8 h indicates that the reaction is partially reversible. The Cu does not fully return to Cu²⁺, where Cu⁺ instead dominates the chemistry. We verified this using the modified Auger parameter which is the sum of the kinetic energy of the Cu L₃M₄₅M₅₅ Auger transition and the binding energy of the Cu 2p₃/₂ photoelectron line, 916.07 + 931.91 = 1847.99 eV, the result of which denotes Cu⁺ bonding, 1848 eV. The CuO peak also re-emerges at 529.5 eV. AES also indicated remnant Li at the surface of the particles after delithiation. This may correspond with disorder Li₂O containing surficial films observed on conversion electrodes via transmission electron microscopy.

**Future Plans**

We have preliminarily applied our in situ open cell approach to TEM, but some issues still remain to optimize the geometry for ideal imaging conditions. We are also in the process of demonstrating the platform for
in situ AFM testing. We are excited about the possibility of having a single in situ test platform that can be utilized across a range of characterization techniques that provide complementary information.

We also intend to apply the techniques developed in this program to study anionic redox in next-generation high capacity cathode materials. Specifically, we are interested in understanding the competition between oxygen evolution reactions and oxygen reduction reactions at high potentials. The combination of in situ liquid cell tests and in situ open cell tests enables us to access new information about chemical bonding, composition, and structure. Better fundamental understanding of these phenomena will enable the development of new high energy density batteries.
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Spin Polarized STM and STS of hybrid interface states at organic semiconductor interfaces
Daniel B. Dougherty, Department of Physics, North Carolina State University

Research Scope
The project applies spin polarized scanning tunneling microscopy to the problem of interactions between organic semiconductors and substrates of interest for spintronic devices. The goal is to identify spin dependent interfacial interactions that can control spin injection.

Recent Progress
1) Tuning Interfacial Spin Filter from Metallic to Resistive
In the past year, we have obtained the first SPSTM data on the “fruitfly” of the organic spintronics world: the Alq3 molecule (tris-(8-hydroxyquinolate)-aluminum, Figure 1). This was the first organic to hint at “giant” magnetoresistive effects in 2004 [1] and a steady stream of remarkable but poorly understood effects has continued for years [2]. Consensus has certainly been reached that interfaces are the deciding factor in the operation of these devices, but careful model experiments are needed to help understand the microscopic details of interfacial properties. To this end, we applied to spin polarized scanning tunneling microscopy with single molecule resolution to the Alq3 molecule and its variants.

We have observed a stunning sensitivity of spin polarized interface state properties to the details of molecular orbitals. In the case of Alq3 adsorbed on a Cr(001) surface (Figure 2b) we find an indirect interaction with the low energy magnetic surface state similar to that identified in an earlier experiments in this project [3]. However, now we have added spin resolution to the tunneling spectroscopy measurement and find that the indirect interaction imprints a spin imbalance in the molecular orbital-modified states at the interface. In addition, the proximity of this state overlaps with the Fermi level and the Cr surface state leading to an enhancement of spin polarization at the Fermi level. Such an interfacial electronic structure is the canonical “metallic” spin filter.

Next, we made a subtle change to the adsorbate by replacing the Al3+ in Alq3 by Cr3+ to make Crq3 (with the synthetic help of local Chemistry collaborator Professor Phil Castellano). This paramagnetic variant of the Alq3 fruitfly is very similar in structure and remarkably even its lowest energy orbitals are quite similar. In particular, they are dominantly localized on the quinolate ligands and contain in addition just a small contribution from d-orbitals on the Cr3+ center that is not present in Alq3 (insets of Figure 2b and 2c). Surprisingly, this small difference is enough to change the nature of the interface states qualitatively. Rather than an indirect interaction leaving the Cr(001) surface state present and un-shifted in energy, the Crq3 molecule...
participates in direct orbital overlap with the surface state. The result is a gap at the Fermi level and symmetrically located interface states centered around the original bare surface state, analogous to bonding and antibonding molecular orbitals. Rather than a metallic interface state (at the Fermi level), only a small change to the molecular adsorbate has resulted in a “resistive” spin polarized interface.

The observation of these new spin-dependent interaction mechanisms have been enabled by the development of very robust bulk Cr SPSTM probe trips in our lab. These allow magnetic sensitivity to be regained after numerous required in-situ tip processing steps that eventually result in probes that are stable to spectroscopic measurements such as shown in Figure 2. With magnetic film coatings, such processing rapidly degrades the probe’s spin polarization and measurements such as

Collaborators in the Materials Science and Engineering department at the University of Utah have carried out ab initio density functional theory calculations to clarify the microscopic nature of the new interfacial effects seen in our SPSTM studies. They find that the Crq3 variant interacts more strongly with the surface than the more common Alq3 and that it directly mixes with the surface. Moreover, we find that the molecules are antiferromagnetically aligned with the local surface magnetization.

Figure 2. a) Spin asymmetric local tunneling spectra measured on different terraces of the clean Cr(001) surface; b) Local spectra measured on single Alq3 molecules showing enhanced spin asymmetry near the Fermi level; c) Local spectra measured on single Crq3 molecules showing a gap opening near the Fermi level with spin dependent peak intensities above and below. Insets show schematics of the lowest unoccupied molecular orbital for each molecule.

2) Hybrid Molecule-Substrate Interface States at Topological Insulator Surfaces

In related experiments, we have searched for spin polarized interface states when magnetic molecules are adsorbed on topological insulator surfaces. The goal is to identify spin-dependent interactions between the molecules and the spin textured topological surface state. The consequences of such interactions have been predicted to be only observable by SPSSTM measurements [4].

Our attention for most of this project has focused on the paramagnetic molecule manganese phthalocyanine (MnPc, with a high spin moment of S=3/2). Other groups have also
searched for interfacial coupling effects and found unusually complicated behavior where molecules form a disordered first layer [5]. Despite relatively strong adsorption interactions in these studies, no evidence was found for direct interactions with the spin textured topological surface states.

Our project proceeded initially independently of other groups around the world. We identified new interface states (not discussed by other groups) with both spin-averaged STM and STS as well as complementary photoelectron spectroscopy studies (Figure 3). These non-dispersive states arise with increasing molecular coverage on the surface and are correlated with the onset of local molecular ordering (STM in Figure 3f) that was not observed in previous reports. This is an interesting and complex interfacial electronic structure that adds to the growing list of interface states at molecule-topological insulator surfaces [6]. Unfortunately, magnetic information about these states has not been accessible due to the relative instability of the molecule to local tunneling spectroscopy measurements. In fact, we hypothesize that the new state is not magnetic since it is far in energy from the topological surface states that might imprint a magnetic character. For this reason, despite interesting side observations, we consider molecule –TI interfaces non-ideal for SPSTM characterization within the scope of our project and have abandoned this research direction for future planning described below.

**Figure 3.** a) Angle resolved UPS spectrum of a Bi2Te3 surface; b) Spectrum modified by a submonolayer coverage of MnPc; c) Spectrum showing a new nondispersive feature (yellow band) assigned as a hybrid interface state; d) Local tunneling spectrum measured at a coverage near that of part c) also showing the HIS; e),f) STM images corresponding to approximate coverages in b) and c) respectively.
Future Plans

There are two key objectives to future work on this project: 1) Extending SPSTM to the several layer organic film thickness regime; and 2) Extending SPSTM to magnetic complex oxide electrodes. The first goal is a natural extension of the new results described in the previous section on Crq3 and Alq3 that addresses how interfacial magnetism is transmitted through a growing organic active layer. Our plan is to consider both single species films in the 2-4 layer regime and also to create mixed-molecule “heterostructures” e.g. of Crq3/Alq3 to see how the metallic versus interfacial effects are transmitted between different species.

Extension to complex oxide surfaces is an important goal of this project in terms of connecting with ongoing device experiments. These almost always use LaSrMnO3 electrodes (which are half-metallic ferromagnets) as one of the spin injectors. The molecular-level details of interfacial interactions with such a surface are not known and will be characterized with our SPSTM instrument.
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Chiral magnetic excitations in FeGe thin films

Gregory D. Fuchs, Cornell University Applied and Engineering Physics, Ithaca, NY

Research Scope

The overarching aim of this research is to investigate the interplay between charge, spin, heat, and light on the dynamics of nanoscale chiral, and topological spin textures. The prime example of a topological spin texture is a magnetic skyrmion, which is a “vortex-like” magnetic texture where the local magnetization vector can be topologically mapped to an outward facing vector on the surface of a sphere [1,2]. The topological nature of these magnetic textures makes them “particle-like” with extremely low critical current density for motion under spin-transfer torques [3,4]. These properties have formed the basis for proposals of ultra-low power information storage devices [5,6].

This project uses a wide range of experimental approaches: electrical, optical, thermal, and magnetic experimental probes to study chiral and topological magnetism, with a particular focus on the behavior of these materials in nanostructured environments. We have focused on chiral magnetic materials with broken inversion crystal symmetry, particularly the B20 monosilicicides and monogermanides of transition magnetic elements, e.g. MnSi, FeCoSi, and FeGe [7]. The magnetism of these materials have chiral, noncollinear spin texture due to a competition between their exchange, anisotropy, and the Dzyaloshinskii-Moriya interaction (DMI) that arises from their broken inversion symmetry [8,9].

Recent Progress

Understanding and measuring chiral magnetic excitations enables physical insight into the magnetic states of these materials and it offers quantitative characterization of dynamical properties that are relevant to future magnetic technologies. In the context of potential applications, it is important to characterize physical and dynamical properties of thin-film chiral magnetic materials that are scalably grown on a substrate, as opposed to grown as bulk crystals.

Figure 1. X-ray and electron diffraction characterizations and transmission electron micrograph of FeGe thin film. (a) shows 0-20 scan of X-ray diffraction with an additional $\chi$ angle profile in the inset. Having sharp peaks instead of rings suggests good alignment of FeGe film. (b) is transmission electron micrograph of plain-view of the film (scale bar is 100nm). (c) is scanning electron micrograph. (d) is the crystalline phase map of the same region indicating >99% B20 phase. (e) is the out-of-plane alignment and (f) is the in-plane alignment of the grain. The scale bar is 2 $\mu$m through (c)-(f). Figure from Ref. [21]
Among B20 compounds, FeGe has the highest critical temperature, 278 K, for ordered chiral spin textures [7,10]. FeGe also has -0.6% lattice mismatch with the Si [111] surface, enabling scalable thin film growth [11,12]. However, although B20 FeGe thin films have been the subject of intense theoretical and computational studies, experimental studies have been limited to reports of the topological Hall effect and polarized neutron scattering measurements [11–17]. Furthermore, recent Lorentz transmission electron microscopy and transport studies of FeGe and MnSi thin films have brought into question the common interpretation of the topological Hall effect as arising solely from a skyrmion lattice phase [11,13,18,19]. These studies point out that transport measurements of B20 films are hard to interpret unambiguously because electron skew scattering by complex helical spin structures also contributes a Hall effect signal [11,20]. This realization motivates alternative characterization methods to help identify chiral magnetic states and quantify magnetic behavior in thin film materials.

Recently, we have reported on our experimental, theoretical, and micromagnetic studies of chiral magnetic excitations in FeGe thin films [21]. We grew FeGe by co-sputtering Fe and Ge onto the surface of Si [111] and subsequently annealing to obtain the B20 crystal structure. Figure 1 shows physical characterization including x-ray diffraction, transmission electron microscopy, and electron back-scattering diffraction. We find that these films are polycrystalline, with grain size between 200
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Figure 2. Magnetometry measurements of our thin film FeGe. (a) shows M-H curves for both the in-plane and out-of-plane fields, and (b) shows the derivative of the in-plane magnetization with respect to the applied magnetic field to better reveal unwinding of the helical phase. Figure from Ref. [21]
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Figure 3. Power spectral density (PSD) and natural oscillation modes of spin waves. (a) shows the PSD of spatially summed Fourier coefficients as a function of in-plane magnetic field. The helical spin configuration presents between -500 Oe and 500 Oe, and the field-polarized state presents for the rest. (b) at Bx = 1750 Oe field, the field-polarized state has a Kittel-type uniform mode. (c) at Bx = 250 Oe field, the wrapping number $\zeta$ is 2.46, which allows only even nodes (0, 2, and 4.) (d) at Bx = 0 Oe field, the wrapping number $\zeta$ is 2.65, which allows only odd nodes (1, 3, and 5.) Figure from Ref. [21]
nm – 400 nm. Additionally, 99% of the grains in the B20 phase, with 95% of the grains aligned to underlying the Si [111] crystal.

Magnetic characterization (Figure 2) reveals that the films have a critical temperature of 273 K, at which point they enter a chiral magnetic phase with an overall easy-plane magnetic anisotropy. The low-field magnetic ground-state is helical, with a feature in the in-plane magnetic susceptibility at 400 Oe marking the transition between the helical phase with an out-of-plane q-axis and a field-polarized phase magnetic state, in agreement with previous polarized neutron scattering studies in FeGe and MnSi thin films [13,15].

Drawing simulation parameters from physical and magnetic characterization, we use micromagnetic modeling to understand the dynamic excitations of FeGe (Figure 3). We identified conventional ferromagnetic resonance modes in the field polarized states. We also identified resonant spin wave modes that are sensitive to the helical wrapping number, $\zeta$.

To confirm this understanding, we perform microwave absorption spectroscopy, shown in Figure 4. From the field-polarized magnetic resonance, we measure that the Gilbert damping coefficient of our FeGe films is $\alpha = 0.038 \pm 0.005$ at 258 K. This $\alpha$ is substantially lower than the recently reported value of 0.28 in thinner FeGe films [22]. We observe the predicted helical resonance, marked in Fig. 4 (b)-(c) with an arrow and shown in micromagnetic simulations in Fig. 3 (c). Its frequency and field behavior match well to the helical spin-wave resonance shown at 4.5 GHz in Fig. 3c, in which the spin-wave vector matches the out-of-plane helical vector.

**Future Plans**

Preliminary magnetic resonance measurements of nanopatterned FeGe thin films suggest that skyrmions form in patterned micro-/nano-disks at temperature above 250 K. Currently, we are confirming this with Lorentz STEM using a pixel array detector [23], before studying how their dynamical behavior can be controlled and modified using spin currents.
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Multimodal In Situ Scanning Probes for Understanding Hybrid Perovskite Solar Cells

PI: David S. Ginger, University of Washington Department of Chemistry, Box 351700

Research Scope

This project aims to elucidate the microstructural factors underpinning the remarkable photovoltaic properties of hybrid organic-inorganic halide perovskite semiconductors through unique combinations of scanning probe microscopy with optical and electrical excitation. Specifically, we seek to elucidate the local structure/function relationships responsible for properties -- such as the unusually long carrier lifetimes and high open circuit voltages observed in seemingly defective polycrystalline films -- that would help improve the long-term prospects for successful technologies to emerge from this class of materials. To this end, we are performing scanning probe imaging, including topography, piezoresponse force microscopy (PFM), electrostatic force microscopy (EFM), and time-resolved electrostatic force microscopy (trEFM), with correlated confocal optical microscopy including fluorescence lifetime imaging (FLIM) on perovskite films grown under different conditions. This information could lead to advances in new thin film semiconductors for applications in photovoltaics and beyond.

Recent Progress

In the first year of the project, we have focused on investigating the effects of chemical passivation treatments that reduce defect densities and increase carrier lifetimes. We have highlighted the role that defects and surface states play on carrier recombination losses, and obtained the first direct evidence for halide migration following illumination of methylammonium lead triiodide perovskite films. We have also begun a series of piezoresponse force microscopy (PFM) experiments on halide perovskites with varying cations.

Processing Additive Hypophosphorous Acid (HPA) Improves Solar Cell Performance and Microscopic Carrier Lifetimes

The processing additive hypophosphorous acid (HPA) improves the optoelectronic quality of perovskite thin films, resulting in an increase in performance of methylammonium lead triiodide solar cells. We performed local confocal imaging and lifetime microscopy on samples prepared by the Oxford group to show that using hypophosphorous acid as a processing additive results in a significant increase in carrier lifetime, as well as a distinct clustering of long- and short-lifetime domains in perovskite films before (left) and after (right) treatment with HPA showing significant increase in overall brightness accompanying increased solar cell performance, but also increasing heterogeneity. Scale bar = 2 microns.
methylammonium lead triiodide films perovskite thin films (Fig 1). These experiments set the stage for our studies of how chemical processing also affect local ferroelectric order (see below).

Illumination Causes Perovskite Photocleaning Accompanied by Halide Ion Migration

Using correlated SEM, confocal photoluminescence, scanning kelvin probe microscopy, and time-of-flight secondary ion mass spectrometry (TOF-SIMS) we have provided the first direct chemical evidence that photoinduced cleaning in hybrid perovskite films is accompanied by iodide diffusion. We demonstrated that exposure to simulated solar illumination results in a steady increase in the photoluminescence intensity and lifetime for methylammonium lead triiodide methylammonium lead triiodide films films. We showed that after light soaking, the intensity maps appear to redistribute (Fig. 2) with the dark domains gaining in brightness and the bright domains losing intensity. Importantly, by correlating our images with imaging time-of-flight secondary ion mass spectrometry we were able to show that the illuminated areas of the samples showed a decrease in local iodine concentration. Scanning probe experiments have verified that the direction of ion motion depends on the sign of the surface-induced band bending.

Chemical Surface Passivation can Produce Perovskite Thin Films With Single-Crystal Like Carrier Lifetimes

We studied the effects of a series of post-deposition ligand treatments on the photoluminescence (PL) of polycrystalline methylammonium lead triiodide perovskite thin films. We showed that a variety of Lewis bases can improve the bulk PL quantum efficiency (PLQE) and extend the average PL lifetime \(<\tau>\), with correlated microscopy revealing the greatest enhancements concentrated at grain boundaries. Notably, we demonstrated thin film PLQE as high as 36% and \(<\tau>\) as long as 8.88 \(\mu\)s, at solar equivalent carrier densities using tri-n-octylphosphine oxide (TOPO) treated films. These values are the best reported to date for thin films at solar equivalent intensity. Using glow discharge optical emission spectroscopy (GDOES) and nuclear magnetic resonance (NMR) spectroscopy, we showed that the ligands are incorporated primarily at the film surface and are acting as electron donors. These results
indicate it is possible to obtain thin film PL lifetime and PLQE values that are comparable to those from single crystals by control over surface chemistry and provide a model system for imaging local carrier dynamics.

**Ferroelectric Ordering in Hybrid Perovskite Films** The existence and importance of ferroelectric order within hybrid perovskite thin films has been an intriguing and controversial topic virtually since the beginning.\(^5\) It now appears that some hybrid perovskite films may exhibit some ferroelectric response,\(^6\),\(^7\) but the relevance for device operation remains an open question. Interestingly, we have found that the HPA treatment discussed above not only improves the carrier lifetimes of MAPI perovskite films, but also appears to change the PFM signal from out-of-plane to in-plane. (Fig. 4)

**Future Plans**

**Processing Additives and Post-Deposition Treatments** We plan to continue to explore the effects of a number of new processing additives and post-growth treatments on the local heterogeneity in carrier lifetimes in the perovskite thin films. Our first year results above indicate that these treatments are improve carrier lifetimes, and also altering local properties like PFM response. The next step is to correlate these changes with changes in local transport and cell performance.

**Map Ion Motion with Dynamic Scanning Probe Methods** To following up our published work on local halide ion motion, we plan to use both SKPM and time-resolved electrostatic force microscopy (trEFM) to map local ion transport rates and test the hypothesis that the ions move faster through grain boundaries and defects. We will also screen different surface chemistry treatments to see if they can surface ion transport by passivating specific defect states.

**Understand Role (or lack thereof) of Ferroelectric Domain Orientation** We plan to continue our piezoelectric force microscopy measurements to correlate local ferroelectric order with local photocurrent collection. We plan to try to use electroluminescence instead of photoluminescence to look at radiative recombination as the ferroelectric domains are smaller than the optical diffraction limit and are not resolvable with PL.

**Correlating PL with Local Electronic Properties** We plan to perform simultaneous electroluminescence, PL, cAFM, and SKPM on bromide perovskite samples, and to upgrade our
instrument to improve performance in the near IR so that we can also study films of the lower bandgap methylammonium lead triiodide. Our goal is to identify the source of the heterogeneous non-radiative recombination centers.

**Measuring Sub-Diffraction Carrier Lifetimes** We plan to explore both time-resolved EFM (time domain) and intensity-modulated SKPM (frequency domain) for direct electrical measurements of carrier recombination (at sub-microsecond times) and ion motion (at ms and longer times).
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Collaborative Research: Atomistic studies of individual impurities and impurity complexes in III-V semiconductors

Jay A. Gupta, *Department of Physics, Ohio State University*

Michael Flatté, *Department of Physics, University of Iowa*

**Research Scope**

The miniaturization of electronic components such as transistors to nanoscale dimensions is nearing fundamental limits imposed by the discrete atomic nature of the impurities in semiconductor materials. This motivates a rapidly emerging field of ‘solotronics’ in nanoscience, namely the characterization and control of individual dopants in semiconductors for next-generation information technologies [1].

We have begun an integrated experimental and theoretical program aimed at understanding individual impurities and complexes in two III-V semiconductors, GaAs and InSb. The central hypothesis to be tested is that *reduced symmetries* significantly influence the properties of individual impurities and impurity complexes in semiconductors. We will employ STM-based substitution [2, 3, 4, 5, 6] to prepare impurities and complexes with atomic precision in a controlled environment. STM images and tunneling spectra will be compared to calculated wavefunctions and local density of states using theoretical techniques pioneered for impurities in GaAs by the co-PI. [7, 8] Our specific objectives during the three year program are:

1. **Explore impurity hybridization in reduced symmetry environments:** Here we address the question of how the hybridization of individual impurities with the host semiconductor depends on reduced symmetries due to proximity to a surface and/or other impurities or defects. We will study how *p-d* hybridization of a series of transition metal dopants (Cr, Mn, Fe, Co, Ni, Zn) is influenced by symmetry-breaking of the *t_2* and *e_d*-levels, and if the more isolated intra 4f-shell transitions of a series of rare earth impurities (Eu, Gd, Er) are influenced at all compared to the bulk. Experimentally-measured shifts and splitting of impurity states will be interpreted within a theoretical framework using real-space Green’s function methods and density functional theory.

2. **Discover novel properties in impurity complexes:** Chemical molecules offer a range of properties well beyond the scope of their constituent atoms in the periodic table. In analogy, we will explore how impurity complexes in a semiconductor host can provide access to energetic and spatial arrangements of discrete electronic states that cannot be achieved with single impurities. We will use atomic manipulation to form impurity complexes with a controlled separation and local electrostatic environment to directly correlate the unique properties of the complexes with their atomic structure. For example, heterogeneous exchange interactions will be studied by forming complexes with varying composition (e.g., Fe-Co, Fe-Ni, Er-Fe and permutations thereof). Variation of separation and orientation with respect to the GaAs surface will probe the spatial extent and anisotropy of the interaction, including when the interaction is mediated by a nonmagnetic...
atom such as subsurface Zn (a form of superexchange). Measured impurity state splittings
will be compared with theoretical density of state calculations. The hybridization in these
complexes will be further tuned by positioning charged defects at particular symmetry
points identified by STM mapping of the complex’s bonding and anti-bonding orbitals.

3. **Develop spin-polarized STM to directly probe static and dynamic magnetic properties
   of dopants:** SPSTM offers the capability to directly measure magnetic anisotropy barriers
   and determine ferro- or anti-ferromagnetic ordering of dopant complexes. We will extend
   these methods for the first time to magnetic dopants in GaAs. Inelastic electron tunneling
   spectroscopy with spin-polarized currents will be performed to probe anisotropy energies of
   single magnetic dopants as well as dopant complexes. We will also probe the spin-dependent
density of states in single dopants and dopant complexes by SPSTM imaging and spin-
resolved tunneling spectroscopy as a function of magnetic field. These measurements will be
directly compared with theoretical calculations of density of states, exchange interaction
strengths and anisotropy energies.

**Recent Progress**

In GaAs, we have begun exploring how the exchange interaction between pairs of Mn acceptors
can be tuned by positioning charged impurities nearby. Tunneling spectroscopy reveals a series
of six distinct states associated with the dimer that systematically shift with proximity to charged
Ga or Mn adatoms. These data are currently being compared with theoretical calculations to
understand the connection to the Mn exchange interaction. We have also begun imaging
InSb(110) surfaces, and have found intriguing ionization behavior associated with individual
adatoms on the surface.

![Figure 1](image-url)

**Figure 1.** (a) Predictions by the co-PI for energy levels of Mn-Mn dimers with different orientation with
respect to the GaAs lattice. The dotted line indicates the valence band edge, and circles represent the hole
states. [9] Changes in the total energy stabilize ferro- or antiferromagnetic ordering for different orientations.
(b) STS on the (1-10) Mn dimer, resolving bonding and antibonding hybridized states, consistent with the
predictions. ‘x’ marks the atomic positions of the two Mn atoms, substituted for Ga in the surface layer. Blue
and Red circles indicate the position of the tip to probe bonding and antibonding states.
Future Plans

Initial studies in GaAs that build on our prior work will extend to InSb towards the end of the project. We will develop implantation methods for forming dopants in the InSb surface layer, and use tunneling spectroscopy to probe how donor/acceptor levels align with the conduction and valence bands. These measurements will be contrasted with bulk results in the literature to contrast impurity properties at/near the surface. The narrow gap of InSb is also favorable for inelastic electron tunneling spectroscopy, and so we will begin looking for spin polarized signatures in STM studies of magnetic impurities in InSb.
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Research Scope

The generation, control and detection of pure spin currents is a topic of intense study as a consequence of its fundamental richness and the range of technological opportunities it presents. Precessing magnetization emits spin currents (a phenomenon known as spin pumping); conversely applied spin currents can reduce magnetization damping, even to the point that they drive magnetization precession and inversion. These phenomena have applications to high frequency signal generation and detection. Most studies involve spin currents transmitted across a material interface separating a ferromagnet (FM) and a normal material (NM), thus making the efficiency of the current transmission, described by an interfacial spin conductance, sensitive to complex and often ill-characterized interface features. Under recent DOE funding we have studied these phenomena and developed new tools and approaches to studying this important problem (DOE BES publications 1-15), and we have leveraged our expertise to enable studies of spin dynamics and spin transport in other settings and materials (DOE BES publications 16-20). Spin pumping experiments in FM/NM bilayer systems measure spin current traversing the material interface. Modeling of inhomogeneous samples with strongly varying anisotropy fields has shown the importance of understanding FMR on the nanoscale [1]. We demonstrated FMR spectroscopic imaging using localized modes to probe nanoscale properties of FM films [2, 3]. This technique has been extended to other FMs [4]. We recently extended this approach to measure magnetization dynamics and demonstrate spin pumping from nanoscale localized modes in a uniform material where the only interface is defined by the confined dipolar field of a nearby magnetic particle [5, 6]. This approach complements studies of intralayer spin pumping in lithographically defined dots [7], by allowing lithographic edge damage to be avoided. We find that the damping of the confined mode scales like the surface-to-volume ratio of the mode, indicating an interfacial damping due to the transfer of angular momentum from the confined mode to the spin sink provided by the surrounding FM film. The intralayer spin-mixing conductance $g_{\uparrow\downarrow} = 5.3 \times 10^{19} \, m^{-2}$ that we measure demonstrates efficient intralayer angular momentum transfer [5, 6]. Intralayer spin pumping has been described for metallic systems as being mediated by conduction electrons moving through the spatially varying magnetization [8] in a Py nanodot where the damping depended on the magnetization gradient [9]. Our studies in magnetic insulators provide an opportunity to understand the mechanisms that mediate the transfer of spin angular momentum from localized modes.
Recent Progress

Magnetoelectronic devices operating on pure spin currents without accompanying charge current promise new functionalities and significant energy savings. Generation of pure spin currents from ferromagnets to nonmagnetic materials (NM) has been actively investigated by ferromagnetic resonance (FMR) or thermally driven spin pumping. $Y_3Fe_5O_{12}$ (YIG) is highly attractive for this purpose due to its low magnetic damping and insulating nature. Since many magnetoelectronic applications, such as magnetic tunnel junctions, spin valves, spin torque oscillators, and spin transistors, rely on spin transport in heterostructures comprising multiple FM components, it will be highly desirable to achieve and understand spin currents in diverse materials including insulators, FMs and antiferromagnets (AF). We have extensively studied spin pumping from Yttrium Iron Garnet ($Y_3Fe_5O_{12}$; YIG) films under a variety of circumstances. We find a rich variety of behavior that points to the availability of strategies for optimizing performance and revealing new phenomena. A particular focus of our work is the study of spin transport across magnetic-field defined interfaces, which, in particular, avoid the necessity of material interfaces that can be complex and difficult to characterize. We accomplish this by locally exciting magnetostatic modes in an extended, pristine FM, and measuring the spin currents out of these localized modes.

Spin Transport through Antiferromagnetic Insulators

Spin current carried by mobile charges in metallic and semiconducting ferromagnetic (FM) and nonmagnetic (NM) materials has been the central focus of spintronics for the past two decades; while spin transport in insulators is largely unexplored. We observe highly efficient dynamic spin current injection from $Y_3Fe_5O_{12}$ (YIG) into NiO, an antiferromagnetic (AF) insulator, via strong coupling between YIG and NiO, and robust antiferromagnon-mediated spin propagation in NiO up to 100-nm thickness. Strikingly, the insertion of a thin NiO layer between YIG and Pt significantly enhances the spin currents driven into Pt, suggesting exceptionally high spin transfer efficiency at both YIG/NiO and NiO/Pt interfaces. This offers a powerful platform for studying antiferromagnetic spin pumping and antiferromagnonic dynamics as well as for exploration of spin manipulation in tailored structures comprising metallic and insulating ferromagnets, antiferromagnets and nonmagnetic materials. Recent developments in ferromagnetic resonance (FMR) and thermally driven spin pumping have attracted intense interest in magnon-mediated spin current, which can propagate in both conducting and insulating FMs and antiferromagnets (AF). We systematically studied spin transport in six series of Pt/Insulator/ YIG trilayers, where the insulator includes diamagnetic SrTiO$_3$, paramagnetic (PM) GGG, and antiferromagnetic Cr$_2$O$_3$, amorphous YIG, amorphous NiFe$_2$O$_4$, and NiO. We observe surprisingly robust spin transport in the AF insulators, even in AF layers with low ordering temperatures. The spin transfer efficiency and spin current decay lengths appear related to the strength of magnetic correlation in these insulators. This result provides insights into the role of magnetic correlation for spin transport in magnetic insulators and opens a new venue for exploration of spin manipulation in tailored structures comprising metallic and insulating FM, AF and NM materials.
Spin Pumping into Ferromagnetic Metals

We have used YIG based spin pumping to study the spin current and inverse spin Hall effect in ferromagnetic metals [10]. Spin currents can be injected and detected in Py by spin-thermal and spin pumping measurements. We have investigated FMR spin pumping from YIG epitaxial films into Py, Fe, Co, and Ni, either in direct contacts or through a Cu spacer. We observe injection of spin currents from YIG films to FM metals, including Py, Fe, Co, and Ni, and detection of spin currents by inverse spin Hall effect (ISHE) in the FM metals. We obtain a high effective spin mixing conductance of $6.3 \times 10^{18}$ m$^{-2}$ in a YIG/Cu/Py trilayer and a spin Hall angle of 0.020 for Py.

Spin Pumping Across Field-Defined Interfaces

Understanding the mechanism that couples precessing magnetization to spin transport is an important step in utilizing this phenomenon. Studies at these sub-micron lengthscales become difficult due to the confounding effects arising from interfaces in multilayer materials. We have measured size-dependent angular momentum transport in an extended, pristine sample in which spin currents need not traverse growth-defined interfaces nor encounter lithography-induced edge damage. This is achieved by confining the magnetization precession to a mode within an area defined by the controllable dipolar field from a nearby micron-sized magnetic particle. This enables a unique investigation of changes in relaxation due to angular momentum transfer across the field-defined interface between precessing magnetization within a mode to the spin sink of the surrounding quiescent material. We observe angular momentum transport in this insulating system with an efficiency larger than that measured in YIG-metal systems. The energy and angular momentum from the precessing confined mode can be absorbed by the surrounding ferromagnetic material of the unpatterned film, as depicted in Figure 1. We observe robust intralayer spin pumping within an insulating ferromagnet, which manifests as enhanced damping as the mode radius approaches micron size.

Future Plans

In summary epitaxial YIG thin films provide a material platform for high-sensitivity investigation of dynamic spin transport in a broad range of materials including nonmagnetic
ferromagnetic, and antiferromagnetic materials, be they conducting or insulating. The phenomena uncovered in these materials and structures provide guidelines for potential spintronics applications and enable deeper understanding of fundamental interactions such as spin-orbit coupling and magnetic excitations. Locally excitation spin transport studies without the uncertainty added by materials interfaces. It further points to the ability to used scanned micromagnets to tune the character of the mode by modifying its size and energy structure through tip height, and its location by lateral scanning. We will study the interaction of spin waves generated by spin pumping or spin Hall induced spin torques with field localized modes.
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Transport and Optoelectronic Studies of van der Waals Material-Based Homojunctions and Heterojunctions

Xia Hong, Department of Physics and Astronomy, University of Nebraska-Lincoln

Research Scope

The scope of the research is to achieve functional design of various van der Waals material-based homo- and hetero-junctions and nanostructures, examine their electrical transport and optoelectronic properties, and leverage the gained knowledge to impose band structure modification and induce new electronic states in layered two-dimensional (2D) crystals, including graphene and transition metal dichalcogenides (TMDCs). Our current research focuses on combining ferroelectric field effect with nanoscale ferroelectric domain patterning to induce local potential tuning in a layered 2D channel (Fig. 1(a)), which can lead to a Schottky- or pn-junction type interface underneath the ferroelectric domain wall (DW). By studying the electrical and optical responses of the 2D channel in the presence of different domain structures of the ferroelectric gate, we expect to gain fundamental understanding of 1) the dominant mobility limiting mechanisms in the ferroelectric-gated 2D systems, in particular the role of the ferroelectric polarization field, 2) the effects of DW roughness and electronic screening on the length scale of the induced junction, 3) the key parameters that control the induced potential profile.

Recent Progress

We have examined the effect of ferroelectric polarization on the mobility of monolayer (ML) MoS$_2$ field effect transistor (FET) devices sandwiched between a SiO$_2$ bottom-gate and a ferroelectric copolymer poly(vinylidene fluoride-trifluoroethylene) (PVDF-TrFE) top-gate. Employing the conductive probe atomic force microscopy approach to control the polarization in P(VDF-TrFE), we have induced reversible modulation of the conduction and transfer characteristics of the MoS$_2$ FET. Based on the measured transfer curves, we modeled the back-gate voltage $V_{bg}$ dependence of the total carrier density $n_{total}$ and free carrier density $n_{free}$ in the channel when the ferroelectric top-gate is uniformly written into the polarization up ($P_{up}$) and down ($P_{down}$). The results are shown in Fig. 1.

**Fig. 1:** (a) Schematic views of (a) ferroelectric field effect in an $n$-type 2D channel. (b) Extracted $n_{total}$ (solid symbols) and $n_{free}$ (open symbols) for a ML MoS$_2$ as a function of SiO$_2$ back-gate voltage for both polarization states of the P(VDF-TrFE) top-gate, and (c) the corresponding band mobility as function of $n_{free}$. 

![Image](image_url)
down ($P_{\text{down}}$) domains (Fig. 1(b)). Here we adopted a model reported in Ref. [1] to describe the midgap impurity states due to intrinsic atomic defects such as S vacancies. Fitting to this model, we extracted the corresponding band mobility $\mu_{\text{band}}$ as a function of $n_{\text{free}}$ for both polarization states (Fig. 1(c)), which suggests charged impurity scattering rather than phonon scattering as the dominant mobility limiting mechanism [2]. In addition, at the same $n_{\text{free}}$, the sample mobility is independent of the polarization direction, indicating that the polarization switching does not introduce additional scatterers. Another direction of ongoing research is to study the Schottky-junction states in MoS$_2$ induced by patterning a ferroelectric DW in the top-gate. We found that the barrier height of the junction can be tuned continuously by $V_{\text{bg}}$, while the gate voltage window for the junction state depends sensitively on the impurity states at the MoS$_2$ conduction band tail.

In collaboration with Prof. Yongfeng Lu’s group at UNL, we have also carried out scanning probe microscopy, transport, and optoelectronic studies on a range of van der Waals material-based homojunctions and heterojunctions. Figure 2(a) shows the Raman mapping of a MoS$_2$ ribbon grown via the solid-state sulfurization approach, where a natural junction has formed across the ribbon. Kelvin probe force microscopy (KPFM) studies reveal a potential step of about 400 meV (Fig. 2(b)-(c)), which is consistent with the value extracted from the junction $I_{\text{DS}}$-$V_{\text{DS}}$ characterizations (Fig. 2(d)). We also obtained pronounced optical response on this device, with the photo-current peaking right at the junction location (Fig. 2(e)). Next, we will apply the same techniques to study the ferroelectric-controlled junction devices.

![Fig. 2](image)

**Fig. 2** (a) Raman mapping of A$_{1g}$ peak taken on a two-terminal MoS$_2$ ribbon device. (b) KPFM mapping of the surface potential of the device, with (c) a line-cut yielding a potential barrier $\Phi_B$ of ~400 meV. (d) Room temperature $I_{\text{DS}}$ vs. $V_{\text{DS}}$. Inset: Temperature dependence of $I_0$ reveals a $\Phi_B = 403$ meV. (e) Photocurrent ($I_{\text{ph}} = I_{\text{light}} - I_{\text{dark}}$) as a function of laser position, and (inset) the AFM tapping mode phase image of the device. (f) $I_{\text{DS}} - V_{\text{DS}}$ of a MoS$_2$ - CNT bundle junction device. Inset: optical image of the device.

**Future Plans**

Based on our current progress, we plan to carry out research in the following directions.

1) Search for suitable contact materials for $p$-type TMDCs, and utilize the ferroelectric field effect to define programmable p-n junctions in 2D TMDs.
2) Use the junction devices as a model system to gain fundamental understanding of the interactions between the ferroelectric and 2D layers, including various mobility limiting...
mechanisms in the hybrid systems, and the effect of the 2D material on ferroelectric polarization asymmetry, domain instability and switching dynamics, etc.

3) Use the gained knowledge to create nano-constrictions in TMDC and graphene, and examine the emergent phenomena.

4) Carry out transport and optical studies on various van der Waals heterojunctions, including graphene/TMDC and carbon nanotube (CNT)/TMDC (Fig. 2(f)) hybrid systems. We will obtain samples from the Lu group.
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Vortex Matter in Superconductor/Ferromagnet Heterostructures

Maria Iavarone, Physics Department, Temple University, Philadelphia PA 19122

e-mail: iavarone@temple.edu

Research Scope

The primary emphasis of this project is on the physics of vortices in confined superconductors and hybrid heterostructures such as superconductor-ferromagnet (S/F) systems. The goal is to understand how the physics of vortex matter changes in order to be able to predict and control the electronic properties of new hybrid systems. Low temperature scanning tunneling microscopy and spectroscopy can be used to probe the vortex configuration as well as the electronic states within the vortex core directly.

The understanding of the local changes in the electronic density of states is crucial as it also affects all the thermodynamic properties of the material. This effort will be combined with searching novel guiding principles to enhance materials and devices functionalities by combining specific properties of ferromagnets and superconductors.

In proximity coupled structures the interplay between magnetism and superconductivity will lead to new physical phenomena with superconductivity coexisting with ferromagnetism at the interface. In magnetically coupled structures the inhomogeneous stray field of the ferromagnet leads to an inhomogeneous superconducting state where superconductivity and vortices can be confined in channels determined by the underlying magnetic template and make these structures attractive model systems that offer the possibility to control the strength and the location of the superconducting nucleus by applying an external magnetic field.

Recent Progress

In the concurrence time we have focused on different S/F heterostructures magnetically coupled and we started working on the S/F systems in the regime of proximity coupling. We had already shown the criteria for the existence of vortex-antivortex pairs in planar S/F, we had visualized domain wall superconductivity and reverse domain wall superconductivity, during the last two years we have shown that STM applied to these structures can be used to visualize the screening currents and the vortex supercurrents (Doppler effect). We also have shown, by combining MFM and STM measurements, that vortex clusters can be stabilized.

Doppler STM

Mapping the distribution of currents inside a superconductor is usually performed indirectly through imaging of the stray magnetic fields above the surface. We have showed that by direct imaging of the Doppler shift contribution to the quasiparticle excitation spectrum in the superconductor using low temperature scanning tunneling microscopy, we obtain directly the
distribution of supercurrents inside the superconductor. We demonstrated the technique at the example of superconductor/ferromagnet hybrid structure that produces intricate current pattern consisting of combination Meissner shielding currents and Abrikosov vortex currents.

The superfluid velocity is directly proportional to the gradient of the phase of the order parameter, \( \Delta \phi \). It modifies the quasiparticle excitation spectra in the superconductor to [1]:

\[
E_k = \left( \epsilon_k^2 + \Delta^2 \right)^{1/2} + m v_F \cdot \vec{v}_s \tag{1}
\]

where \( \Delta \) is the superconducting pair potential, \( v_F \) is the Fermi velocity and \( v_s \) is the superfluid velocity. The second term in the equation is the Doppler energy. The Doppler term shifts the energy of the quasiparticles up or down depending on the relative directions between the velocities \( v_F \) and \( v_s \). Scanning tunneling spectroscopy measures the spatial distribution of quasiparticle DOS and thus could be used to map the supercurrents in the superconductors with high spatial resolution, being limited by the superconducting coherence length [2].

In Figure 1 (a) the low-temperature zero bias conductance map acquired in the absence of any externally applied magnetic field reveals a clear spatial modulation on the length scale congruent with that of the underlying ferromagnet domain structure having stripe periodicity of \( w \sim 150-200\text{nm} \), that persists to temperatures close to the superconducting critical temperature. We can attribute this spatial modulation to the pair-breaking effect of the Meissner currents, i.e. the Doppler term in Equation 1, partially shielding the field emanating from the magnetic stripe domains in the ferromagnetic layer (Co-Pd film). In the presence of an applied magnetic field vortices nucleate in the system and in this case the Doppler term in Equation 1 is a superposition of supercurrents due to Meissner shielding (above the domain walls) and paramagnetic vortex flux. Since they circulate in opposite directions, as shown schematically in Figure 1(b), the appearance of vortices will significantly reduce the Doppler term in the regions when these two contributions meet, i.e. above the domain walls (Figures 1(b)). This method could prove invaluable for mapping the supercurrents in applications where maximization of the supercurrent is desired.

**Observation of superconducting vortex clusters in S/F hybrids**

While Abrikosov vortices usually repel each other in bulk superconductors, strong confinement potential, either geometric in mesoscopic superconductors or magnetic in
superconductor/ferromagnet (S/F) hybrids, profoundly affects the superconducting vortex distribution and can lead to vortex clusters formation. We studied the vortex confinement in S/F thin film heterostructures by direct observation of vortex clusters pinned at the dislocations of stripe-like magnetic domains by using magnetic force microscopy and scanning tunneling microscopy and spectroscopy. Magnetic force microscopy allows the imaging of such dislocations as well as of the superconducting vortex distribution. Scanning tunneling microscopy and spectroscopy give detailed information of the local electronic density of states outside and inside the vortex cluster.

We demonstrate that superconducting vortex clusters can appear as a consequence of peculiar micromagnetic configurations and topology as a result of a competition between vortex-vortex interaction, enhanced local stray field and Lorentz force.

![Figure 2](image)

**Figure 2**: (a) STM observation of vortex clusters at the bifurcation. Room temperature MFM of Co(2nm)/Pd(2nm)200-bilayers. (b) Spontaneous superconducting vortices in Pb(30nm)/[Co(2nm)/Pd(2nm)200-bilayers] superimposed to a cartoon of the magnetic domains. The vortices have been mapped by acquiring five conductance maps, each of them 438nm×438nm in size, at the Fermi energy and at T=1.5 K after a zero field cooling. (c) Conductance map at the dislocation (the location is the green dotted square in (b)), acquired at the Fermi energy and at T=1.5K in zero field cooling.

**Future Plans**

We will continue to explore the physics of mesoscopic and S/F structures with an emphasis on the vortex matter. In particular we will focus on both magnetically coupled and proximity coupled S/F structures.

The possibility of tuning the ferromagnetic state by changing size and shape of the ferromagnet offers an additional degree of freedom. Specifically, in a dot of ferromagnetic material of micrometer or submicrometer size, a curling spin configuration—that is, a magnetization vortex will occur in place of domains. This magnetic vortex is expected to affect the vortex distribution in a superconductor magnetically coupled to the ferromagnet. Moreover, it was proposed theoretically [3,4] that proximity-induced long-range triplet components are generated by the ferromagnetic vortex coupled to a singlet superconductor. This configuration allows controllable switching between long- and short-range proximity effects by employing the peculiar properties of ferromagnetic vortex.
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Spatial Evolution of Electric-field-driven Metal-insulator Transitions

PI: Keji Lai (kejilai@physics.utexas.edu)
Department of Physics, University of Texas at Austin, Austin, TX 78712

Program Scope

The goal of this DOE supported Early Career program is to explore the microscopic details of metal-insulator transitions when charge carriers in advanced quantum materials are electrostatically modulated in field-effect transistor (FET) structures. In particular, we utilize the microwave impedance microscope (MIM), a novel technique capable of resolving nanoscale dielectric and conductivity information, to image the local conductance at the buried transistor interface. The visualization of conductance fluctuations is scientifically significant for the understanding of electronic phase transitions induced by density modulation. The results are also of technological relevance to address the microscopic origin of sub-threshold behaviors in novel FETs for nanoelectronic applications.

Recent Progress

Two types of FET structures, as shown in Fig. 1, have been studied by our MIM work. The conventional back-gated MOSFET is the most straightforward structure to modulate the density up to \( \sim 10^{13} \text{ cm}^{-2} \). Electric-double-layer transistors (EDLTs) using a spin-coated ion gel thin film as the gate dielectric, on the other hand, have demonstrated a remarkable density modulation as high as \( 10^{14} - 10^{15} \text{ cm}^{-2} \).

Figure 1. Zero-temperature behavior of various correlated systems as a function of sheet charge density. AF, antiferromagnetic; FM, ferromagnetic; I, insulator; M, metal; SC, superconductor; CO, charge order; FQHE, fractional quantum Hall effect; Wigner, Wigner crystal. The maximum density modulations in MOSFETs and EDLTs (schematics of the device structures included here) are indicated in the plot.
Electrical inhomogeneity and edge states in MoS\textsubscript{2} MOSFETs

Devices in the FET configuration have played an essential role in the blooming field of semiconducting transition metal dichalcogenides (TMDs) such as MoS\textsubscript{2} and WSe\textsubscript{2}. Due to the intrinsic defects and the inevitable charged states in the substrates, electrical inhomogeneity is not uncommon in TMDs, leading to hopping transport and percolation transition in the devices. For van der Waals materials, another feature takes place at the sample edges, where the broken crystalline symmetry and the presence of dangling bonds introduce additional electronic states to the bulk band structure. Spatially resolved conductance maps are therefore highly desirable for the understanding of electrical inhomogeneity and edge channels in TMD FETs.

Fig. 2a illustrates the experimental setup for MIM measurements [Wu2016]. The conductance evolution in Fig. 2b vividly demonstrates the insulator-to-metal transition as a function of $V_{BG}$. When the flake is insulating ($V_{BG} = -20$ V), there is no electrical contrast between MoS\textsubscript{2} and the substrate. As $V_{BG}$ gradually goes up to 0 V, the contrast first emerges at the edges and then in the interior of the sample. Around $V_{BG} = 20$ V, strong inhomogeneity is observed, whereas the conductive edges gradually merge into the bulk. For even higher $V_{BG}$, the sample appears uniformly bright in MIM-Im and dim in MIM-Re. Using finite-element analysis (FEA), we can quantify the local conductance at the sample bulk and edges, as shown in Fig. 2c. As $V_{BG}$ increases, the edge conductance increases initially and levels off beyond $V_{BG} = 0$ V, where the bulk conductance starts to increase above the noise floor. The scenario is consistent with our density functional theory (DFT) calculations (Fig. 2d), which shows the additional electronic states localized at boundary atoms. As illustrated in Fig. 2e, electrons first populate the edges before the in-gap states are completely filled. The further increase of $V_{BG}$ will then raise the Fermi level into the bulk conduction band, resulting in the upturn of $g_{bulk}$.
Insulator-to-metal transition in ion-gel-gated EDLTs

The unprecedented tunability of electron concentration using EDLTs represents a paradigm shift in condensed matter physics research since many carrier-mediated processes, previously only accessible through chemical substitution, can now be studied in the FET configuration with better controllability and less disorder effect. In conventional EDLTs, however, the electrolyte-semiconductor interface is usually buried underneath a large droplet of ionic liquid and thus cannot be directly studied by surface-sensitive probes. As a result, a major challenge here is to microscopically study the conductance evolution in the devices.

Our innovation is to spin coat a 50nm-thick layer of ionic gel on the device that maintains the gate tunability, as schematically shown in Fig. 3a [Ren2015]. The gel freezes below its glass transition temperature of ~ 200 K so that we can perform contact-mode imaging at low temperatures. The insulator-to-metal transition is clearly observed from the T-dependent measurements in Fig. 3b. For each transport curve, we acquire the MIM images in Fig. 3c near the source/drain electrodes at \( T = 100 \) K. For a quantitative understanding, we again convert the MIM signals to the 2D sheet conductance \( \sigma_{2D} \) by FEA, as indicated by the false-color scale in Fig. 3c. When a gate bias above the threshold voltage is applied, electrons in ZnO are first induced by fringing fields from the cations accumulated on the electrodes, which is vividly manifested by the MIM data as \( G_{DS} \) increases from 0 to 1.5 \( \mu \)S. For \( G_{DS} = 3.4 \mu \)S, the highly conductive areas originated from the two electrodes start to merge. At the highest \( G_{DS} \) of 10 \( \mu \)S, the ZnO became highly conductive with \( \sigma_{2D} > 10 \mu \text{S} \cdot \text{sq} \) everywhere inside the channel. We emphasize that, while the process is ubiquitous in FETs, it is a rare occasion that the evolution can be imaged by scanning probes, which provide not only strong support on the effectiveness of ion-gel gating but also the real-space information of insulator-to-metal transitions.

Figure 3. (a) Schematic diagram of the ion-gel-gated EDLT with source-drain and gate voltages and the MIM tip. (b) Temperature dependence of the channel conductance \( G_{DS} \) as the device is gradually turned on. The \( G_{DS} \)'s at 100 K are labeled on each curve. (c) MIM-Im images with different \( G_{DS} \)'s at 100 K. The false-color scale shows both the MIM signals and \( \sigma_{2D} \) simulated from FEA. All scale bars are 5\( \mu \)m.

[Ren2015]

Our innovation is to spin coat a 50nm-thick layer of ionic gel on the device that maintains the gate tunability, as schematically shown in Fig. 3a [Ren2015]. The gel freezes below its glass transition temperature of ~ 200 K so that we can perform contact-mode imaging at low temperatures. The insulator-to-metal transition is clearly observed from the T-dependent measurements in Fig. 3b. For each transport curve, we acquire the MIM images in Fig. 3c near the source/drain electrodes at \( T = 100 \) K. For a quantitative understanding, we again convert the MIM signals to the 2D sheet conductance \( \sigma_{2D} \) by FEA, as indicated by the false-color scale in Fig. 3c. When a gate bias above the threshold voltage is applied, electrons in ZnO are first induced by fringing fields from the cations accumulated on the electrodes, which is vividly manifested by the MIM data as \( G_{DS} \) increases from 0 to 1.5 \( \mu \)S. For \( G_{DS} = 3.4 \mu \)S, the highly conductive areas originated from the two electrodes start to merge. At the highest \( G_{DS} \) of 10 \( \mu \)S, the ZnO became highly conductive with \( \sigma_{2D} > 10 \mu \text{S} \cdot \text{sq} \) everywhere inside the channel. We emphasize that, while the process is ubiquitous in FETs, it is a rare occasion that the evolution can be imaged by scanning probes, which provide not only strong support on the effectiveness of ion-gel gating but also the real-space information of insulator-to-metal transitions.
Future Plans

With the substantial progress made in the past two years, we are well positioned to proceed with this DOE program to make further scientific discoveries on various FETs. We will perform MIM studies on vertical and lateral heterostructures of TMD materials in the back-gated MOSFET configuration. The local conductance at the hetero-interfaces is of particular interest for the application of these devices. The TMD samples will also be coated with an ion-gel layer for the EDLT research. The goal is to apply a large source-drain voltage ($V_{DS} > V_{GS}$), which will set up a p-n junction in the material, and image the resultant spatial distribution inside the channel. In addition, we have obtained thin-film manganite and nickelate samples from our collaborators and have started to fabricate EDLT devices on them. We aim to investigate the local inhomogeneity in these materials and compare the microscopic evolution of metal-insulator phase transitions induced by magnetic field and electric field. We expect to enter an exciting and uncharted regime through the unique MIM measurements.
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The SQCRAMscope: A Scanning Quantum Cryogenic Atom Microscope

Prof. Benjamin Lev
Departments of Physics and Applied Physics and Ginzton Laboratory
Stanford University
benlev@stanford.edu

Research Scope: Microscopic imaging of local magnetic fields provides a window into the organizing principles of complex and technologically relevant condensed matter materials. However, a wide variety of intriguing strongly correlated and topologically nontrivial materials exhibit poorly understood phenomena outside the detection capability of state-of-the-art high-sensitivity, high-resolution scanning probe magnetometers. Here we introduce a quantum-noise-limited scanning probe magnetometer that can operate from room to cryogenic temperatures with unprecedented DC-field sensitivity and micron-scale resolution. The Scanning Quantum Cryogenic Atom Microscope (SQCRAMscope) [1] employs a magnetically levitated atomic Bose-Einstein condensate (BEC), thereby providing immunity to conductive and blackbody radiative heating. The SQCRAMscope has a noise floor of 300 pT and provides a 100x improvement in magnetic flux sensitivity over previous atomic scanning probe magnetometers [2]. These capabilities are carefully benchmarked by imaging magnetic fields arising from microfabricated wire patterns. We anticipate the SQCRAMscope will provide charge transport images at temperatures from room- to 4 K in unconventional superconductors and topologically nontrivial materials.

Recent Progress: Quantum sensors comprised of nitrogen-vacancy (NV) color centers in diamond have joined scanning Superconducting Quantum Interference Devices (SQUIDs) in advancing high-sensitivity magnetometry into the nanoscale regime [3,4]. We add to this quantum metrology toolbox a carefully calibrated cryogenic scanning

![Image of SQCRAMscope operation]

**Figure 1. SQCRAMscope operation.**

- **a.** A quasi-1D BEC (red) is magnetically confined using an atom chip trap (light grey with gold wires). Suspended between the atom chip and the BEC is the silicon sample substrate (blue) onto which the gold calibration pattern is fabricated. Current (yellow arrows) flowing through gaps in the gold, defining microwires, fragments the BEC; contact leads not shown. Atomic density is imaged with a high-NA lens by reflecting a resonant laser (transparent red) off the gold. BEC position is fixed while the sample substrate, not connected to the atom chip, may be scanned and cryogenically cooled.
- **b.** Absorption image of an unfragmented quasi-1D BEC. **c.** Absorption image of fragmented BEC. Current flows through periodic array of 2.5-μm wide wires spaced 2.5-μm apart. **d.** Image of the microwire array used in panels b and c. White scale bar is 10 μm.
magnetometer that exploits the extreme sensitivity of quantum gases to external fields. The SQCRAMscope operating principle is sketched in Fig. 1. Inhomogeneous magnetic fields from a nearby source exert a Zeeman force on atoms Bose-condensed in a smoothly varying harmonic trap. The atoms move in response, distorting the otherwise smooth wavefunction of the BEC. The BEC density is then imaged by recording the absorption of resonant light using a CCD camera. The local density may be related to field through the BEC equation of state. A 2D-field map is created by raster-scanning the relative position of the BEC and the source with a duty cycle limited by the time needed to recreate the BEC after the destructive absorption imaging process. Assuming no z-dependence of the source, application of the Biot-Savart law, conservation of current, and a measurement of the distance \( d \) between BEC and sample allows one to convert an x-y map of the x field component into a 2D map of the current flow (or magnetic domains) in the source.

The BEC is confined in a high-aspect-ratio, cigar-shaped trap formed using an atom chip-based magnetic microtrap. This quasi-1D Bose gas lies within the quasicondensate regime because the transverse trap frequency is 157x larger than the longitudinal trap frequency, the chemical potential is similar in magnitude to the transverse trap frequency, and the gas temperature is 2.6x lower than this frequency. As such, density fluctuations are suppressed below the quantum shot-noise limit, enhancing field sensitivity. The equation of state in the quasicondensate regime relates the potential to the atomic density. This potential is the sum of the well-characterized trapping potential and the magnetic potential to be measured. For the employed atomic state and at the small fields that are measured, the magnetic potential is linearly proportional to field. Small inhomogeneous fields only perturb the trap potential along the weakly trapped axis; imaging the BEC density therefore provides a measurement of a vector component of the magnetic potential.

Figure 2. Wide-area image of current density in microwire array. Current flows through room-temperature array of 5-μm-wide gold wires spaced 5-μm apart. Sample is scanned in 1-μm steps along y. The BEC is confined 1.4(1)-μm below. a, Line density of BEC. b, Magnetic field along x derived from density data using equation of state. c, Current density obtained from magnetic field and measurement of d through use of Biot-Savart equation. Arrows indicate current direction; black dashed rectangles demarcate the gaps between microwires. d, Image of the microwire array. White scale bar is 10 μm.
Figure 2 shows a typical magnetic field scan above a room-temperature microwire array, and the resulting image of the current density flowing through the wires. The FWHM point-spread resolution of the atomic density and magnetic field is 2.2(1) μm. The lower resolution of the current density map is due to the convolution of the typical single-shot distance $d = 1.4(1)$ μm of the atoms from the sample. Distances as short as 0.8(1) μm, shown in Fig. 1c, provide a source resolution of 2.3(1) μm. Current flow through the microwires is clearly visible in Fig. 2c, as is the fanning out of current into the bulk. Patches of lower current density may result from higher-resistance grains in the polycrystalline film, as measured in Ref. 2.

The accuracy, repeatability, linearity, and dynamic range of the magnetometer are shown in Fig. 3. The green line is a fit to the linear region of the measured versus applied current data and has a slope of 0.88(2). This implies an accuracy of 11(2)% and a responsivity only 11(2)% lower than that predicted, 1.97(3) nT/(atom/μm). The fields and current densities reported in Fig. 3 correspond to those calculated with a finite-element solver for the employed gold microwire dimensions to within 10%.

The linear part of the dynamic range is between approximately ±1.0 μA (±40 nT). The upper limit arises due to lack of atoms in the high-field regions, while the lower limit arises due to all the atoms pooling into the low-field regions. An extended-dynamic-range trap provided a 3x-larger linear dynamic range, though with a responsivity 3x worse. We have employed a thermal gas to increase the dynamic range by 50x, though at worse resolution and with 100-fold-worse responsivity.

The repeatability, or average standard deviation in the data about the linear fit, is 2.3(3) nT, and the stability of the field measurement, measured as Allan deviation, is 1.1(1) nT after 30 experimental runs. With no current applied to sample, we measure a minimum detectable field of 2.8(5) nT. The magnetometer simultaneously provides many independent pixels of information because the quasi-1D BEC may be several hundred microns in length while the imaging resolution is on the micron scale. Given our 16-s duty cycle and the 140-μm usable BEC length, the field sensitivity for wide-area imaging is 0.9(2) nT/Hz$^{1/2}$ with a noise floor of 300 pT after 100 runs. Future improvements can both decrease this duty cycle and elongate the usable BEC length.

This noise floor is consistent with two independently measured quantum-noise-limited sources: photon shot noise accounts for 2.5(4) nT, while atom density noise is 1.7(7) nT. Due to the quasicondensate nature of the gas, this noise is a factor of ~2 below that expected for shot noise in the higher density regions of the BEC. These field measurements translate into a 2-μA minimum detectable current from an infinitely thin wire or 80 horizontally oriented 1-μB dipoles, if the BEC is located $d = 0.8$ μm from these sources.
We now highlight other demonstrated features of the SQCRAMscope. Because the samples are physically detached from the chip, we can rapidly replace the sample without disturbing the BEC production apparatus in less than a week's time. This is up to several months faster than current systems whose samples are attached directly to the atom chip. Secondly, the sample temperature may be independently controlled and stabilized; for attached samples, trapping wire currents can heat and cool the sample, or fix the sample temperature to be the same as the superconducting atom chip [5]. The SQCRAMscope allows any ~1-cm² area, ~150-μm-thin sample made of UHV-compatible material to be imaged from room-to-cryogenic temperatures. We have demonstrated here the functionality of the SQCRAMscope at room temperature and 35 K and believe operation down to ~4 K will soon be possible with the addition of a heat shield [6].

Future plans: The SQCRAMscope will enable the high-sensitivity study of strongly correlated and topologically nontrivial materials in unexplored regimes of high temperature and low frequency. For example, domain structure and transport near twin boundary interfaces in underdoped Fe-arsenide superconductors can be explored as the T_N ~ 50-150 K nematic transition is crossed [7]. Imaging transport near 1/8 doping in the cuprate superconductor LBCO may reveal spontaneous currents due to the possible emergence of pair-density-wave superfluidity below ~30 K [8]. Other unconventional superconductors and complex oxide interfaces (LAO/STO) may be explored at high temperatures, as well as the metal-to-insulator transition in VO₂. Both transport and static magnetization at the ~100-K ferromagnetic-metallic and antiferromagnetic-insulating transition in colossal magnetoresistive systems may be imaged. Investigations of topologically protected transport should be possible, as should the electronic hydrodynamic flow in graphene above LN₂ temperatures [9]. Lastly, the SQCRAMscope will also find use in engineering hybrid quantum systems, in coupling BECs to photonic topological metamaterials, and in studying the Casimir-Polder force.

References:
3) I. Lovchinsky et al., Nuclear magnetic resonance detection and spectroscopy of single proteins using quantum logic, Science 351, 836 (2016).
Publications:

Heterostructures of Dirac materials
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Program Scope

Exploration of heterostructures of Dirac materials through an integrated approach of molecular beam epitaxial growth, scanning tunneling microscopy/spectroscopy (STM/S), and density functional theory (DFT) calculations.

Recent Progress

1. Unveiling novel indirect interlayer bonding mechanism in graphene / topological insulator van der Waals heterostructures

Van der Waals (vdW) heterostructures of two-dimensional materials exhibit properties and functionalities well beyond those of each individual constituent layers. Without direct covalent bonding at the interface, these properties likely arise from mechanisms of unconventional nature. Here, we explore several intrinsic characteristics that underline the emergent properties of vdW heterostructures.

We synthesize a prototypical vdW heterojunction by transferring CVD graphene onto topological insulator (TI) Bi$_2$Se$_3$ grown by MBE. Using STM/S, we demonstrate a giant spin-orbit splitting of the graphene Dirac states up to 80 meV (compared to intrinsic values of 24-50 µeV), with a spatial variation of ±20 meV. Density functional calculations show that this splitting is a result of the proximity to Bi$_2$Se$_3$, which breaks the inversion and horizontal mirror symmetries of the graphene, thus lifting the four-fold degeneracy of its bands at the Dirac point (E$_D$). Furthermore, the transfer of the spin-orbit coupling is found to be through Bi character introduced into the graphene Dirac states due to orthogonalization to the Bi$_2$Se$_3$ states. Moreover, we find that the strong spatial fluctuation in the transferred spin orbit coupling (SOC) in graphene is due to the inherent non-epitaxial relation at the graphene / Bi$_2$Se$_3$ interface.
Our results not only demonstrate an enhancement of several orders of magnitude of the spin splitting of the graphene Dirac bands in a vdW heterostructure, but further reveal two intrinsic characteristics – the symmetry breaking and orthogonalization of the wave functions at the interface – that are key to the properties in vdW heterostructures. A manuscript reporting these results is under review at ACS Nano.

2. Observation of topological phase transition in Sb/Sb\textsubscript{2}Te\textsubscript{3} heterostructures

Topological insulators are distinguished by a bulk topological Z\textsubscript{2} index and metallic boundary states populated by massless Dirac fermions. These boundary states are protected by time-reversal symmetry, and can only be tuned through topological phase transition induced by external variables such as strain, electrical field, and composition. Here we demonstrate a thickness driven topological phase transition in heterostructures of Sb/Sb\textsubscript{2}Te\textsubscript{3} (Bi\textsubscript{2}Te\textsubscript{3}) grown by MBE.

At 300K, the growth of Sb initially follows a step-flow mode with a thickness of 3 bilayers (BLs), which is about the thickness of one Sb\textsubscript{2}Te\textsubscript{3} quintuple layer. Interestingly, before completely covering the surface of Sb\textsubscript{2}Te\textsubscript{3}, the 4\textsuperscript{th} Sb BL begins to grow on top of the existing 3 BL Sb islands (Fig. 2(a)). Atomic resolution imaging indicates that most of the step edges of the Sb islands are zigzag without any reconstructions (Fig. 2(b)), providing an ideal platform to verify the existence of one-dimensional (1D) edge mode that is the hallmark of 2D topological insulators.

Figure 2(c) shows dI/dV tunneling spectra taken along the direction perpendicular to the step edge of a 7 BL film. Far away from the edge, the dI/dV spectra exhibit features mainly related to Sb(111) surface states. Approaching the step edges, a prominent peak around 0.2 V appears within 1.5-2.0 nm from the step edge, which is further confirmed by spatially resolved spectra taken perpendicular to the edge (Fig. 2(d)), suggesting that the peak at ~0.2V can be attributed to the edge state of Sb(111) films.

Measurements were also carried out for 5, 6, and 8 BL films, where similar edge states are observed. On the other hand, no such edge states are observed for films below 3 and above 10 BL. These findings indicate that Sb(111) films undergo a series of topological phase transition induced by the competition between quantum confinement and surface effect. A manuscript is under preparation to report these findings.
3. **Electrical detection of spin-momentum locking in Dirac and Rashba states**

A hallmark of the 3D TIs is that their Dirac surface states are occupied by a single spin and exhibit helical spin-momentum locking. On the other hand in a two-dimensional electron gas (2DEG) with a parabolic energy dispersion, the Rashba form of SOC also leads to a pair of Fermi surfaces that exhibit counter-rotating chiral spin texture, locking spin to the linear momentum (Fig. 3(a)). As such, an unpolarized bias current is expected to create a net spin polarization due to spin-momentum locking in both systems (Fig. 3(b)), however with signs that are predicted to be opposite. In collaborations with Naval Research Lab, spin potentiometric measurements of bias current-generated spin polarization were carried out on Bi$_2$Se$_3$ (111) films where Dirac surface states coexist with normal 2DEG states, and on InAs(001) samples where only normal 2DEG states are present. Spin polarization arising from spin-momentum locking are observed in both cases, with opposite signs of the spin voltage (Fig. 3(c&d)). A model based on spin dependent electrochemical potentials is also developed to directly derive the signs expected for the TI surface states, and unambiguously show that the dominant contribution to the current-generated spin polarization measured in the TI is from the Dirac surface states.

This work provides the first direct comparison of the helical spin texture of Dirac and Rashba 2DEG states through electrical transport measurements. This direct electrical access of the helical spin texture of Dirac and Rashba 2DEG states is an enabling step toward the development of TI and SOC-based spintronics for energy efficient computation and information storage. A manuscript reporting these results is under review at Nature Communications.

4. **Calculation of gapped Dirac states in silicene and germanene on Al$_2$O$_3$(0001)**

Silicene and germanene, the silicon and germanium 2-D analogues of graphene, are predicted to have linearly dispersing Dirac states at the Fermi level. In contrast to carbon in graphene, however, both silicon and germanium favor sp$^3$ bonding rather than sp$^2$. Thus, while free standing graphene is stable and can be transferred rather easily, substrates appear to be required to stabilize silicene. Our calculations show that wide band gap materials are promising.
candidates to minimize the effect of the substrate on their electronic properties, as shown here for silicene (and germanene) on Al₂O₃(0001).

The calculated low energy structure of $\sqrt{13}\times\sqrt{13}$ silicene on a 3x3 Al₂O₃(0001) is reconstructed, consisting of both high- and low-buckled Si atoms. The binding energy is reduced compared to silicene on Ag(111), but is still sizable (~0.52 eV/Si), indicating that the interaction is not simply van der Waals. The band alignment for Al-terminated Al₂O₃(0001) and silicene (Fig. 4(a)) places the Dirac point of isolated silicene in the middle of the gap, and suggests no charge transfer or direct interaction between substrate states and the silicene Dirac states. (For oxygen-terminated surface, the silicene Dirac point is also in the gap, but closer to the top.)

Next, we calculated the electronic states for both an isolated silicene layer with the same reconstructed structure and the interacting system (Fig. 4(b&c)). For the isolated silicene, while the calculated bands are very similar to that of the ideal silicene, particularly for the valence bands, the reconstruction breaks symmetry, leading to the opening of a small gap (~0.1 eV) at the Dirac point. The changes are more significant for the interacting case: (i) the $\sigma$ bands below -5 eV are heavily modified, indicating interactions with the substrate; (ii) both the valence and conduction $\pi$ bands are broken up by minigaps; (iii) the gap at K is increased to 0.44 eV; and (iv) the dispersion around the Dirac point is no longer a cone, but rather consists of sections of almost flat bands. These modifications in the electronic bands occur in absence of substrate states in the same energy region (c.f., Fig. 4(b&c), and are a result of indirect interactions via deeper lying states.

For germanene/Au(111) with an almost flat honeycomb lattice, the electronic interactions with the substrate are so strong that the isolated germanene features become indistinguishable. For Al₂O₃ substrate, on the other hand, germanene effectively maintains the ideal low-buckled structure, along with approximately linear dispersion of the Dirac states and a small gap.

These results demonstrate the sensitivity of the electronic states of silicene and germanene to substrate interactions, and suggest pathways to tune their electronic properties. These findings have been published in Physical Review B.

Future Plans

We will continue the systematic studies already underway to investigate 1) edge states in graphene/TI heterostructures; 2) epitaxial growth of 2D TIs on conventional semiconductors (e.g., Sb on SiC(0001)); 3) chiral-based topological insulators (e.g., strained Te).
Publications resulting from work supported by the DOE grant over the previous two years


Quasiparticle Interference and Strong Electron-Mode Coupling in the Quasi-One-Dimensional Bands of Sr$_2$RuO$_4$

Vidya Madhavan  
Department of Physics, University of Illinois, Urbana-Champaign

Research Scope

Our goal is to realize topological superconductivity, proximity induced superconductivity, and Majorana bound states (MBS) in bulk and thin films and measure them using advanced STM spectroscopic techniques of Fourier transform scanning tunneling spectroscopy (FT-STS) and Landau level spectroscopy (LLS). The ability to directly measure the properties of Dirac systems in both real- and momentum space makes scanning tunneling microscopy (STM) one of the most powerful tools for probing novel topological phases. Furthermore, combining STM spectroscopy with thin film growth provides a tunable, versatile platform for both realizing and measuring novel phases. The materials we propose to study include 3D-TIs, TCIs and 2D topological insulators. We will particularly concentrate on thin films of these materials which are susceptible to being tuned by doping, strain or gating, allowing us to explore their physical properties in the most interesting regimes and set the stage for future technological applications.

Recent Progress

One of the goals of the project is to study the single-layered ruthenate Sr$_2$RuO$_4$. Sr$_2$RuO$_4$ has attracted a great deal of interest as a spin-triplet superconductor with an order parameter that may potentially break time reversal invariance and host half-quantized vortices with Majorana zero modes. While the actual nature of the superconducting state is still a matter of controversy, it has long been believed that it condenses from a metallic state that is well described by a conventional Fermi liquid. In this work we used a combination of Fourier transform scanning tunneling spectroscopy (FT-STS) and momentum resolved electron energy loss spectroscopy (M-EELS) to probe interaction effects in the normal state of Sr$_2$RuO$_4$. Our high-resolution FT-STS data show signatures of the β-band with a distinctly quasi-one-dimensional (1D) character (Fig. 1). The band dispersion reveals surprisingly strong...
interaction effects that dramatically renormalize the Fermi velocity, suggesting that the normal state of Sr$_2$RuO$_4$ is that of a ‘correlated metal’ where correlations are strengthened by the quasi 1D nature of the bands. In addition, kinks at energies of approximately 10meV, 38meV and 70meV are observed. By comparison with M-EELS data we show that the two higher energy features arise from coupling with collective modes. The strong correlation effects and the kinks in the quasi 1D bands have important implications for the superconducting state. This work opens up a unique approach to reveal the superconducting order parameter in this compound, where the superconducting instability may be dominant on the quasi-1D bands.

We continue to perfect our thin film growth techniques. In a previous study we had measured the effect of spatially varying strain on the band structure of topological crystalline insulator thin films using quasiparticle interference spectroscopy$^2$. Expanding on this, we have recently studied the influence of the orbital nature of bands on their stain response. Orbital degrees of freedom have strong effects on the fundamental properties of electrons in solids. In addition to influencing bandwidths, gaps, correlation strength, and dispersion, orbital effects have also been implicated in generating novel electronic and structural phases such as Jahn-Teller effect and colossal magneto resistance. Here we show for the first time how the orbital nature of bands can create non-trivial strain effects. We use scanning tunneling microscopy (STM) to study the influence of strain on the electronic structure of a heteroepitaxial thin film of Sr$_2$RuO$_4$.

![Spatial distribution of different types of strain.](image)

**Fig. 2** Spatial distribution of different types of strain. (a) STM topograph of ~130 nm square region of the sample ($V_{set} = -50$ mV, $I_{set} = 200$ pA) (b) Schematic of the (001) surface of SnTe. Arrows in (b) denote the x- and y-axes. (c)-(f) The components of the 2 x 2 strain tensor extracted from topograph in (a). $u_{ij}$ denotes . (g)-(j) Physically significant linear combinations of the tensor elements in (c)-(f). (g) The isotropic compression ; (i) the uniaxial strain ; (j) the shear strain ; (j) the local rotation angle . **Fig. 1 Quasiparticle interference (QPI) of Sr$_2$RuO$_4$.** a, b. Spatially resolved dI/dV conductance maps at -12.7meV and -0.5meV. d, e. Drift-corrected and symmetrized Fourier transforms of dI/dV conductance maps.
insulator, SnTe. First we demonstrate how the complete strain tensor can be directly measured on the local scale with nanometer precision using STM. This allows us to create two-dimensional maps of biaxial, uniaxial and sheer strain components (Fig. 2), which can then be correlated with the local electronic structure using local Fourier-transform scanning tunneling spectroscopy. Applying these techniques to SnTe thin films, we find a surprising effect where uniaxial strain in one direction affects the band structure in the perpendicular direction. Theoretical calculations indicate that this arises from the effects of strain on hopping matrix elements, which depend on the orbital quantum number of the bands. Our results imply that a microscopic model capturing strain effects on band structure must include a consideration of the orbital nature of the bands.

We continue to expand the toolset available to us in the powerful probe of scanning tunneling microscopy. Quantifying the interaction between phonons and electrons is of immense importance for a complete understanding of many materials systems. Nearly all information about electron-phonon coupling (EPC) is contained in the Eliashberg function of the material, but its precise extraction has in part been limited due to the lack of local experimental probes. By utilizing Landau level spectroscopy, we have constructed a method to directly extract the Eliashberg function, and demonstrate its applicability to lightly doped thermoelectric bulk insulator PbSe$^3$. In addition to its high energy resolution only limited by thermal broadening, as well as access to both occupied and unoccupied electronic states, this novel experimental method could be used to detect variations in mass enhancement factor ($\lambda$) on microscopic length scales, which opens up a unique pathway for investigating the effects of chemical defects, surface doping and strain on $\lambda$.

**Future Plans**

We plan to continue our studies of Sr$_2$RuO$_4$ and extend the study to temperatures below $T_c$ where we can probe the order parameter and search for signatures of Majorana fermions.

We will measure bulk materials like Cu and Sr intercalated Bi$_2$Se$_3$ to study topological superconductivity.

We will continue to perfect our growth superconducting/TI heterostructures to realize and measure topological superconductivity and Majorana modes.

**Publications**


Oxides Surfaces and Novel Electromechanical Phenomena

Laurence D. Marks
Department of Materials Science and Engineering, Northwestern University
Evanston, IL 60208 USA

Research Scope

Oxides surfaces are ubiquitous and show promise in a wide array of applications including growth, electronics, and catalysis, extending the scope of this work across many disciplines. In spite of their wide use, our understanding of oxides surfaces is still incomplete. For example, most of the literature where oxides are used as substrates for growth ignores the surface structure beyond a simple bulk truncation. There is an expanding body of literature that has demonstrated that many, perhaps most oxides have surface reconstructions that often make those know for semiconductor and other surfaces look simple. The PIs group has been studying oxides surfaces for almost two decades and has solved approximately 20 different complex surface reconstructions on various oxides (1, 2). These reconstructions not only influence growth, but also alter surface chemistry and properties that give rise to interesting electronic phenomena at the interface as seen in the case of LaAlO$_3$/SrTiO$_3$ (3). Further, they are present not just on bulk surfaces but also on nanoscale oxides (5).

Our recent work has been in two directions. The first, the prior grant, was to develop new methods for imaging oxide surfaces, exploiting aberration-corrected microscopies as well as furthering our understanding of oxide surface structure. The second was the discovery of a completely unexpected large flexoelectric response on in lanthanide scandates which is the basis of new research.

Recent Progress: Oxide Surfaces and Techniques

Significant progress has been made in the last two years in understanding oxides surfaces including those of SrTiO$_3$, LaAlO$_3$, and DyScO$_3$. The process of solving these reconstructions has been aided by the development of new tools. A question we asked was how useful will aberration-corrected electron microscopes be for surfaces? Are the gains going to just be from improved signal-to-noise or more?

One target was to understand atomic resolution secondary electron imaging (ARSEM) in detail, using the c(6×2) surface reconstruction on SrTiO$_3$ (001) surface (4). This was a complex problem, involving a relatively large collaboration by five institutions and techniques ranging from accurate scattering modelling to DFT to name only two. One key aspect was to incorporate dielectric screening from the valence states in addition to the core states to match experimental data, and also include via a statistically accurate model surface disorder. To illustrate this the correlation of fit between the simulated and experimental images as a function of the different states incorporated in damping is given in Figure 1. The agreement between experiment and calculation is excellent, and we can now claim that the key physics of ARSEM are understood, although fine details of, for instance, the dielectric screening can still be improved upon.

A second target was understanding inversion of high resolution plan view images of the surfaces with aberration-corrected instruments. While aberration-correction certainly helps, it does not correct for dynamical diffraction and we found that the method is limited by the thickness of the sample and symmetry of the surface structure. Surfaces with inversion symmetry
solve better since inversion symmetry limits the phase of reflections to be either 0 or π. The results have been published in detail (6).

The reconstructions on the SrTiO$_3$ (110) surface were studied using a combination of scanning tunneling microscopy, transmission electron diffraction, and X-ray absorption spectroscopy, and analyzed with density functional theory (DFT) calculations. The (110) surface is invariably terminated with an overlayer of titania and with increasing density of titania switches from n×1 to 2×n. The (4×1) and (2×5) structures can be reversibly switched with the deposition of Ti/Sr followed by annealing (7). Stress and packing density driven transitions from a reconstruction with tetrahedral networks of TiO$_5$[$\square$] to a thin film with octahedral coordination of TiO$_6$ were observed. At low surface excess of Ti, the structure is driven by local chemistry and coordination of Ti.

The $n\times n$ ($2\leq n\leq 4$) reconstructions on the (111) surface of SrTiO$_3$ were solved using a combination of transmission electron diffraction, DFT modeling, and scanning tunneling microscopy. The surfaces contain a mixture of the tetrahedral TiO$_4$ units sitting on top of octahedral TiO$_5$[$\square$] and TiO$_6$ units in the second layer. In addition, at high temperatures a transition from enthalpy-dominated 3×3 and 4×4 reconstructions to configurational entropy-dominated 2×2 reconstructions occurs (2).

In addition to SrTiO$_3$, the (5×2) and (2×1) reconstructions on the (001) and (110) surface of LaAlO$_3$ respectively, are also being studied. Angle resolved X-ray photoelectron spectroscopy shows that both of these reconstructions are Al rich. Similar to reconstructions found in SrTiO$_3$ which are Ti terminated, these reconstructions are also B site terminated. Feasible sets of solutions are currently being investigated.

Figure 1. Comparison of HRSEM experimental and simulated images. (a – c) HRSEM simulations of the Sr7 structure including damping due to dielectric screening: (a) Using only core states (up to and including the 3d state in Sr, the 2p in Ti and 1s in O). (b) Adding the 4s and 4p for S4, the 3s and 3p for Ti and 2s for O. (c) Adding the contribution for the filled 2p orbital in O. (d) Shows the HRSEM simulations including all orbitals for the Sr7-effective structure. (e) Shows the experimental result with translational 6×2 unit cell averaging and c2mm symmetry applied. In (f – j), we show the corresponding bulk-subtracted results from a through e. In (k – n), we show the Pearson product-moment correlation of image intensities corresponding to f through j. (Adapted from (4)).

Figure 2. STM images of the 4×1 (a) and two kinds of (2×5) surfaces (b, c). (Simulated images of the two kinds of (2×5) are inset in (b) and (c)).
Recent Progress: Unexpected Flexoelectric Bending

The SrTiO$_3$ perovskite is part of the family of “242” perovskites where all the elements have even valence. With even valence many of the main surfaces are valence neutral automatically. Other perovskites such as the lanthanide scandates are “332” are almost unexplored, despite their growing use as substrate materials for oxide MBE. They also have strongly-correlated 4f electrons for which spin-orbit effects are significant, an incompletely understood issue where conventional DFT can break down catastrophically. Exploratory surface studies on three such materials, LnScO$_3$ (Ln=Gd, Tb, Dy) were conducted by a graduate student. He noticed something “odd”, and was smart enough to realize that it was worth pursuing. Very large bending of samples *in-situ* occurred, which radii of curvature of the order of a micron which corresponds to strains of 2-6%, well beyond the expected yield strain of a brittle ceramic.

We argue that this is due to the polarization created by charging, i.e. the flexoelectric effect (8). This is the first direct observation of such large bending of a ceramic material due to the flexoelectric effect. The observed bending was proportional to the electron flux and reversible. The illustration in Figure 3 summarizes the results of the observed bending. These results were corroborated with ex-situ measurements of the flexoelectric coefficient (Figure 4). Although the measured flexoelectric coefficients of DyScO$_3$ is comparable to previously studied materials(9), the flexocoupling voltage (ratio of flexoelectric coefficient to dielectric constant) is ~40 V, which is larger than predicted by any current theory. This makes DyScO$_3$ the material with the second largest known flexocoupling voltage (BaTiO$_3$ is larger), a strong candidate for applications ranging from energy harvesting to nanoscale actuators.

These results are only the tip of the iceberg. For instance, we have definitive XPS evidence for temperature-dependent band bending and the formation of a metallic-like state at the surface above about 90C for both DyScO$_3$ and TbScO$_3$ (but not GdScO$_3$); evidence for complex spin and orbital ordering with multiple near degenerate 4f states from relatively accurate DFT as well as preliminary data from DFT about the source of the large flexoelectric effect in this compounds.
The lanthanide scandates show every indication of being a source of a large amount of new science with many potential energy applications, although it is still early days.

**Future Plans**

The flexoelectric effect is in its early stages and there is much work to be done, and a reasonably high probability of unexpected results. We are developing a loose network of collaborators (at DOE national labs and elsewhere) since we recognize that we cannot do everything. A few directions are:
1. The flexoelectric effect as a function of temperature both macroscopically and in-situ. Preliminary in-situ data suggests a suppression, which may be due to surface metallization.
2. DFT based calculations will be employed to calculate flexoelectric coefficients. In most publications to date theoretical values are orders of magnitude off from the experimental data.
3. Calibration of the DFT calculations with experimental data on the electronic structure. Hard X-ray photoelectron spectra of the electronic structure of lanthanide scandates will be obtained, and we are also investigating the possibility of using resonant photoelectron spectra (RPES) with the O1s edge since normal XPS of the valence edge is dominated by the 4f states.
4. Analysis of EELS spectra. We have preliminary low-loss data for clean, charging samples which needs further analysis.
5. Holographic measurements, if possible, of the degree of charging (with collaborators).

In addition to these we will continue with, as relevant, analysis of the surface structure of oxides. In some cases this will be dual purpose; for instance flexoelectric measurements of CaTiO$_3$ will test the role of octahedral tilts in the absence of 4f electrons, as well as being in its own right an interesting material to test the role of octahedral tilts on surface reconstructions.
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Structured Electron Beams for Electron Microscopy

Benjamin J. McMorran, Department of Physics, University of Oregon

Research Scope

The goal of this project is to develop new electron microscopy capabilities using structured electrons, such electron vortex beams. Electron microscopy is one of the most widely used tools for studying energy-related materials at atomic lengthscales, yet the performance and utility of these tools is determined by the precision with which electrons in free space can be manipulated. There are both physical and economic limits to what can realistically be achieved using conventional electron optics. However, new types of electron optics developed under this project – for example, nanofabricated diffractive optical elements (DOEs) – offer a new way to sculpt and utilize electrons inside electron microscopes. This project uses these devices to produce structured electrons and apply them to enhance the spatial resolution and contrast in electron microscopes. For example, the project investigates methods for using electrons with helical wavefront structure to directly probe magnetization and electronic orbital structure within materials. Such electron vortex beams are remarkable for their quantized orbital angular momentum (OAM) and spiral phase.

Recent Progress

1. Demonstration of chiral interactions using STEM-EELS with vortex beams

We excited chiral surface plasmon modes in nanoparticle systems by transferring OAM from an electron vortex beam. Several optical studies have induced plasmon vortices using optical vortices and circularly polarized light. It is hoped that measurement of OAM transfer from electron vortices allows for unique identification of the OAM associated with localized plasmons and excitons.

Electron vortex beams were produced in an FEI Titan TEM at 300 kV. A forked grating DOE was located in the condenser lens aperture of the microscope. The +1 and -1 diffracted probe beams each carry one unit of OAM per electron, with opposite handedness in the two beams. They are alternately focused in the plane of the sample to be analyzed.

Figure 1 – Example of electron chiral dichroism using electron vortex beams. (a) Schematic of electron vortex beam illuminating a chiral nanoparticle (NP) cluster. (b) A TEM image of the cluster. (c) A schematic of the chiral cluster with an overlaid image of the vortex probe. The red circle indicates the effective entrance aperture for the EEL spectrometer. (d) Comparison of EEL spectra for several incident wavefunction and specimen permutations. (e) Differences in spectra between right-handed and left-handed vortex beams appears at 3.5 eV only when illuminating the chiral cluster (not when illuminating symmetric particles or the substrate.)
We observed a clear OAM dependence in low-loss EELS in a chiral distribution of Al/Al$_2$O$_3$ core-shell nanoparticles (Fig. 1). The cluster was illuminated by +1, 0, and -1 OAM vortex beams, as well as a “fake” vortex probe having a donut-shaped intensity distribution but no OAM. EEL spectra were acquired using electrons in the optical axis of each beam. It was found that illumination of a -1 OAM beam generated an additional plasmon peak at approximately 3.5 eV, whereas illumination by a +1 OAM beam or a fake vortex beam with identical intensity distribution did not produce the plasmon. This dichroism signal was robust against relative beam-cluster alignments, but the experiment was quite challenging.

Similar dichroism signals have now been observed in chiral cobalt nanoparticles made by the group of Nicholas Kotov at University of Michigan. The same chiral nanoparticles show asymmetric absorption of circularly polarized light (optical circular dichroism). Although this signal is much cleaner, we must wait for further characterization of these NPs from our collaborators before submitting these results to a journal.

In the past two years, we have found that a crucial overlooked necessity for electron vortex dichroism is the post-specimen measurement of the OAM distribution of scattered electrons. This finding has a strong impact on the initial plan for the project.

2. **Holographic Aberration-Correction and Apodization of Electron Beams**

Working with Martin Linck at CEOS GmbH and Peter Ercius and Colin Ophus at NCEM-Molecular Foundry, we designed and produced a nanofabricated DOE that holographically imprints reverse spherical aberration onto an electron beam$^{10}$. As shown in Fig 2, the DOE holographically encodes a spatial phase that mimics the spherical aberration imparted by the objective lens of the TEM. These gratings were installed in the C2 aperture of two different FEI Titans – the UO TEM and the Titan-X instrument at NCEM. In STEM mode, multiple probes were diffracted by these DOEs and focused down on the specimen plane. We recorded Ronchigrams and several atomic resolution STEM images to demonstrate that in one of the diffracted probes, spherical aberration imprinted by the objective lens had effectively been removed.

![Figure 2](image-url)

Figure 2 - (a) An SEM image of a diffraction hologram for C$_3$-correction. The magnified subarea (b) exhibits the bending of the grating lines similar to the exaggerated model (c). Fourier analysis (d) allows reconstructing the geometric phase of the grating (e). The unwrapped phase profile (f) confirms the power-of-four behavior of the grating’s phase shift. Ronchigrams taken with the +1 aberration-corrected diffraction order (g), the uncorrected 0 diffraction order (h), and the doubly-aberrated +1 diffraction order (i) demonstrate the effectiveness of the hologram.
3. Electron interferometry with structured electron probes

We have produced several methods for measuring phase shifts of structured electrons, and are applying this to enhance the contrast of electron-transparent specimens. We have been designing and fabricating phase plates for use in matched illumination and detector interferometry in a STEM (MIDI-STEM). Development of this technique is headed by our close colleague at NCEM, Colin Ophus. Under this project, we design, optimize, and fabricate the multizone phase plates. As shown in Fig. 3, MIDI-STEM provides a way to dramatically enhance the contrast of electron-transparent specimens while preserving high resolution. In MIDI-STEM, phase plates having two sets of equal-area zones, one of which imprints a $\pi/2$ phase with respect to the other, are installed in the condenser system of a STEM. The probe-forming optics of the instrument focuses and scans a resulting structured probe on the specimen. A fast imaging detector such as the Gatan K2 on TEAM I is used to image the phaseplate at each probe position. The difference in signal within the two zones (shown in red in Fig. 3b) is calculated, and this is used to provide a linear contrast transfer function. An interferometric image of an electron-transparent carbon membrane (Fig. 3c) shows enhanced contrast compared to a standard STEM-ADF image (Fig. 3d).

Future Plans

Mechanical manipulation of nanoparticles using electron vortex beams – We are investigating the use of electron vortex beams to manipulate nanoparticles. The UO currently has a liquid flow cell holder, and we have been using this to image gold nanoparticles in the TEM. Initial experiments illuminating these nanoparticles with vortex beams seem to indicate that the beams have a rotary effect, but further experiments are necessary. For these experiments we will produce some grating that maximize the OAM current in the beam, defined as the product of the topological charge of the electron beam and the beam current.

Atomic resolution orbital interactions of vortex STEM probes – We are currently fabricating gratings and planning experiments for a concerted effort to demonstrate magnetic dichroism at atomic spatial resolution using aberration-corrected electron vortex probes. One major limit to this work has been that UO researchers can only visit TEAM I for a few days at a time. However, a senior PhD student, Tyler Harvey, was recently awarded a DOE SCGSR to support concentrated research at NCEM-Molecular Foundry in 2017. With this award, we will be
able to spend months at NCEM, and make more efficient use of off-hours access to TEAM I and TEAM 0.5. We will use a higher-OAM beam to align and stigmathe the diffracted probe, then switch to another grating that produces the desired probe with one unit of OAM for dichroism experiments. Our intermediate goal is to verify the presence of a clean vortex mode in the focused, aberration corrected probe by demonstrating STEM images with hollow spots at atomic column positions. In addition to thinned single crystal iron, we have acquired cobalt oxide nanoparticles with antiferromagnetic ordering in the shell structure that we believe will provide a suitable test specimen. We are also investigating the suitability of molybdenum disulfide for these experiments, as it is a 2D material without channeling effects.

Phase microscopy – In collaboration with Dr. Colin Ophus, Dr. Peter Ercius, and Dr. Hao Yang at NCEM, we plan to further develop interferometric techniques such as MIDI-STEM and STEM-holography. We need to optimize the design and construction of the nanofabricated phase plates used for this work. We also plan to incorporate some of our other technologies into the design of the structured electrons used for this work, such as holographic aberration correction, and electron vortices. to study magnetic materials.
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Advancing *In situ* Analytical Electron Microscopy for Probing Dynamic Nano-Scale Solid State Electrochemistry

Ying Shirley Meng, Department of NanoEngineering, University of California San Diego

**Research Scope**

The current project focuses on the advancement of our newly developed *in situ* analytical electron microscopy and the development of additional high-end capabilities to quantitatively elucidate the dynamic changes in the bulk and interfaces of electrodes and electrolytes in various forms of solid state energy storage and conversion devices. The main goal is to characterize and elucidate the mechanisms by which dynamic structural and electrochemical transformations occur in various electrode/electrolyte solid-solid interfaces in order to build guiding principles for functional solid state batteries. We also utilize additional advanced techniques such as coherent x-ray diffraction imaging (CXDI) and quantum mechanical computation in order to identify the underlying fundamental science of phase transformations, roles of defect formation and dynamics in the solid state electrochemical systems at the nanometer scale.

**Recent Progress**

*In situ* analytical electron microscopy (AEM) is a fast-growing and fascinating area of research that has drawn tremendous attention from various fields ranging from materials science to chemistry and biology. In fundamental studies of energy storage system, particularly electrochemical energy storage (EES), *ex situ* experiments often have limited time-scale resolution due to sample preparation and transfer, preventing the determination of the time constant of a reaction/transformation. More importantly, electrochemical systems often operate at states far from equilibrium. On the other hand, the EES systems’ macroscopic properties such as the energy and power density are often governed the electrode/electrolyte interfaces that by nature are of atomic and nano scales. Therefore, *in situ* AEM provides great opportunities to characterize dynamic changes in morphology, electronic bonding state, and chemical composition in materials at and below the nanoscale. *In situ* electrochemical operation in the ultra-high vacuum column of a TEM has been pursued by three major strategies (Fig. 1). Our team has focused on the solid state approach (2 in

![Figure 1. State-of-the-art (S)TEM techniques and their applications in battery research. (Publication 1)](image-url)
Fig. 1, where a full cell “nanobattery” can be fabricated from an all-solid-state thin film battery using a set of fully optimized focused ion beam (FIB) fabrication procedure.

Our methodology is at the forefront of this particular strategy by fully enabling galvanostatic cycling of FIB processed cross-sections in the TEM [Publication 2]. Galvanostatic biasing, as opposed to using potentiostatic biasing commonly seen in the literature [1-3], provides a powerful and precise control over the state of charge (e.g. Lithium content) at which we can characterize the electrochemical system as a function of states of charge. We established our in situ TEM methodology using a model system of lithium cobalt oxide (LCO) cathode, lithium phosphorus oxynitride (LiPON) electrolyte, and amorphous silicon (a-Si) anode all-solid-state battery [Publication 3]. The current work extends this technique to other battery chemistries to (1) understand how novel bulk materials function, we have focused on high energy high voltage systems where a large amount of lithium can be extracted (2) identify dynamic mechanisms limiting the ion transport, electron transport and phase transformations (if any), and (3) facilitate the design and optimization of better solid state battery materials. For layered compounds, work has focused on fully or partially substituting the Co ions with other transition metals. One compound is LiCo$_x$Ni$_y$Mn$_{1-x-y}$O$_2$ (NMC), which could extend the operation voltage window to 4.7 V [4]. Another possibility is the introduction of excess Li ions to improve material capacity. Li-rich Li[Li$_{1/3}$Li$_{2/3}$Ni$_{2/3}$]O$_2$ (0 < $x$ < 1) can exceed 300 mAh/g, however there is a large irreversible capacity loss in the first cycle of 40-100 mAh/g and poor rate capability [5]. Alternatively, Li(NiMn)$_2$O$_4$ spinel structures are promising because they allow for three-dimensional Li diffusion. For phase pure LiNi$_{0.5}$Mn$_{0.5}$O$_4$ the redox couple switches from Mn$^{3+}$-Mn$^{4+}$ to Ni$^{2+}$-Ni$^{4+}$ raising the voltage up to 4.7 V [6]. However, these new materials development has been dominated mostly by liquid electrolytes such as carbonate based electrolytes, whose thermal stability and electrochemical stability are poor at high voltages more than 4.5V. Our approach of exploring the compatibility of these high voltage materials with solid electrolytes will open up a new venue for exploring strategies to enable ultra-high energy density EES (doubling or tripling the energy density).

Building off of the in situ TEM analysis of the model LCO/LiPON/a-Si battery, we moved forward to analyze the LNMO/LiPON/a-Si system. We have successfully fabricated an electrochemically active LNMO/LiPON/a-Si micro-battery through close collaboration between UCSD and ORNL. Preliminary results indicate that the LNMO/LiPON interface is more stable than that of LCO/LiPON (Fig 2 From Publication 4), however the exact
atomistic level understanding is still lacking.

We are currently investigating and comparing the layered and spinel systems when charged to high voltages. The primary goal of high-end characterization techniques on lithium ion battery materials has always been to apply the knowledge gain through these techniques in order to improve material synthesis and explore new regimes of material. We hope to use our \textit{in situ} AEM methodology on additional interfaces between the novel cathodes and novel electrolytes that have been proposed in the previous section. As a preliminary study, we have looked at the Spinel-LNMO/LiPON interface and observe that there is no evidence of a disordered interfacial layer that forms (Fig. 3). Such a new interface is drastically different from what we previous seen. This is particularly interesting as Li et al [7] has shown over ten thousand cycles using a LNMO/LiPON/Li cell chemistry. Henceforth, it is of great scientific curiosity to understand what causes and prevents the formation of the disordered layer and not just its effects. Some recent computational papers have shown that there is a certain chemical instability between layered cathode material and solid state electrolytes [8]. There is a thermodynamic driving force for decomposition when the materials are in contact with each other. However if we can understand why certain interfaces do not form decomposition interfaces, we can use the knowledge learned in order to form guiding principles of interfacial engineering that produce distinct electrode-electrolyte interfaces with an additional protection layer. Such knowledge would be greatly useful in designing the next generation of all-solid-state thin film batteries and electrode coatings design for bulk systems.

\textbf{Future Plans}

Going forward, we will to do a full analysis of the electrode/electrolyte interfaces via \textit{in situ} STEM/EELS at improved spatial, energy and temporal resolutions. This has and will continue to uncover fundamental mechanisms at solid interfaces that would otherwise elude bulk characterization techniques. However, there are merits to bulk-scale measurement techniques, and recent developments in coherent x-ray coherent diffraction imaging (CDXI) will greatly compliment our atomic-scale thin film research, potentially allowing dynamic observation of defects through the thickness of the thin film batteries. Further, computational methods will be applied, using fundamental quantum mechanical calculations to fully describe the observed mechanisms and validate our interpretations.
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ATOMIC ELECTRON TOMOGRAPHY: 3D STRUCTURE WITHOUT CRYSTALS

Jianwei (John) Miao
Department of Physics & Astronomy and California NanoSystems Institute, University of California, Los Angeles, CA 90095-1547. Tel: 310 206 2645, Email: miao@physics.ucla.edu.

Program Scope
To understand material properties and functionality at the most fundamental level, one must know the 3D positions of atoms with high precision. For crystalline materials, x-ray crystallography has provided this information since the pioneering work of Max von Laue and the Braggs around 100 years ago. But perfect crystals are rare in nature. Real materials often contain defects, surface reconstructions, nanoscale heterogeneities and disorders, which strongly influence material properties and performance. Completely different approaches from crystallography are needed to determine the 3D atomic arrangement of crystal defects and non-crystalline systems. In recent years, dramatic developments in aberration-corrected electron microscopes, advanced detectors, data acquisition methods, powerful 3D image reconstruction and atom tracing algorithms have placed one method on the cusp of this breakthrough: atomic electron tomography (AET) (1). AET has been used to image the 3D structure of grain boundaries, stacking faults, and the core structure of edge and screw dislocations at atomic resolution (2). It has also revealed the existence of atomic steps at 3D twin boundaries that are hidden in conventional 2D projections. Furthermore, the combination of AET and atom tracing algorithms has enabled the determination of the coordinates of individual atoms and point defects in materials with a 3D precision of 19 pm, allowing direct measurements of 3D atomic displacements and the full strain tensor (3). More recently, the 3D atomic arrangement of chemical order/disorder in a material was determined with 22 pm precision. The measured atomic positions and chemical species were used as direct input to quantum mechanical calculations to correlate crystal defects and chemical order/disorder with material properties at the single-atom level.

![Fig. 1. 3D determination of the positions of individual atoms in a material with 19 pm precision. The experiment was conducted using an aberration-corrected ADF-STEM. A tilt series of 62 projections was acquired from a tungsten needle sample by rotating it around the [011] axis. The inset shows a representative projection at 0°. After post-processing, the apex of the sample (labelled with a rectangle in the inset) was reconstructed by the EST method. The 3D positions of individual atoms were then traced from the reconstructions and refined using the 62 experimental projections. The 3D atomic model of the sample consists of 9 atomic layers along the [011] direction, labelled with crimson (dark red), red, orange, yellow, green, cyan, blue, magenta and purple from layers 1 to 9, respectively. [Ref. 3]](image-url)
Building upon these developments, the scope of this project is:

- To resolve the 3D distribution of dipole moments of ferroelectric nanoparticles at the single-atom level, which will enable us to understand the underlying physics behind the ferroelectrics.
- To determine the full 3D atomic arrangement, including point defects, dislocations and grain boundaries, of 2D materials such as Bi₂Se₃. The atomic coordinates as well as the defect structure will be used to obtain the defect-induced electronic properties with DFT calculations.
- To identify the positions of all atoms in Ru@Pt core-shell electrocatalysts with emphasis on the strained Pt lattice and the Ru/Pt heterometallic interface. The experimentally determined atomic positions will be used for DFT calculations to correlate the crystal defects and lattice strain with the physical and chemical properties of Ru@Pt nanoparticles.

**Recent Progress**

*3D coordinates of individual atoms in materials revealed by AET.* In 1959, Richard Feynman challenged the electron microscopy community to locate the positions of individual atoms in substances (4). Over the last fifty-five years, significant advances have been made in electron microscopy. With the development of aberration-corrected electron optics (5,6), TEM imaging has reached sub-0.5Å resolution in 2D (7). Using STEM and 3D image reconstruction method known as equal slope tomography (EST) (8), AET has achieved 2.4Å resolution (9) and was applied to image the 3D core structure of edge and screw dislocations at atomic resolution (2). Notwithstanding these important developments, however, Feynman’s 1959 challenge — 3D localization of the positions of atoms in a substance without using averaging or a priori knowledge of sample crystallinity — remains elusive. Here, we report the determination of the 3D positions of 3,769 individual atoms in a tungsten needle sample with a precision of ~19 pm and the identification of a point defect inside the sample in three dimensions (3). Our method consists of acquisition of a tilt series with an aberration-corrected STEM, 3D EST reconstructions of the tilt series, tracing individual atoms from the reconstructions, and 3D atomic model refinement, in which the crystallinity of the sample is not assumed.

*3D measurements of the atomic displacement and strain tensor in materials.* The structural, mechanical, electronic and optical properties of many materials are directly related to the strain in the materials (10). However, conventional methods to measure local strain at the nanoscale based on TEM, electron diffraction and holography are limited to 2D (10). Although coherent diffractive imaging (CDI) can measure the strain tensor in 3D (11), they offer limited spatial resolution. Very recently, we have applied AET to precisely determine the 3D positions of individual atoms in a tungsten needle sample. From the coordinates of these individual atoms, we measure the atomic displacement field and the full strain tensor with a 3D resolution of ~1 nm³ and a precision of ~10⁻³, which are further verified by density functional theory calculations and molecular dynamics simulations (3). As conventional methods for strain measurements are primarily based on geometric phase analysis of crystalline samples in Fourier space (10), the ability to precisely determine the 3D positions of individual atoms opens the door towards directly measuring the strain tensor in materials at the atomic scale.
Future Plans

Resolve the 3D distribution of dipole moments of ferroelectric nanoparticles at the single-atom level. To truly understand the underlying physics behind the zero-dimensional ferroelectrics, one must obtain accurate 3D information of the polarization distribution inside the system. This can only be achieved by precise determination of individual atom positions and species. Using AET, we propose to accurately measure the polarization distribution of Pb(Zr$_{0.5}$Ti$_{0.5}$)O$_3$ (PZT) nanoparticles in 3D. Current synthesis techniques can make PZT nanoparticles in the range of 5-10 nm (12), which is ideally suitable for electron tomography studies. The large Z contrast among the cations in PZT (Pb: 82, Zr: 40, Ti: 22) provides the best chance of successfully determining the atom species. Finally, ferroelectric polarizations can be inferred from relative displacements between cations within the perovskite unit cell. The cation displacement is expected to be about 30 pm for PZT (13), whereas our atomic resolution electron tomography approach has achieved a 3D precision of ~19 pm (3). We can further increase the precision by using kernel averaging, which improves the accuracy of the map with slightly sacrificing the spatial resolution, as shown in our previous study on strain tensor measurements of a W tip (3).

Determine the full 3D atomic arrangement, including point defects, dislocations and grain boundaries, of 2D materials. The discovery of graphene has ignited a “2D material rush” across several disciplines, and diverse functional systems have since been found to hold stable 2D forms (14,15). Several important 2D functional materials consist of multiple atomic layers (e.g. the Se-Bi-Se-Bi-Se quintuple layer of Bi$_2$Se$_3$), and a full structural characterization of these systems requires localizing the 3D coordinates of individual atoms in these materials. We propose to determine the 3D positions of individual atoms as well as crystal defects, such as point defects, grain boundaries and dislocations, of 2D nanoplate materials. We will first focus on focus on Bi$_2$Se$_3$ materials. Individual Bi and Se atoms will be traced from the 3D reconstruction based on the Z-contrast of the atomic species. From the 3D coordinates of the Bi and Se atoms of the Bi$_2$Se$_3$ materials, we will locate point defects, dislocations and grain boundaries at the single-atom level. The atomic coordinates as well as the defect structure will be used to obtain the defect-induced electronic properties with DFT calculations. This will allow us to correlate point defects, dislocations and grain boundaries with conductive surface states of Bi$_2$Se$_3$ topological insulators. Finally, while we will initially focus on Bi$_2$Se$_3$ nanoplates, our 3D atomic resolution electron tomography can be broadly applied to investigate the 3D crystal defects in 2D materials, such as Bi$_2$Te$_3$, Sb$_2$Te$_3$, MoS$_2$ and WS$_2$, and to probe the relationship between the defects and physical/chemical properties using DFT calculations.
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Atomically Engineered Ferroic Layers Yield a Room-Temperature Magnetoelectric Multiferroic: Design, Realization, and Picometer-Precision Imaging of Polarization Switching

David A. Muller¹, Craig J. Fennie¹, Darrell G. Schlom¹
¹Cornell University, Ithaca, NY 14853

Research Scope

Materials that exhibit simultaneous order in their electric and magnetic ground states hold tremendous promise for enabling the electrical control of magnetism. Such materials are, however, exceedingly rare due to competing requirements for ferroelectricity and magnetism. Single-phase multiferroics are currently limited to antiferromagnetic or weak ferromagnetic alignments, lack coupling between the order parameters or have properties that only emerge well below room-temperature, stymieing device applications.

Advances in thin film deposition and characterization have enabled materials to be rationally designed at the atomic-scale where the local chemistry, bonding and electronic environment can be tailored to stabilize emergent phenomena.

Here we exploit such techniques to directly perturb the structural environment of the frustrated hexagonal ferrimagnet LuFe₂O₄ at the sub-Angstrom scale, tuning the magnetic order to construct a new magnetoelectric multiferroic where ferroelectricity and strong magnetic ordering are coupled near room-temperature (281K). We investigate the switching behavior across multiple lengthscales using PFM, XMCD PEEM and both new and established electron microscopy methods for imaging polarization, including our new electron microscope pixel-array detector (EMPAD). Our results demonstrate a design methodology for creating higher-temperature magnetoelectric multiferroics by exploiting a combination of geometric frustration, lattice distortions and epitaxial engineering.
Recent Progress

Starting with hexagonal LuFeO$_3$, a geometric ferroelectric with the greatest known planar rumpling, we introduce individual extra monolayers of FeO during growth to construct formula-unit-thick syntactic layers of ferrimagnetic LuFe$_2$O$_4$ within the LuFeO$_3$ matrix, i.e., (LuFeO$_3$)$_m/(LuFe$_2$O$_4$)$_1$ superlattices. The severe rumpling imposed by the neighbouring LuFeO$_3$ drives the ferrimagnetic LuFe$_2$O$_4$ into a simultaneously ferroelectric state, while also reducing the LuFe$_2$O$_4$ spin frustration.

Scanning transmission electron microscopy (STEM) images (Fig. 1) shows that the room-temperature improper ferroelectricity characteristic of LuFeO$_3$, manifest as a sub-Angstrom displacement of the lutetium atoms, propagates through the structure for $m \geq 2$. The polarization monotonically tracks the magnitude of this lutetium trimer distortion [1], allowing the ADF STEM to be used as a local probe of ferroelectricity (larger fields of view by EMPAD STEM). Increasing the number of LuFeO$_3$ layers in the superlattice enhances the ferroelectric distortions up to $m \sim 9$. Density functional theory calculations indicate that these distortions reduce the LuFe$_2$O$_4$ spin frustration, which in turn boosts the magnetic transition temperature from $\sim$240 K in the bulk compound to $\sim$280 K for the (LuFeO$_3$)$_9/(LuFe$_2$O$_4$)$_1$ superlattice.

Coupling the ferroelectric distortion to the magnetic layer increases the magnetic transition temperature significantly (Figure 2) — from 240 K for LuFe$_2$O$_4$ to 281 K for (LuFeO$_3$)$_9/(LuFe$_2$O$_4$)$_1$. Moreover, the ferroelectric order couples to the ferrimagnetism, enabling direct electric field control of magnetism at 200 K as shown by XMCD PEEM and PFM imaging of electrically poled structures. Such coupling is distinct from the better-studied Dzyaloshinskii-Moriya coupling previously observed between ferroelectricity and weakly canted antiferromagnetism at room temperature in BiFeO$_3$. Further understanding of this coupling mechanism could guide the design of higher temperature ferromagnetic ferroelectrics that can be deterministically switched between symmetry equivalent states using an electric field.

The structure and statistics of switched domains was studied with ex-situ and in-situ biasing (Figure 3). From atomic-resolution STEM heating experiments we construct a phase diagram for ferroelectricity. With increasing temperature, ferroelectricity disappears starting with lower $m$ first. Above $T =$
675 K, we see no ferroelectric distortions.

Future Plans

Starting at the level of electrons and atoms our long-term goal is to rationally design complex oxide heterostructures and interface-materials with targeted emergent behaviors. This is not a matter of simply optimizing material parameters, but rather begins with understanding a mechanism to control the interplay between the diverse microscopic degrees of freedom prevalent in complex oxides in order to create targeted macroscopic phenomena, and ends with the design of new material realizations. These realizations are in turn created with atomic-layer precision, structurally assessed to see that they are the intended realization, and finally their relevant properties are measured. In this program we are developing the scientific ideas necessary to apply this design paradigm to the creation of relaxor ferroelectrics without disorder.

Our starting point is a new class of $A_{n+1}B_nO_{3n+1}$ Ruddlesden-Popper (RP) phases possessing a ferroic instability. Our first-principles calculations indicate that the ferroelectric vs. antiferroelectric alignment of neighboring polar slabs in $Sr_{n+1}Ti_nO_{3n+1}$ is nearly energetically degenerate,[2] The first research objective of our project is to manipulate control parameters to create novel functionalities in a new family of ferroics. The near degeneracy between ferroelectric vs. antiferroelectric alignment of neighboring polar slabs in $Sr_{n+1}Ti_nO_{3n+1}$ begs the question of whether relaxor ferroelectricity can be created and systematically studied in this system without the chemical disorder[3,4] or free surfaces[5] that are present in all known relaxor ferroelectrics. Our studies will go beyond strained $Sr_{n+1}Ti_nO_{3n+1}$ by considering the site-specific incorporation of species that lead to ferroelectric instabilities without strain, e.g., the introduction of calcium, barium, and lead into this general family to form ordered $(Ca,Sr,Ba,Pb)_{n+1}Ti_nO_{3n+1}$ phases. These hypothetical phases containing calcium, barium,
and lead are metastable. Figure 4 shows preliminary results from the $n=5$, $m=1$ ($\text{SrTiO}_3)_n(\text{BaTiO}_3)_m\text{SrO}$ RP phase from the $n=1$ to 5 homologous series grown on DyScO$_3$ (110) to minimize epitaxial strain. Octahedral rotations damp within 1 unit cell from the substrate. Intriguingly, our first-principles calculations reveal a nearly isotropic in-plane polarization of Pb$_2$TiO$_4$ under appropriate biaxial strain (about 0.7%).[6] This unusual energetic landscape is tantalizing in that it might give rise to an electrical analog of ferromagnetic resonance. Guided by theory, we will explore this and other unusual physical properties of these ordered (Ca,Sr,Ba,Pb)$_{n+1}$Ti$_n$O$_{3n+1}$ phases.
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Magnetic imaging of topological phases of matter

Katja Nowack, LASSP, Department of Physics, Cornell University, Ithaca, NY

Research Scope

This project seeks to advance our understanding of electronic and magnetic phenomena emerging in topological phases of matter\(^1\)\(^2\). Topological phases of matter hold the promise to unlock a broad range of phenomena including the quantum anomalous Hall effect (QAHE), topological magnetoelectric effects, electric field-induced magnetic image monopoles, axionic-like electrodynamics, and even emergent supersymmetry in conjunction with superconductivity\(^3\). Of these the QAHE has recently been realized\(^4\), opening the door to an exciting array of further experiments. However, many aspects of the QAHE remain unclear; progress towards the predicted phenomena hinges on our detailed understanding of the materials involved. In this project we will study relevant materials and devices through a combination of local magnetic and transport measurements with the ultimate goal to observe more of the anticipated phenomena. Our experimental approach consists of superconducting quantum interference devices (SQUIDs) and Hall probes as local and non-invasive magnetic scanning probes combined with low-noise transport and high-frequency excitations.

In this project we will focus on two major research thrusts. First, we will study the intricate interplay of magnetic order and the topologically non-trivial electronic system in the QAHE realized in magnetically doped topological insulators. We will image the structure and dynamics of the magnetic order and simultaneously determine how transport happens on the local scale in a network of chiral modes. We will contrast relevant materials with different magnetic characteristics, such as Cr-doped (Bi,Sb)\(_2\)Te\(_3\)\(^4\)\(^18\)\(^19\)\(^21\), V-doped Sb\(_2\)Te\(_3\)\(^5\), and Mn-doped HgTe quantum wells\(^6\)\(^7\). Second, we will broadly explore and characterize new materials predicted to realize topological phases of matter with the goal to provide guidance and feedback for material growth. In particular, we will investigate ternary half-Heusler compounds, a class of materials that promises to support topologically non-trivial band structure\(^8\)\(^9\) and simultaneously displays intrinsic stochiometric magnetism and superconductivity.

This project will also push the frontiers of submicron magnetic microscopy through the implementation of high-sensitivity graphene Hall probes and through the combination of magnetic probes with microwave excitation. Hall probes will extend the accessible magnetic field and temperature range compared to magnetic imaging using SQUIDs. Microwave compatible probes will allow us to implement a novel imaging technique that is inspired by scanning gate microscopy\(^10\) and recently developed magnetic scanning techniques\(^11\). We will use an on-chip coil to apply a local magnetic field while monitoring the transport characteristic of a device as a function of the position of the perturbation. Field amplitudes of several mT and excitation frequencies \(>10\) GHz are feasible, making it possible to e.g. locally excited ferromagnetic resonance.
Recent Progress

This program has been active for only two months, and thus we are in the early stages of the research. We are finalizing the construction of our mK scanning probe microscope and are calibrating our 4K microscope. We have developed new SQUID designs with impedance matched leads for the field coils which will allow us to apply local microwave magnetic fields while scanning. We have also started the fabrication of graphene Hall probes.

Future Plans

We will start imaging Cr-doped (Bi,Sb)$_2$Te$_3$ and V-doped Sb$_2$Te$_3$ as soon as our mK scanning probe microscope is finalized. The new SQUIDs with microwave compatible field coil leads will allow us to perform first proof of principle measurements as described above in the near future. Scanning Hall probes will allow us to explore the QAHE in a wide range of magnetic fields.
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Structure and Dynamics of Domains in Ferroelectric Nanostructures – In-situ TEM Studies

Xiaoqing Pan

Department of Chemical Engineering & Materials Science and Department of Physics and Astronomy, University of California, Irvine, CA 92697-2575

Research Scope

The main goal of the proposed research is to explore the structure and dynamic behaviors of ferroelectric domains in ferroelectric thin films and nanostructures by advanced transmission electron microscopy (TEM) techniques in close collaboration with phase field modeling. The experimental techniques used include aberration-corrected sub-Å resolution TEM and in-situ TEM using a novel scanning tunneling microscopy (STM) - TEM holder which allows the direct observation of nucleation and dynamic evolution of ferroelectric domains under applied electric field. Specifically, we propose (1) to study the roles of static electrical boundary conditions and electrical charge in controlling the equilibrium domain structures of BiFeO$_3$ thin films with controlled substrate constraints, (2) to explore the fundamental mechanisms of ferroelectric domain nucleation, growth, and switching under an applied electric field in both uniform thin films and nanofabricated nanostructures, and to understand the roles of crystal defects such as dislocations and interfaces in these processes, (3) to understand the physics of ferroelectric domain walls and the influence of defects on the electrical switching of ferroelectric domains. The nucleation and dynamic evolution of ferroelectric domains observed by in-situ TEM under applied external electric field are quantitatively analyzed and directly compared with phase field simulations in Professor Long-Qing Chen’s group at Penn State University.

Recent Progress

Switching of ferroelectric charged domain walls

In our previous work under this project, we have identified a type of strongly charged domain walls (sCDWs) with a “head-to-head” polarization configuration in BiFeO$_3$ thin films [1]. Such sCDWs carrying net bound charge can have distinct properties from uncharged domain walls, such as a metallic conductivity. An understanding of the local response and underlying dynamic mechanism of sCDWs under external excitations is thus necessary to engineer reliable ferroelectric devices. Using in situ transmission electron microscopy (TEM), we studied the nanoscale behavior of individual sCDWs under applied electric fields in a 20 nm thick BiFeO$_3$ (BFO) film with 20 nm thick La$_{0.7}$Sr$_{0.3}$MnO$_3$ (LSMO) bottom electrode grown on (110) TbScO$_3$ (TSO) substrates (Fig. 1a) by reactive molecular-beam epitaxy (MBE) [2]. In Fig. 1b, a vertical 109° domain wall is intersected with an inclined 180° wall to form a triangular 109°/180° domain wall junction. The tip of the triangular junction is located above the BFO/LSMO interface, and thus a 71° sCDW with
“head-to-head” polarization is created below the triangular 109°/180° domain wall junction near the bottom interface. The polarization configuration was unambiguously determined through quantitative mapping of the displacements between the Fe and Bi atoms using atomic-scale high-angle annular dark-field (HAADF) scanning transmission electron microscopy (STEM) imaging, as shown in Fig. 1d-g. Compared to the <111> polarization R-like structure of the bulk domains (Fig. 1d-f), the “head-to-head” sCDW possesses a T-like structure with a [00\bar{1}]P orientated ferroelectric polarization (Fig. 1g). Since the bound charge adjacent to the interface can be compensated by free carriers from the bottom electrode, the system favours formation of the sCDW to reduce the total domain wall area to minimize its electrostatic energy. On the other hand, the system can also be stable without a sCDW as shown in Fig. 1c. In this case the 109° and 180° domain walls are separated by sufficient distance so that their interaction is weak.

We observed that a sCDW can be created by applying a bias, as shown in the chronological series of images presented in Fig. 2. The bias was linearly increased from 0 to 6.0 V over 50 seconds. The initial stable structure (Fig. 2a) contained 109° and 180° domain walls...
separated by 10 nm at the substrate interface. The onset of domain wall motion occurred at a critical applied bias of 1.7 V (Fig. 2b). As larger biases were applied, a two-stage switching process occurred. During the first stage, the two 109° and 180° domain walls moved toward each other until they intersected (Fig. 2c). During the second stage, further shrinkage of the triangular domain led to upward motion of the tip of the triangular 180°/109° domain wall junction. After removal of the bias, the sCDW relaxed to be shorter than that observed in e. For scale, the film thickness is 20 nm.

Fig. 2 | Creation of a sCDW caused by applying a positive ramp bias using *in situ* TEM. a, The original stable state without a sCDW in BFO film. b, At the critical bias, the domain wall (DW) started to move. c, The 109° and 180° domain walls intersect at the substrate interface as a result of domain wall motion. d,e, Formation and growth of a sCDW as a result of upward motion of the tip of the triangular 180°/109° domain wall junction. f, After removal of the bias, the sCDW relaxed to be shorter than that observed in e. For scale, the film thickness is 10 nm at the substrate interface. The onset of domain wall motion occurred at a critical applied bias of 1.7 V (Fig. 2b). As larger biases were applied, a two-stage switching process occurred. During the first stage, the two 109° and 180° domain walls moved toward each other until they intersected (Fig. 2c). During the second stage, further shrinkage of the triangular domain led to upward motion of the triangular domain tip and resulted in the formation and elongation of a sCDW (Fig. 2d,e). After the bias was removed, the system relaxed to a stable state and the length of the sCDW remained to be ~5 nm (Fig. 2f). The sCDW can also be erased by reversing the applied voltage (linearly decreasing from 0 to -6.0 V over 50 seconds), as shown in Fig. 3. The critical bias to induce domain wall motion in this case (-1.46 V, as shown in Fig. 3b) was similar in magnitude to that in the sCDW writing process. Switching occurred by growth of the triangular domain (Fig. 3c), exactly reversing the domain shrinkage in the creation process. Finally, the system was returned to the original stable domain structure without a sCDW (Fig. 3d). This state remained stable after removal of the bias (Fig. 3e).
Future Plans

In the next year, we will continue our experimental work on TEM studies of ferroelectric domain structures and dynamic behaviors under applied electric field or mechanical stress using in-situ TEM techniques. In particular, we want to obtain a fundamental understanding of the formation and switching mechanisms of charged domain walls and explore its potential for device applications. With access to the new TEM facilities available at UCI, we plan to image ferroelectric domain wall motion with atomic resolution in real-time. With the double-corrected JEOL Grand ARM at UCI, we will be able to map the polarization change around defects and at film surfaces, which will allow us to gain the insight into the polarization enhancement at the ferroelectric thin film surface and around charged defects.

We plan to further explore the effects of defects on the polarization configurations in ferroelectrics. One research topic we plan to work on is to study the effects of non-stoichiometric defects on the static polarization patterns by using our polarization mapping techniques based on atomic-scale STEM imaging. We plan to explore such interaction by studying samples with different defect configurations and employing phase-field or first principle simulations. The non-stoichiometric defects inserted into the ferroelectric matrix as nano-building-blocks can control local polarization configuration and domain structure, which can be useful for the development of novel ferroelectric-based nano-devices.
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Physics of complex materials systems through theory and microscopy/EELS

Principal Investigator: Sokrates T. Pantelides
Department of Physics and Astronomy
and Department of Electrical Engineering and Computer Science
Vanderbilt University, Nashville, TN 37235

Research Scope

The main objective is to combine density functional theory (DFT) with Z-contrast imaging and electron-energy-loss spectroscopy, obtained with scanning transmission electron microscopes (STEMs), or with other kinds of microscopy, such as scanning tunneling microscopy, to elucidate structure-property relations in complex materials structures and predict new functionalities. A key subtask has been the development of computer codes that combine DFT calculations of electron excitations in solids with dynamical scattering theory that tracks the STEM’s finely focused electron beam as it undergoes diffraction in the sample, exits, and gets collected in the detector, including all interference effects. These simulations are aimed at the capabilities of aberration-corrected STEMs (AC-STEMs) and, more recently, monochromated AC-STEMs, which provide high-resolution two-dimensional maps of EELS spectral features, generated by collecting probe-position-dependent EELS, both core-loss and low-loss (this subtask is done in collaboration with Mark P. Oxley). We primarily collaborate with the STEM microscopists at Oak Ridge National Laboratory (ORNL).

Here we describe our recent progress in EELS maps and a few of the many case studies of combining theory and microscopy to investigate complex materials structures.

Recent Progress

1. Valence-electron-energy-loss-spectroscopy (VEELS) impurity signatures in graphene


At the prior two-year review, we reported simulations of VEELS maps of electronic excitations in pristine graphene together with experimental maps obtained by Wu Zhou, Juan Idrobo, et al. at ORNL. In the current period we extended the work to demonstrate that VEELS maps provide characteristic signatures of the two known distinct configurations of Si impurities in graphene (threekfold- and fourfold-coordinated Si, occupying a single vacancy and divacancy, respectively). Figure 1 shows experimental and calculated VEELS spectra and VEELS maps. The agreement is excellent (the experimental maps are somewhat noisy). Figures 1e and 1f show the simulated VEELS maps for fourfold- and threefold-coordinated Si, demonstrating that such maps provide unique signatures for different impurity configurations. Detailed analysis of the maps provides information on the nature of the excitations. With the advent of new monochromators
with high energy resolution and detectors with low signal-to-noise ratio, the present work ushers an atomically-resolved STEM-based spectroscopy of individual impurities as an alternative to conventional spectroscopies for probing impurities and defects, which obtain average signals from a large concentration of impurities and defects. Simulations of VEELS maps for impurities in bulk materials, in particular the so-called DX center in GaAs (substitutional Si impurities, which have two distinct configurations) are under way. Data are not currently available, but monochromated AC-STEMs promise the advent of such data in which case the method will provide a unique way to probe individual impurities in complex structures.

2. **Discovery of a new type of magnetoelectricity holds promise for novel device applications**

Memristive materials exhibit high- and low-resistance states and are suitable for two-terminal memory devices. They are targeted to replace transistor-based memory devices and for use in neuromorphic computing. Typically, memristive switching is controlled by the motion of defects under electric fields. In this work we demonstrated memristive switching in a transition-metal heterojunction controlled by interfacial magnetoelectricity without defect motion (Fig. 2). La_{0.7}Ca_{0.3}MnO_3/PrBa_2Cu_3O_7 (LCMO/PBCO) junctions were fabricated and characterized by collaborators in Spain (Jacobo Santamaria’s group). STEM Z-contrast images and EELS maps of the constituent elements were obtained by our former student Timothy Pennycook. Theory was carried out at Vanderbilt. The data show that switching does not occur above 180 K, which is roughly the Curie temperature of LCMO, suggesting that magnetic ordering is at the core of the mechanism. Combining DFT calculations and the data we proposed that the switching occurs when the external voltage induces tiny displacements of the interfacial Mn ions that are sufficient to induce or eliminate an interfacial magnetic dead layer. The conductive state occurs when the magnetic dead layer is eliminated, which enables polarized transport. When the magnetic dead layer is present, conductivity through the interface is impeded. We estimated the ON/OFF ratio to be 1000, in good agreement with the data and the fact that switching is a low-energy process. These characteristics are highly desirable for applications and may occur in other transition-metal-oxide interfaces.

3. Room-temperature, low-barrier boron doping of graphene

The most desirable way to dope a material n-type or p-type is by substitutional impurities. For graphene, substitutional boron would yield a p-type material while substitutional nitrogen would yield an n-type material. Substitutional doping has been difficult, however, because of the strong C-C bonds. In this work we came up with a theoretical prediction that boron can be inserted substitutionally in graphene by a virtually athermal process when graphene is on a suitable substrate. The idea was motivated by our earlier calculations of the ability of atoms to penetrate a free-standing graphene lattice by pushing a carbon atom. We had found that a boron atom penetrates with a relatively small barrier (1.6 eV). We surmised that, when graphene is on a substrate, the barrier would be lower because the substrate might help pull the carbon atom. Indeed, DFT calculations found that a Ru (0001) substrate helps pull the carbon atom in an intercalated position with essentially zero barrier (Fig. 3). Additional calculations found that the intercalated C atom can migrate away with an energy barrier of only 0.8 eV. These results mean that the process should happen at room temperature. Indeed, our collaborators at the Institute of Physics of the Chinese Academy of Sciences in Beijing succeeded in obtaining boron-doped graphene by simply exposing monolayer graphene on a Ru(0001) substrate to B₂H₆ at room temperature. STM images and XPS data, as well as verification that the number of dopant atoms increases linearly with the B₂H₆ dose, proved that B doping was indeed achieved (Fig. 3). In contrast, similar calculation for nitrogen found a significant barrier for the same process.

Future Plans

The subtask of developing computer codes of EELS maps continues, as mentioned above, to cover impurities and defects in bulk materials. We are also exploring application of these codes to the detection of magnetic properties. We have work in progress in several complex materials structures for which experimental data are available in 2D materials, nanostructures, and transition-metal oxides. A new monochromated AC-STEM is expected to be installed in September 2016 at ORNL with an energy resolution of 10 meV or smaller. We anticipate new data from this microscope will enrich our portfolio for theoretical investigations.

Publications in the last two years


Emerging Functionality in Transition-Metal Compounds Driven by Spatial Confinement

Ward Plummer, Department of Physics and Astronomy, Louisiana State University

Research Scope: The exotic properties displayed by correlated electronic materials (CEMs) such as the cuprates, manganites, ruthenates, Fe-based penictides, and heavy-fermion compounds are intimately related to the coexistence of competing nearly degenerate states which couple simultaneously active degrees of freedom—charge, lattice, orbital, and spin states. This project focuses on the exploration of novel behavior in heterojunctions and superlattices induced by spatial confinement, broken symmetry, strain, and chemical or physical modification of the surface or interface. The members of our team are shown in Fig. 1. Thin films will be grown and characterized in situ in an ultra-high vacuum environment at LSU, using a combination of techniques, such as STM and STS, LEED, XPS, ARPES, and HREELS. Hangwen Guo is a postdoctoral fellow, Lina Chen (just graduated) and Mohammad Saghayezhian are graduate students, and Weimei Xie is a visiting student from Nanjing University. High resolution scanning transmission electron microscopy, and spectroscopy are done in collaboration with Yimei Zhu and Jing Tao at BNL, Zhen Wang is a postdoctoral fellow at LSU but stationed at BNL. X-ray diffraction and electrical and magnetic transport measurements will be conducted ex situ at LSU or UTK. New nanofabrication capabilities at the Center for Nanophase Materials Sciences at ORNL will be utilized to push the size of spatial confinement into the nanometer range. The electronic and magnetic properties can be tuned in these spatially confined films by depositing electronic donors or acceptors or by patterning of magnetic nano-clusters. Zac Ward (ORNL) and Phillip Rack (UTK) lead the program in Tennessee. Tony Wong was supported by this project but received a prestigious Chancellors fellowship, so Michael Stafford is now supported by our grant.

Recent Progress:

Totally unexpected quantum phases appear at interfaces of transition metal compounds, including two dimensional electron gases and superconductivity, or high-temperature superconductivity with $T_C$ around 77 K at the interface between a single layer (FeSe) of an iron-based low-temperature superconductor and an insulator (SrTiO$_3$). Additional richness is added by the fabrication of periodic arrays of heterojunctions in superlattices of two materials, as shown in Figure 2 (a). Not only are there interfacial phases, but the interfaces can couple, and there are new properties arising from the dimensional confinement of materials A and B. Using prototype La$_{2/3}$Sr$_{1/3}$MnO$_3$ (LSMO)/BaTiO$_3$ (BTO) magnetoelectric superlattices, we provide direct evidences of structural evolution in LSMO under reduced dimensionality via interfacial coupling with BTO. In this experiment the thickness of the BTO was fixed at 21 u.c. and the
LSMO thickness ranged from 32 to 2 u.c. Fig. 2(b) shows the HADDF-STEM image and the EELS elemental profile for a 4 u.c. LSMO film. There is very little intermixing at the interface, indicating our high quality growth control. Fig. 2(c) shows the inverse ABF-STEM image of a 4 u.c. LSMO layer on the left and a 32 u.c. layer on the right. These images clearly show thickness dependence in the LSMO structure. For a thick film you see the bulk tilt or rotation of the MnO$_6$ octahedra, while a thin film (4 u.c.) shows a polar distortion. This polar distortion in the LSMO drives a reemergence of ferromagnetism as seen in bottom center panel. The dashed line represents the common decrease in magnetism as a film becomes thin. This observation suggests that one can grow a robust ultrathin ferroelectric film with ferromagnetic order: a phase that rarely exists in nature.

When one grows films using a doped compound such as La$_{1-x}$Sr$_x$MnO$_3$ there is always the possibility that one of the components preferentially segregates to the interface or surface. If this happens the physical properties at the surface or interface could be significantly different from those in the bulk or the center of the film. We have carefully explored the segregation in La$_{2/3}$Sr$_{1/3}$MnO$_3$ films grown on (001) STO as a function of the film thickness. What one would expect from size arguments is that the Sr should segregate. The interface concentration was determined using electron microscopy and ELS as shown in Fig. 3(b). This technique can’t be used for the free surface so we have used angle-dependent XPS measurements (Fig. 3(a)) to determine the chemical compositing near the surface. The short mean free path of the escaping electron means that large...
angles of collection are more surface sensitive. The data in Fig. 3(a), when analyzed shows that the free surface in terminate with a SrO layer and that there is an enhancement is the Sr concentration at the surface. Fig. 3(c) shows the measured Sr concentration at the interface (0) and at the free surface (right) for many different film thicknesses. The Sr concentration at both the interface and surface is almost double that in the center of the film. In the bulk this concentration of Sr forms a charge ordered insulator. The segregation of Sr to the surface and interface could be the origin of the “dead” layers of LSMO.

The segregation profile at the surface is more gradual than at the interface, indicating that the chemical driving force for segregation is different. But it is surprising that the Sr concentration at the interface seems to be the same as at the surface. This study was the thesis project of Lina Chen.

The common STO substrate for growth is the (001) termination. The alternating planes are composed of TiO$_2$ or SrO, with our substrates terminated by TiO$_2$. For a STO(111) substrate the layer spacing $d_{111} = 0.6d_{100}$ with the alternate planes being Ti and SrO$_3$ creating a polar stacking sequence. In addition to polarity of (111) direction, the smaller layer spacing in this direction, makes it harder to avoid atomic inter-diffusion. To understand how to control the polarity at the interface, we investigated the processing of SrTiO$_3$ (111), finding that there is a narrow temperature window where the surface termination is Ti without any surface reconstruction (Phys. Rev. B 93 125408). Our ability to control the polarity at the surface of SrTiO$_3$ (111) enabled us to grow LaNiO$_3$/SrTiO$_3$ (111) (LNO/STO (111)) with sharp interface as seen in the STEM image in Fig. 4(a). Previous reports indicate that LNO grows in the La$_2$Ni$_2$O$_5$ structure.

It is worth noticing that the inter-diffusion of Ti into LNO film (Fig. 4 (b) and (d)) is about 2.5 unit cells (uc) which is about 5.5 Å which translates to 1.5 uc in (001) direction. Analysis of the Ti EELS data shows that the Ti valence which is +4 in STO drops to ~3.8 for the Ti in the LNO. At all thicknesses the surface maintains 1x1 structure. EELS elemental analysis shows that the polar mismatch is screened by electrons from oxygen vacancies.

Compared with LNO, SrRuO$_3$ (SRO) has smaller lattice mismatch with STO. Interestingly, the surface exhibits a $(\sqrt{3} \times \sqrt{3})R30^\circ$ reconstruction, regardless of the film thickness (see Fig. 5). This surface reconstruction can be
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Fig. 4: (a-b) HADDF-STEM image and EELS elemental profiles of the LNO/STO(111) interface with the inset from ABF-STEM image showing no fractional order spots (red circles). EELS spectroscopic images of (c) La and (d) Ti near the interface and (e) the atomic layer-dependence of Ti valence.

The inset is the Fourier transform of the ABF-STEM image showing the fractional order spots associated with La$_2$Ni$_2$O$_5$ are missing.

Fig. 5: Photoemission spectra of 8 uc SRO film on STO(111) with reconstructed (as-grown) and unreconstructed (annealed) surface, with photon energy of 21.2 eV. The inset is the zoom-in spectra near $E_F$ and the LEED image of the reconstructed surface.
removed by annealing in oxygen. Such reconstruction cannot be understood as the consequence of orthorhombic structure existing in the bulk SRO. The reconstruction likely originates from ordered oxygen vacancies. As should have been expected the valence UPS spectra changes dramatically as the reconstructed is removed. The inset shows the UPS spectra near the Fermi energy. The reconstructed surface is a semiconductor but the unreconstructed surface is a metal like the bulk.

Jian Shen was a co-PI on the original proposal funded by DOE when he was at ORNL. We have maintained collaboration after he moved to Fudan University. We have studied the manifestation of dimensional confinement of the electronic and magnetic properties of thin films of La$_{0.325}$Pr$_{0.3}$Ca$_{0.375}$MnO$_3$ (LPCMO) which in the bulk displays colossal magnetoresistance behavior due to electron phase separation (EPS). In the most recent study published in PNAS we looked at EPS as a function of the size of the LPCMO dot. The results illustrated in Fig. 6 show that when the size is < ~700 nm, which is smaller than the characteristic length scale for EPS in the bulk the ground state is a single phase. The ground state of bulk LPCMO shows EPS.

**Future Plans**

- **Explore magnetic and magnetoelectric properties of superlattices with interface coupling.** We intend to focus on projects like described in Fig. 2, tuning the properties of superlattices to enhance magnetic response and to use electric field to control the magnetic properties through interfacial coupling. We are going to begin working on magnetic properties in superlattices with neutron scattering and X-ray magnetic circular dichroism techniques, correlated to structural properties determined by STEM.

- **Coupling of substrate and film properties.** We have done a lot of work on the electronic properties of thin films of LSMO on (001) STO. There is a critical thickness of the LSMO where the film undergoes a metal to insulator transition. We plan to explore the strain coupling to these films what the substrate STO goes through a structural transition at 105 K.

- **Explore the lattice and charge dynamics in heterojunctions and superlattices:** We are establishing collaboration with Dr. Jimin Zhao (IOP, China) and Professor Louis Haber (LSU) to use ultra-fast nonlinear optics to probe buried interfaces in heterostructures and superlattices.

- **Development of STEM for interface and thin film studies:** A technical development in our future plane is, through the close collaboration with BNL, to combine intra-unit-cell convergent-beam electron diffraction (CBED) and scanning technique to determine the structure symmetry at the interface and in the film. CBED is a technique with high sensitivity on the crystal symmetry, strain and charge density. We propose to image the quantitative results including the strain and charge density from CBED in real space. Together with the EEL spectrum imaging, we believe that such technical development will provide great insight into the physics at interfaces and in film materials.
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- “δ-Doping of Oxygen Vacancies in Epitaxial Oxide Films Dictated by Thermodynamics,” Fengmiao Li, Shanming Li, Zhenzhong Yang, Yan Liang, Qinghua Zhang, Fang Yang, Wentao Li, Xuetao Zhu, Lin Gu, Jiandi Zhang, E. W. Plummer, and Jiandong Guo, submitted.


Program Scope: The combination of optical spectroscopy with scanning probe microscopy has emerged as a new frontier of optical ultra-microscopy providing few nanometer spatial resolution. We have generalized this approach of scattering scanning near-field optical microscopy (s-SNOM) to any optical modality including linear (mid-IR to vis), inelastic (Raman), nonlinear (SHG, F4M), and ultrafast nano-spectroscopy [AP12], and extended it to variable and cryogenic temperatures [RSI13]. On that basis we continue to demonstrate unique application potential for probing nanoscale behavior in correlated, complex, and 2D materials. We pursue the multi-modal and multi-spectral nano-imaging of electronic and vibrational (including Drude and polaritonic) resonances, structural symmetry, and ultrafast dynamics to gain insight into properties, mechanisms, and functions of complex materials.

Recent Progress: In our project we pursue method development, demonstration and application of s-SNOM in our lab, as well as in collaboration with EMSL/PNNL and ALS/LBL to disseminate the technique making it available as user facilities. In addition to the application to problems in complex materials our work ties into new fundamental questions of optical physics that enables, e.g., the combination of s-SNOM with femtosecond spectroscopy to access ultrafast dynamics, or taking advantage of the enhanced electromagnetic density of states of the thermal near-field or the coherence of mid-IR synchrotron radiation, for broadband spectroscopy within the only nanoscale sample volumes inherent with the increase in spatial resolution. Specific examples of our work over the past 2 years include:

Inhomogeneity in the ultrafast insulator-to-metal transition dynamics of VO$_2$: Vanadium dioxide (VO$_2$) is a prototypical correlated electron material (CEM), exhibiting an insulator-to-metal phase transition (IMT) with concurrent structural and electronic transitions. Despite extensive research the coupling between the structural and electronic degrees of freedom is yet to be fully understood. In our previous work we both studied the thermally induced IMT in VO$_2$ micro-crystals on the nanoscale, and discovered heterogeneities of the photoinduced ultrafast transition dynamics on the microscale.
We extend this work by combining the two approaches to perform spatio-temporal nanoimaging of the photoinduced IMT dynamics in VO$_2$ single micro-crystals. As shown in Fig. 1 with our far from equilibrium laser excitation, we discover the presence of three different dynamical regimes on the same micro-crystal within just a few 100 nm spatial separation. The observed nano-pump-probe characteristics indicate a high degree of spatial inhomogeneity in the transition dynamics. The results of the transient spatial inhomogeneities in the electronic structure are caused by slight variations in the oxygen or vanadium concentration and associated defects during the growth process. This study highlights the importance and difficulties in accessing the intrinsic material properties of VO$_2$ or CEMs in general. The combination of s-SNOM with pump-probe spectroscopy with high fluence excitation opens a new regime of spatiotemporal nano-imaging of dynamic processes in complex matter [NL16-2].

Hybrid tip-enhanced nano-spectroscopy and -imaging of monolayer WSe$_2$ with local strain control: Opto-electronic properties of monolayer (ML) transition metal dichalcogenides (TMDs) are highly inhomogeneous and sensitive to nanoscale defects associated with grain boundaries and edges. In this study, we demonstrate and apply a new hybrid nano-optomechanical tip-enhanced spectroscopy and imaging approach combining nano-Raman (tip-enhanced Raman scattering, TERS), nano-PL (tip-enhanced photoluminescence, TEPL), and atomic force local strain control to investigate the correlation of local structural heterogeneities with nanoscale optical properties of ML WSe$_2$ (Fig. 2a). We developed a novel tilted tip approach, where the resulting localized surface plasmon excitation in the axial direction of the tip leads to effective excitation of the in-plane Raman and exciton modes as characteristic for layered 2D materials with $\sim 15$ nm spatial resolution (Fig. 2b).

We study the excited state PL response in twinned WSe$_2$ ML physical vapor deposition (PVD) grown microcrystals. A combination of PL quenching and selective spectral changes at nanoscale defects is resolved on tens of nanometers length scales. Specifically, local PL quenching and a spectral blueshift are observed at crystal edges and nucleation sites (NS). On the

![Figure 2: a) 15 nm spatial resolution multispectral TEPL images of a ML WSe$_2$ crystal and corresponding AFM topography. b) Illustration of a novel tilted tip approach for efficient excitation and detection of Raman and exciton modes of 2D materials. c) Evolution of TEPL spectra of the as-grown ML WSe$_2$ with increasing compressive force induced by the tip, giving rise to an irreversible release of the tensile strain of the crystal. d) Spectral TEPL and TERS trace across twin boundary (TB) and illustration of exciton diffusion length at TB.](image)
other hand, only PL quenching is observed without change in energy at twin boundaries (TBs) over ∼30 nm length scales correlated with exciton diffusion into nonradiative recombination centers (Fig. 2d). In addition to the nano-spectroscopy and -imaging, we can control local strain and bandgap of TMDs via nano-mechanical tip force interaction that gives rise to both reversible and irreversible strain release and bandgap shifts (Fig. 2c).

The combined results clarify many of the apparent inconsistencies of earlier studies, i.e., these results allow for the separation of the effect of strain from controlling the PL modification at edges, NS, and TBs and suggest defects and stoichiometry as the primary factors modifying the PL at the structural heterogeneities but in distinctly different ways [NL16-1].

**Broadband infrared near-field nano-spectroscopy** For IR vibrational, phonon, and low-energy electronic excitation spectroscopy and imaging using IR s-SNOM many bottlenecks persist in terms of available IR sources. Lasers provide high spectral irradiance, although over limited bandwidths. Synchrotrons provide lower irradiance, although over much larger bandwidth.

In order to improve the ultimate sensitivity of synchrotron IR near-field nano-spectroscopy (SINS) as developed by our group previously [PNAS14], using a symmetric Michelson configuration, we demonstrate a type of self-homodyne interferometry capable of registering molecular and phonon resonances, with sensitivity to the spectral phase, and significantly enhanced signal-to-noise [NL16]. Further, we explore new optimized detector parameters for extending the spectral range of SINS down to far-infrared wavelengths (Fig 3a), opening up a new realm of accessible electronic phenomena in condensed matter physics. Combining laser s-SNOM and SINS and selective probing of in- and out-of-plane vibrational modes we were able for the first time demonstrate IR vibrational nanocrystallography [SA16].

Blackbody sources, routinely used in commercial FTIR systems, provide a table-top source for broadband IR spectroscopy at low cost, however with unfavorably low irradiance. We extend the application range of broadband nano-spectroscopy using blackbody radiation and provide a signal-to-noise analysis and comparison across a range of samples and sources as a benchmark for irradiance and noise requirements for sources for broadband s-SNOM (Fig. 3b) [OE15].

Lastly, we investigate the possibility of broadband near-field IR nano-spectroscopy without the use of an external light source at all, instead generating the near-fields locally by laser heating of the AFM tip or sample itself to study thermally excited vibrational modes. Using laser irradiation for photothermal heating of tips allowed us to reach high temperatures with off-the-shelf tips, where we observe TINS spectra of PTFE, hBN, and SiC [APL16].
**Future Plans:** We will continue our nano-optical investigations of correlated and complex materials with an emphasis on new materials with emergent properties:

*Near-field pump-probe:* Building on our recent near-field pump-probe results on VO$_2$ [NL16-2] we plan to extend to phase resolved broadband ultrafast near-field pump-probe s-SNOM to be applied to VO$_2$ metamaterials with specifically designed antenna patterns, as well other CEM and superlattice materials. This will allow us to investigate the heterogeneity of the phase transition dynamics and discern potential ways of accessing the true intrinsic response of strongly correlated electron materials.

*Transition metal dichalcogenides* We will extend our hybrid TERS/TEPL experiments to the broader range of ML TMDs to investigate nanoscale heterogeneities of multi-excitons, interlayer excitons and Raman modes of TMD heterostructures, and exciton diffusion in *in-plane* heterostructures. We have begun to study novel phase change phenomena in MoTe$_2$, which undergoes a semiconductor-to-semimetal transition that can be induced both with strain and laser irradiation.

*Nonlinear and ultrafast graphene dynamics* The interband excitation of carriers in graphene directly influences its electrical and optical properties, affecting potential applications in photovoltaic devices and saturable absorbers. Plasmons coupled to infrared light also lead to free carrier absorption and may result in variations in the plasmonic response, as detectable by plasmon interferometry experiments. We study this response in the form of intensity dependent nonlinear plasmon interferometry measurements. In addition, we plan to investigate fs spatially-resolved nonequilibrium carrier dynamics and other inhomogeneous phenomena.

**References**


**Publications (supported by BES, past 2 years)**


Radiative Heat Transfer at the Nanoscale

Pramod Reddy, Department of Mechanical Engineering, Department of Materials Science, University of Michigan, Ann Arbor, 48109

Research Scope

The goal of this research is to experimentally investigate radiative thermal transport in nanoscale gaps. In macroscale devices, heat transport via radiation is well described by the Stefan-Boltzmann law\(^1\). However, recent studies have highlighted that the Stefan-Boltzmann law fails to adequately describe heat transport at the nanoscale. For example, recent computational studies of radiative heat transport in nanoscale gaps, employed using the framework of fluctuational electrodynamics\(^2\), have suggested that the radiative heat flux in a one-nanometer sized gap between suitably chosen planar dielectric surfaces could be five orders of magnitude larger than what is predicted by the Stefan-Boltzmann law. This large deviation arises primarily due to contributions from evanescent waves that decay exponentially on a length scale comparable to their wavelength. Such enhancements are expected at the nanoscale because contributions from the evanescent modes increase dramatically as the gap-size decreases. In spite of the great potential of nanoscale thermal radiation for several technologies it has remained largely unexplored due to experimental challenges. Below, we explain in some detail some of our recent progress in understanding nanoscale thermal radiation.

Recent Progress

Our recent work (Kim et al., *Nature*, 2015)\(^3\), performed using novel scanning thermal probes (see Fig. 1), has led to important insights into nanoscale radiative heat transfer. Past experiments\(^4, 5\) of extreme near-field radiative heat transfer (eNFRHT), i.e. heat transfer in single-digit nanometer gap sizes, have questioned the validity of current theories of nanoscale radiative heat transfer and have suggested that processes, even of non-radiative origin such as phonon tunneling, could dominate the heat transfer in this regime. The resulting controversy is of great concern because understanding eNFRHT is critical for the development of a range of novel technologies.

![Figure 1: Experimental setup and images of SThM probes and suspended microdevices. a, Schematic of the experimental setup where a SThM probe is in close proximity to a heated substrate. b, SEM image (top panel) of a SThM probe. The inset shows a SEM image of the hemispherical probe tip, which features an embedded Au-Cr thermocouple. The bottom panel shows a schematic cross-section for a SiO\(_2\)-coated probe employed in SiO\(_2\) measurements. c, Schematic showing the measurement scheme employed for high resolution eNFRHT measurements of Au-Au. d, SEM image of the suspended microdevice featuring the central region coated with Au.](image-url)
Experimental elucidation of eNFRHT is exceedingly difficult due to numerous technical challenges in creating and stably maintaining such gaps while simultaneously measuring minute (pW) heat currents across them. One key innovation used by us in our recent work to overcome the technical challenges was to leverage highly sensitive, custom-fabricated probes with embedded Au-Cr thermocouples (Fig. 1), called scanning thermal microscopy (SThM) probes. The basic strategy employed by us for quantifying eNFRHT is to record the tip temperature, via the embedded nanoscale thermocouple, which rises in proportion to the radiative heat flow when the tip is displaced towards a heated substrate. In performing the measurements the substrate is heated while the SThM probe was maintained at ambient temperature. The spatial separation between the probe and the substrate is reduced from a gap size of 50 nm until probe-substrate contact. During this process the temperature difference between the tip \( T_p \) and the reservoir \( T_R \), \( \Delta T = T_p - T_R \), was monitored via the embedded thermocouple while the deflection of the cantilever is concurrently measured optically via an incident laser. This temperature difference was used to estimate the radiative thermal conductance.

The measured conductance of the gaps for SiO\(_2\) and SiN surfaces is shown in Fig. 2a and b, respectively. It can be seen that \( G_{eNFRHT} \) increases monotonically until the probe snaps into contact at a gap size of \( \sim 2 \) nm. These measurements represent the first observation of eNFRHT in single-digit nanometer-sized gaps between dielectric surfaces. We compared these results to our computational predictions based on fluctuational electrodynamics and found very good agreement (solid lines in Fig. 2a & b). These results along with others described in our work\(^3\) provided first conclusive evidence supporting the validity of fluctuational electrodynamics in modeling nanoscale thermal radiation.

In addition to the work described above, we also performed studies\(^6\) where we demonstrated for the first time that it is possible to achieve radiative thermal conductances that exceed the limits posed by the blackbody limit by several orders of magnitude (Song et al., Nature Nanotechnology, 2016). In performing these measurements, we used microfabricated devices such as those shown Figs. 3a & 3b. The receiver device (Fig. 3b) features a 3 \( \mu m \) thick SiO\(_2\) layer deposited in the central region. Subsequently this device was placed in close proximity to an emitter device (Fig. 3b) that features a plateau coated with a 3 \( \mu m \) thick SiO\(_2\) layer. The plateau region and the suspended SiO\(_2\) coated region of the receiver are placed such
that they face each other (inset Fig. 3c). Subsequently, the two surfaces are parallelized using a enables achieving excellent parallelism such that any two corresponding points on the emitter and receiver devices deviate by ~5 nm or less from their desired positions. The resulting radiative heat currents from the emitter to the receiver were quantified by measuring the temperature oscillations of the receiver ($\Delta T_{rec}$) using the integrated resistance thermometer and from knowledge of the thermal conductance of the beams of the receiver (2 $\mu$W/K). To measure the gap dependence of NFRHT we step the emitter towards the receiver with a piezoelectric actuator until contact is detected.

The measured gap-dependent thermal conductance (dots) is shown in Fig. 3c along with the estimated thermal conductance between the two surfaces (solid line, obtained using fluctuational electrodynamics). It is clear from the agreement between the experimental and computational results that our measurements are consistent with theory. Further, it can be seen that at the smallest gaps (~50 nm) the measured radiative conductance is at least two orders of magnitude larger than that predicted by the blackbody limit. These results represent the first successful demonstration of dramatic enhancement in radiative thermal conductances in nanoscale gaps.

### Future Plans

Near-field thermal radiation has significant potential for power generation (heat to electricity) and solid-state refrigeration (electro luminescent cooling). However, the principles of such energy conversion processes have not yet been experimentally established. In the near future we will both leverage our recent technical advances and develop novel scanning probe based approaches to provide first insights into near-field based energy conversion.
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Deformation process in multi-layered Ag-Cu system

Ian M. Robertson, Department of Materials Science and Engineering, University of Wisconsin-Madison, Madison, Wisconsin 53711

Research Scope

The scope of this program is to first develop the technique of electron tomography of defect structures in metallic systems and to couple it with in-situ TEM deformation capabilities. Successful combination of the two will permit four-dimensional (time and three spatial dimensions) characterization of the microstructure evolution processes. Critical to the success is the ability to include the real space coordinate system in the tomogram, resolving the defect invisibility issue and drastically reducing the number of images acquired to produce a useful tomogram. The second component is to apply this method to determine the evolution pathway of the deformation microstructure and to discovery how this is transmitted across interfaces and influenced by precipitates.

Recent Progress

The AgCu eutectic system has been used as a model material system to determine the dependence of the deformation mode and the transfer of strain across FCC/FCC interfaces with either a cube-on-cube orientation relationship or an incoherent twin interface [1,2]. In directionally solidified AuCu eutectic alloy, the percentage of cube-on-cube versus incoherent twin interfaces decreases with decreasing bilayer thickness and this can be controlled by processing conditions. It has been found that the cube-on-cube interface permits transmission of deformation twins across it whereas the incoherent and coherent twin interfaces do not [3,4]. In the 500 nm bilayer thick AgCu eutectic, which has a preponderance of incoherent twin interfaces, following loading parallel to the interfaces plastic strain recovery occurs [5]. This plastic strain recovery was only observed in samples loaded in compression at a strain rate of $10^3$ s$^{-1}$. Through the combination of transmission electron microscopy analysis of the deformed microstructure and molecular dynamics computer simulations of the deformation processes, the mechanisms of plastic strain recovery have been revealed. The character of the incoherent twin interfaces was found to rotate following dynamic compressive loading and this change drove the recovery. This rotation, as determined experimentally and in the simulations is shown in Fig. 1. After 10% compressive loading the interface rotation measured experimentally and in the simulations to be on average 6 and 3.4 degrees, respectively. This rotation can be seen by the dashed lines in Figure 1. a. Microstructure following compressive loading to 10% experimentally; b. simulated microstructure after 10% compressive loading; c. experimental diffraction pattern and d. Fourier transform of the simulated structure.
the diffraction patterns. The recovery was shown to be due to dislocation retraction and rearrangement of the interfaces. The experimental observation that the magnitude of the recovery decreased with increasing strain was shown to be due to the formation of dislocation tangles and dislocation cell structures in both layers. No change in the orientation relationship was found at cube-on-cube interfaces and these exhibited a lesser amount of plastic strain recovery in the simulations and none experimentally. This study highlights the importance to understand the role interfaces play in determining the deformation response of a material.

**Future Plans**

Publish the remaining papers associated with this project.
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Femtosecond imaging of dynamical texture (re)formation in charge-density wave systems with coherent electron beams

Chong-Yu Ruan
Michigan State University, East Lansing, MI 48824. E-mail: ruan@pa.msu.edu

(i) Program Scope

Our project will leverage on emerging high-brightness electron beam technology for high-throughput femtosecond electron diffraction and imaging, designed to study the emergence and interplay between different orderings, such as density wave formation and structurally ordered states near insulator-metal (or superconductivity) transitions in the nonequilibrium regime. The experiments will also build on our recently established femtosecond optical doping approach for control and studies of the electronically driven energy landscape and resulted phase diagrams, and the cooperative dynamics of different order parameters that are entangled under nonequilibrium driving.

The project includes: (i) addressing the open questions on the symmetry breaking mechanism for the formation of stripe and checkerboard phases, (ii) disentangling the complex interplay between temperature, strain, disorder, chemical and external optical tuning of charge carriers in correlated metal-insulator transitions, and (iii) imaging the formation and transformation of highly debated the intertwined phase in the pseudo-gap region of transition-metal superconducting compounds.

(ii) Recent Progress

This presentation will discuss the latest development of ultrafast electron imaging and microdiffraction technologies and their first applications in imaging large scale textured states evolution and microstructures in correlated systems near metal-insulator transitions. The new femtosecond imaging and spectroscopy technologies utilize the inherent high brightness in the controlled femtosecond photoemission processes. Through a series flexible electron optical deployments that optimize the longitudinal (energy-time) and transverse (coherent length-dose) ultrashort electron pulse characteristics, new capabilities that incorporate spatial, temporal, and energy resolution are emerging. We first report that with dynamical pulse compression and magnetic focusing adjustments can now produce highly coherent electron beams (> 20 nm) while maintain relative high electron dose (D>1 e/µm²) and high temporal resolution (~ 100 fs). For our DOE project, these new capabilities provide new opportunities of studying large periodic domain formations in a charge density waves system (1T-TaS₂) and the ultrahigh speed restructuring of VO₂ microstructures near metal-insulator switching. The notably higher electron dose and coherent length provide the flexibilities in dealing with complex transformations through efficiently generating large datasets covering extended dynamical ranges where the diffusive and dynamical scaling behavior can be differentiated. On the other hand, different electron-optical arrangements also produce highly concentrated beams into a subdominant structure of microstructures, allowing microstructure responses to be differentiated with respect to the averaged responses in ensembles. These examples exemplify the range of problems that can be
tackled successfully even in the sub-relativistic energy scale more common to traditional electron TEM system.

Secondly, we will report on the ultrafast studies of 2D samples, traditionally prepared for steady-state transport measurements using Scotch-tape exfoliation. Such preparation is essential to produce very clean samples and to control the strain. Importantly, in ultrafast investigation of correlated systems there is a growing recognition that the strain may develop dynamically as part of photoinduced phase transition that may influence the microscopic phase evolution, similar to the steady state conditions(1-3). Capabilities for imaging of long-range interactions in these very clean systems under nearly stress-free environment permit a means to decouple the complex behaviors which may otherwise be obscured due to long-range elastic interactions smoothing out the sharp nature of the transitions.

On addressing the mechanism for the formation of different textured states, we applied the ultrafast coherent electron beams to obtain diffraction patterns resulted from high-order interactions of charge density waves in tantalum disulfide (1T-TaS$_2$). These high-harmonic interactions carry crucial information of the formation of long-range charge-ordered domains(4-6). Specifically, in TaS$_2$ the near-commensurate (NC) phase exists in distinctively textured state with sharp domains walls separating the locally insulating commensurate hexagonal domains, while being overall metallic. Raising the temperature to T$_c$ ∼ 350K, the domain state reconstructs into an incommensurate (IC) state with triply degenerate charge density waves(CDW) where no distinct domain walls can be identified. Prior studies using the scanning tunneling microscopy technique showed that this phase transition proceeds via gradually reducing the commensurate domain region while increasing the size of domain walls within which the new incommensurate phase emerges(7, 8). Meanwhile, photo-emission(9) and X-ray scattering(10) techniques showed the phase transitions induced by applying pressure within the bulk of TaS$_2$ samples to proceed without expanding the domain walls. Instead, the reduction of commensurate domain occurs via forming new domain walls that gradually subdivide the domains. Whereas these steady-state studies characterized the initial trends of transformation, but due to the strongly first order nature of the transition, the pathways of the domain state transformation are hidden in the abrupt transformations when the critical temperature or pressure are crossed. Recently, the discoveries of new or hidden domain states under photoexcitation(11, 12) or electrostatic gating(13) have fueled the debates over the subtle nature of phase transitions and their relationship to superconductivity.

Through controlled photo-doping and ultrafast imaging with coherent electron beams, we are able to delineate the underlying processes and uncover the dynamical scaling behavior close to metal-insulator switching where CDW texture development plays a role. By differentiate the dynamical responses in the long range and over different timescales, the diffusive and cooperate regimes of phase transition are isolated. The surprising physics of
the scaling behavior against thermal fluctuations is examined with clear threshold onset, which is distinctly different from the behavior driven by thermal quasiparticle excitations. In the dynamically scaling regime, high-fidelity cooperative switching can be established whereas in the quasiparticle-excitation-dictated regime, the responses are more akin to conventional semiconductors. These time-domain characterizations together with imaging of macroscopic texture developments provide a microscopic picture of how different phase transitions may occur under heating and photo-doping.

On disentangling the interplay between different tuning physical parameters that drive the metal-insulator switching in correlated electron crystals, we studied phase transitions in VO$_2$ nanocrystalline films. Unlike what has been perceived previously as a monolithic transformation(14-16), we observed that the photoinduced phase transitions between the monoclinic insulator (M$_1$) and the rutile metal (R) phase involves two separate transformations that take place via distinctly different mechanisms and over different timescales. We establish a new monoclinic metastable phase that locally takes on reduced lattice distortions while macroscopically possessing a different ordering motif, mediating the two different transformations. In the first transition where photoexcitation dives the system from M$_1$ to the metastable phase, the lattice dynamics proceed cooperatively but differently along the two separate sublattices, manifesting the strong interaction-driven character. While the new crystalline motif emerges in the femtosecond timescale, the overall lattice continues to evolve along the monoclinic motif for tens of ps during which the second transition is incubated by lattice fluctuations. Intriguingly, the second transformation also follows a threshold behavior with clearly onset in the time domain that leads to an incipient coherent acoustic wave generation as the system evolves to the quasi-equilibrium rutile state with changes in lattice rigidity. The dual transformation and the distinct role of lattice fluctuations in driving the electronic phase transition separate VO$_2$ from conventional electron crystals, and the results report here may help elucidate the complexities that have been the sources of recent debates(17-20).

**Fig.** Ultrafast imaging of long-range textured density-wave evolutions using femtosecond coherent electron beams in TaS$_2$. The phase diagram of 1T-TaS$_2$ under thermal heating and chemical doping (or applying pressure) encompasses textured charge-density wave states near insulator-metal transitions. The origins of these large-scale charge ordering textures and their relationship to the formation of superconductivity and coupling to structural transitions are open issues. Ultrafast imaging with coherent electron beam provides essential features that underlie the organizing principle of collective state transformation that spans from atomic scale to very long range (>10 nm).
(iii) Future Plans

Building on the success of the first year and new technical advances, we will move to the next stage of the three thrust directions, including more in-depth studies of charge-density wave materials with regard to morphological evolutions and layer-dependence, and further investigation of the effects of doping and strain using nanoscopic single-crystal VO$_2$ samples. Additionally, an attempt will be made to conduct electron imaging of fluctuating charge ordering in the pseudo-gap region of the superconducting materials.
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Atomic-scale Surface Studies of Bulk Metallic Glasses

Udo Schwarz, Department of Mechanical Engineering and Materials Science, Yale University

Research Scope

Bulk metallic glasses (BMGs) are of both scientific and technological interest because the absence of periodic atomic arrangements provides them with unique physical, chemical, and mechanical properties. Their high strength, superior elasticity, and an ability to be easily formed into virtually unlimited shapes with feature sizes from centimeters to Angstroms by blow molding and thermoplastic forming makes them an attractive choice for more and more practical applications and products. Due to their complex internal structure, however, experiments that yield insight into their exact atomic arrangements have been scarce.

The main reason for the slow progress is the lack of experimental tools that enable access to atomic-scale structural and behavioral information for disordered materials. The aim of the research, to be executed during the next three years (this project is started only very recently on 8/15/2016), is to enable significant progress in our understanding of BMGs by introducing a novel sample preparation scheme that results in high-quality samples ideally suited for inspection using an array of surface characterization methods. The radically new step is that we are performing nanoimprinting by thermoplastic forming (TPF) in ultrahigh vacuum with well ordered, in-situ cleaned oxide crystals as templates to produce atomically flat, uncontaminated surfaces that are yet fully amorphous. Alternately, atomically flat, uncontaminated surfaces will be produced using a novel vacuum-based growth approach. Through a combination of innovative scanning probe studies complemented by more standard surface science experiments, we will then obtain unprecedented insight into the nature of the glassy state.

Recent Progress

Nanoimprinting has attracted significant attention in recent years due to its promise of low-cost fabrication of nanostructured devices. Usually performed using polymers, BMGs have been identified as a material class that might be even better suited for nanoimprinting due to a combination of mechanical properties and processing ability. As a particular advantage, their featureless atomic structure suggests that there may not be an intrinsic size limit to the material’s ability to replicate a mold. We recently demonstrated that atomic step edges of a SrTiO3 (STO) single crystal used as mold could be successfully imprinted into amorphous Pt57.5Cu14.7Ni5.5P22.5 with high fidelity. Terraces on the BMG replicas possess atomic smoothness with sub-Angstrom roughness that is identical to the one measured on the STO mold.
Atomically precise imprinting of Pt$_{57.5}$Cu$_{14.7}$Ni$_{5.3}$P$_{22.5}$ by thermoplastic forming at 270 °C. (a) Ambient-air AFM image of a SrTiO$_3$(100) crystal after annealing at 1000 °C; atomic steps of excellent quality are visible. The cross section shown in panel (c) demonstrates that the individual steps are of unit cell height (3.9 ± 0.1 Å). (b) Corresponding area in the pressed BMG (image mirrored and inverted for easy comparison). Every detail of the atomic structure has been replicated; as illustrated in (d), even the step heights reproduce with an accuracy of better than 0.1 Å despite the fact that the atomic structure of the imprinted material remains amorphous (see insets). During the course of this work, samples prepared under clean conditions in ultrahigh vacuum will be investigated.

**Future Plans**

Using the nanoimprinting method introduced above, we will produce samples from BMG alloys directly in ultrahigh vacuum whose surfaces feature large atomically flat terraces despite being entirely amorphous. Our approach starts with the in-situ preparation of oxide crystals that are terminated by large terraces, from which exact mirror images out of Pt- and Au-based BMG will be formed. Since the resulting BMG replicas display all features of the original crystal with sub-Angstrom fidelity, thereby mimicking the original crystal’s termination by atomically flat terraces without being crystalline themselves, they are ideally suited for further investigation. The following experiments are then planned within this proposal: (1) Using Auger spectroscopy, x-ray photoelectron spectroscopy, low-energy ion scattering spectroscopy, and temperature-programmed desorption of CO molecules, the surface composition of the BMG samples will be clarified. (2) Using CO molecules as molecular markers for the locations of Pt and Ni surface atoms, the distribution of these species in the surface of Pt-BMG will be imaged at low temperatures by scanning tunneling microscopy (STM) and noncontact atomic force microscopy (NC-AFM). (3) Low-temperature STM and NC-AFM measurements on the atomically flat terraces will reveal details of the atomic structure of BMGs. (4) By repeating point 1-3 for samples with different preparation histories (e.g., after additional annealing, pressed with different flow speeds during TPF, etc.), variations in the atomic arrangements due to relaxation and energy minimization effects can be revealed.

Santiago D. Solares, The George Washington University, Department of Mechanical and Aerospace Engineering, Washington, DC 20052

Research Scope

The overall scope of this project is the development of a trimodal atomic force microscopy (AFM) method for the multi-dimensional characterization of nanoscale surfaces. Here multidimensional refers to either mapping of multiple surface observables through a single 2-dimensional scan, or to mapping of a single observable as a function of the Cartesian position of the probe, with the possibility of including the probe velocity as a fourth dimension. The ability to visualize the subsurface with trimodal AFM has been previously reported [1] and a variety of nanomechanical mapping approaches with single- and multifrequency AFM methods have been previously develop or studied [2-6]. The project scope for the past (4th) and the final (5th) years consists of the application of these methods to elucidate scientific aspects of energy-relevant materials. The studies have focused on two systems, namely (i) Nafion® proton exchange membranes subjected to varying chemical environments, whereby a description of the corresponding mechanical properties as a function of environmental changes is sought, and (ii) PCDTBT:PC70BM bulk hetero-junction active layers in organic photovoltaics (OPVs) subjected to localized nanomechanical stresses, where the objective is to elucidate the physical origins of the evolution of localized defects in the electron/hole transport capability of the system.

Recent Progress
donor polymer clusters, by means of nanomechanical manipulation. The overall approach was as follows: defects in a PCDTBT-based solar cell device were characterized electrically by Kelvin probe force microscopy (KPFM) and conductive AFM (CAFM), whereby correlation between local electrical potential and current confirmed losses of hole percolation pathways at the defects. It was found that the defect population depends on the sample preparation process followed (e.g., on the type of solvents used), suggesting a possible relationship between polymer solubility and defect concentration. Afterwards, multifrequency (bimodal) AFM was used to applied controllable mechanical stresses using the resonant peak force modulation methods introduced in [1], followed by a second characterization with KPFM and CAFM, which confirmed healing of the defective areas. Since the healing process is mechanically-based, it offers the possibility of large-scale implementation in the commercial manufacturing of OPV systems, for example through the use of rolling processes. The key contributions so far have been the development of a correlation between device-level phenomena and nanoscale images by a systematic AFM characterization approach, and the implementation of a scanning probe procedure to recover the surface defects of the OPV devices studied.

Nafion® Proton Exchange Membranes: Addition of a strong base to Nafion® proton exchange membranes (PEM) is a common practice in industry to increase their overall performance in fuel cells by reducing membrane wrinkling and hydrolyzing the functional groups. However, no
guidelines exist for carrying out this process rationally. The evolution of the rheological properties of Nafion® thin films was therefore studied as a function of the casting pH, via characterization with static and dynamic, contact and intermittent-contact AFM techniques. The addition of the strong base KOH caused non-monotonic changes in the viscoelastic properties of the films, which behaved as highly-dissipative, softer materials near neutral pH values, and as harder, more elastic materials at extreme pH values. This behavior was quantified through calculation of the temporal evolution of the compliance and the glassy compliance under static AFM measurements. These observations were further complemented with dynamic AFM metrics, including dissipated power and virial (for intermittent-contact-mode measurements), and contact resonance frequency and quality factor (for dynamic contact-mode measurements). Finally, the non-monotonic material property behavior was explained in terms of the degree of ionic crosslinking and moisture content of the films, which vary with the addition of KOH. This work focused on the special case study of the addition of strong bases, but the observed mechanical property changes are broadly related to water plasticizing effects and ionic cross-linking, which are also important in other types of films under varying chemical conditions. The above results can be extremely useful in the development of industrial guidelines for the conditioning of fuel cell membranes in order to reduce the occurrence of undue mechanical stresses and damage during operation. This work has been reported in [7].

Future Plans

The final year (5th) of the project will be devoted to completing the investigations on the restoration of the percolation network in PCDTBT-based solar cells. Specifically, it is necessary to elucidate the source of the defects and the precise mechanism through which they are healed.
Additionally, work is currently in progress on the development of a nacre-mimetic polymer composite based on PEDOT:PSS and nano-clay additives, which offers the possibility of developing highly-conductive, transparent oxygen barriers for use in OPVs. Both initiatives are ideally suited for the multifrequency AFM techniques and equipment platform developed, due to the anisotropic, viscoelastic/plastic mechanical properties of the materials, as well as the interplay of these behaviors with electron transport properties.
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Probing Correlated Phenomena in Oxide Structures with Quantitative STEM
Susanne Stemmer, Materials Department, University of California, Santa Barbara

Research Scope
In this project, we combine advances in quantitative scanning transmission electron microscopy (STEM) and in oxide heterostructure engineering to establish the relationships between the atomic-scale structure and the electrical and magnetic properties of correlated oxides. The project makes use of advanced STEM-based diffraction and imaging techniques that allow for mapping of small lattice distortions and changes in the oxygen octahedral tilt patterns, with unit cell spatial resolution across interfaces and heterostructures. These are correlated with macroscopic properties that arise from strong electron correlations and coupling to the lattice, such as metal-insulator transitions and non-Fermi liquid behavior. The project also seeks to advance quantitative STEM for analysis of materials structure and defects by making use of variable angle imaging to improve contrast and interpretability, thereby contributing to the development of methods for atomic scale imaging of functional materials.

Recent Progress
a) Development of variable-angle high-angle annular dark-field (HAADF) STEM [1]

In previous work in this project [2], we showed that quantitative HAADF-STEM can be used for complete 3D imaging of individual Gd dopant atoms in a thin foil of SrTiO$_3$ from a single image. In this approach, quantitative depth position information is extracted from a sufficiently thin sample using quantitative STEM, by comparing the experimental column intensities with calculations for all possible dopant configurations, and determining the most probable dopant position given an experimentally determined noise function. This method is limited by inherent experimental noise (detector noise, sample instability under the beam, sample contamination, surface amorphous layers, sample imperfections, etc.), in particular, when intensity differences between different configurations are small. One avenue of improving experimental identification of dopant atoms using quantitative STEM lies in reducing the experimental noise, for example, through the development of brighter sources or more stable environments that allow for longer exposures. However, such approaches face inherent limitations, such as beam damage.

In this project, we have developed an alternative method to improve contrast and interpretability, which we term variable-angle HAADF-STEM (VA-HAADF). A key feature of VA-HAADF it utilizes information provided by the angular dependence of the scattering in HAADF. This angular dependence depends on the dopant depth position. As the incident probe channels along a column, atoms deeper in the foil see a more focused probe, resulting in scattering to higher angles (more electrons travelling closer to the nucleus), relative to a dopant atom nearer to the entrance surface. Thus, by selecting certain angular ranges, different dopant atom configurations may be more easily distinguished (Fig. 1).
We applied variable-angle high-angle annular dark-field (HAADF) imaging in scanning transmission electron microscopy to the precise and accurate determination of three-dimensional (3D) dopant atom configurations in Gd-doped SrTiO$_3$ films. We showed that one particular detector range is not unilaterally better than the other, but the acquisition of multiple variable angle data and use of compound probabilities significantly improved the accuracy and precision of both the number of dopants as well as the their position(s). Configurations that are ambiguous in one detector regime can be resolved in the other (Fig. 2).

b) Direct observation of vacancies by quantitative STEM [3]

While methods to measure the global concentration of point defects exist, determining their spatial arrangement is significantly more challenging. Furthermore, most techniques cannot provide direct information about atom relaxations around a point defect even though they are
crucial for the properties. As discussed above, quantitative HAADF-STEM has been used to determine the three-dimensional dopant atom configurations with unit-cell depth resolution for dopants that have a relatively large atomic number ($Z$) difference with the host crystal. Here we have combined recent advances in STEM, in particular variable angle HAADF-STEM and rigid registration methods to detect not just foreign atoms with large $Z$-contrast but also vacancies and their associated local atom relaxations. We demonstrate direct imaging of Sr vacancies in SrTiO$_3$ and determine the lattice relaxation around the vacancies with picometer precision. We show that rigid registration methods not only improve the precision in measurements of atom column positions but also the quantification of image intensities, as needed to detect point defects with low $Z$-contrast, such as vacancies. We show that the number of vacancies in each column can be quantified. Discrepancies between the measured lattice relaxations and predictions from DFT simulations underscore the need for atomic-scale experimental input in developing a microscopic understanding of how point defects control real materials properties.

![Figure 3: Local structure relaxation around Sr vacancies.](image)

(B, D) Atomic distance maps, where each pixel value indicates the averaged distance from one cation to its four nearest neighbor unlike cations, showing Ti-O columns being displaced away from Sr vacancies. The overlay in (A) shows an example of a distance measurement from a Sr column (orange circle) to the Ti-O columns (blue circle). From ref. [1].

c) Role of lattice symmetry in the metal-insulator transition of NdNiO$_3$ films [4]

Bulk NdNiO$_3$ exhibits a metal-to-insulator transition (MIT) as the temperature is lowered that is also seen in tensile strained films. In contrast, films that are under a large compressive strain typically remain metallic at all temperatures. To clarify the microscopic origins of this behavior, we have used PACBED in STEM to characterize strained NdNiO$_3$ films both above and below the MIT temperature. We show that a symmetry lowering structural change takes place in case of the tensile strained film, which undergoes an MIT, but is absent in the compressively strained film. Using space group symmetry arguments, we showed that these results support the bond length disproportionation model of the MIT in the rare-earth nickelates. Furthermore, the results provide insights into the non-Fermi liquid phase that is observed in films for which the MIT is absent.
Figure 4: PACBED can resolve small structural distortions at the metal-insulator transition of an ultra-thin film. (a) Schematic of the expanded 2×2×2 pseudocubic unit cell for bulk NdNiO$_3$ and tensile strained NdNiO$_3$ films, showing relationships between key features in the orthorhombic lattice parameters and most probable Glazer octahedral tilts. (b) Low temperature LA-PACBED patterns from the NdGaO$_3$ substrate and NdNiO$_3$ film. While the substrate pattern is similar to its room temperature counterpart, the low temperature film displays a different symmetry from both the room temperature film and the substrate. From ref. [4].

Future Plans

Our future plans include continuing to develop quantitative methods for 3D point defect imaging. We are particularly interested in understanding how the underlying microscopic structure determines whether a foreign atom or a vacancy acts as a dopant, which to date has only been achieved for very few point defects. We will also apply quantitative STEM techniques to understand metal-insulator transitions.
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Exploring and Embracing Heterogeneity in Atomically Thin Energy Materials

Peter Sutter, Dept. of Electrical & Computer Engineering, University of Nebraska-Lincoln, Lincoln, NE 68588 (psutter@unl.edu); Eli Sutter, Dept. of Mechanical & Materials Engineering, University of Nebraska-Lincoln, Lincoln, NE 68588 (esutter@unl.edu)

Research Scope

Atomically thin semiconductors offer extraordinary opportunities for the manipulation of charge carriers, many-body optical excitations, and non-charge based quantum numbers such as spin and valley degrees of freedom. Carrier confinement and reduced dielectric screening in these two-dimensional (2D) materials can give rise to characteristic energies large enough that many-body and quantum effects are dominant even at room temperature. Optical excitations in extended homogeneous areas of these materials have been investigated intensely. Much less understood are effects that arise in heterogeneous materials, either near naturally occurring defects, impurities, edges, and grain boundaries, or as a result of intentional alloying and interface formation.

Probing such systems experimentally involves significant challenges: Understanding atomistic growth mechanisms of 2D materials, so that systems with specific “imperfections” and controlled interfaces can be realized; and detecting local excitations at scales that match the relevant (nanometer) length scales in heterogeneous materials (Fig. 1). In this research program, we address these challenges by using novel platforms for quantitative in-situ microscopy of the growth of 2D materials and heterostructures, combined with local spectroscopic measurements of quasiparticles excited at the nanometer scale. Experiments are guided and analyzed via computations of the structure, chemistry, and excitation spectra of defects and interfaces. The program focuses on three distinct classes of materials: Graphene-hexagonal boron nitride alloys, interesting for realizing tunable bandgaps and novel excitonic effects; transition metal dichalcogenides and heterostructures, for which fundamental materials synthesis processes, the behavior of optically excited quasiparticles near defects, and their manipulation near interfaces are being investigated; and

Figure 1. Nanometer-scale heterogeneity affecting electronic excitations in 2D materials. (a) Modulus squared of the real-space wave function of the A-exciton in single-layer MoS$_2$. After Qiu et al., Phys. Rev. Lett. 111, 216805 (2013). (b) Dislocation in a (projected) honeycomb lattice. (c) Grain boundary. (d) In-plane heterojunction.
group IV chalcogenides, a largely unexplored family of 2D materials promising for energy conversion processes.

The defining characteristics of the chosen technical approach are: (i) A focus on powerful in-situ methods to understand and direct the synthesis of 2D materials; and (ii) the probing of optical excitations near natural or engineered heterogeneities in 2D materials at the nanometer scale. The strategy for controlling growth, interface formation and associated properties (structure, composition, defects) in 2D materials involves an in-situ platform that integrates low-energy electron microscopy (LEEM) with UHV scanning tunneling microscopy (STM) to achieve real-time microscopy at the mesoscale combined with atomic-resolution imaging/spectroscopy on the same samples transferred in-situ. To extend the real-time imaging capabilities of LEEM to the atomic level, e.g., for imaging edge-flow growth, defect generation, etc., we are developing a novel in-situ platform that translates the functionality of widely used tube furnaces to a miniaturized setup suitable for high-resolution transmission electron microscopy (TEM). The optoelectronic properties of heterogeneous 2D materials are probed by scanning TEM-cathodoluminescence (STEM-CL), in which a tightly focused (~1 nm) electron beam replaces a laser as an excitation source (Fig. 2). The exciting beam can be positioned with nanometer precision for local spectroscopy or scanned to generate high-resolution luminescence maps. In this way, the optoelectronic properties of heterogeneous samples can be correlated with the local structure and composition determined by analytical (S)TEM.

The fundamental research carried out within this program promises impact in several areas. Insight into the interaction of optical excitations with short-range atomic motifs in alloys and near defects has the potential to uncover novel many-body physics in atomically thin materials and can form the basis for creating robust technologies that harness the inherent imperfections of real-world materials. The manipulation of excited electronic states near interfaces addresses the Grand Challenge of controlling materials processes at the level of electrons, and can enable novel approaches to energy conversion and quantum information processing. And finally, the development of novel experimental methodologies, e.g., for atomistic observations of growth processes in complex environments, has the potential to cause a paradigm shift in research on synthesis and processing of 2D and nanoscale materials.
High Precision STEM Imaging: Improved Data Quality, Imaging Vacancies

Paul M. Voyles and Dane Morgan, Department of Materials Science and Engineering, University of Wisconsin-Madison

Research Scope

The goals of this project are to improve the quantitative reliability of STEM data and to use that data to characterize point defects in crystals. Our approach to improved data is to use adapt techniques from image science and data science specifically to STEM data and apply them to state-of-the-art quantitative experiments. The low-noise, low-distortion, quantitatively reliably data can then be compared rigorously to simulations from atomic structures derived from density functional theory. The focus of our experimental work has been on imaging La single vacancies in LaMnO$_3$.

Recent Progress

Limits to Precision at Coarse Pixel Sampling

Our previous high precision STEM imaging used high magnification and extremely high electron dose of 10-15 pm/pixel and 80,000-160,000 C/cm$^2$ [1]. These parameters are acceptable only for materials that are very robust under the electron beam. To reduce the dose, we can reduce the probe current or the dwell time per pixel, or we can increase the pixel size. The pixel size is the easiest parameter to change and has the added advantage of increasing the field of view. Figure 1 shows an image of a gold nanoparticle acquired with 64 pm pixels, so each atomic column is covered by just 4×4 pixels. However, the image still has precision of 2 pm in repeated measurements of interatomic spacings in the interior of the particle demonstrates precision. The image in Figure 1 was acquired at 100 times less dose that the initial high precision results.

Non-local Denoising

Achieving high precision at even lower dose is likely to require denoising. Familiar denoising approaches in microscopy combine the intensity of pixels close to one another in the image to reduce noise, using, for example a convolution filter. However, we can take advantage of redundancy in the image by combining groups of pixels based on whether or not they contain similar patterns of intensity [2]. Such non-local denoising approaches first break an image up into small patches, then denoised them based on their similarity to one another.

With Benjamin Berkels, we adapted one of the leading non-local denoising algorithms, the block-matching and 3D filtering approach.
(BM3D) algorithm [3] to EM images [C] by implementing a similarity measure appropriate for data dominated by Poisson noise and by developing an adaptive periodic search for matching blocks within the image. Figure 2 shows the results of denoising simulated STEM data using BM3D. Figure 2(a) is a multislice simulated image of a dislocation core in Si [110]. Figures 2(b) and (c) are the same image, corrupted by Poisson noise. Figure 2(d) is the denoised image of (b) and (e) is the denoised version of (c). For the moderate noise level of (b), the denoised version is virtually indistinguishable from the original. For the high-noise version of (c), the denoised version still recovers all of the Si dumbbells, including the near the aperiodic dislocation. Working with simulated data for which all the true pixels values are known enabled quantitative determination of the optimal parameters for our adapted BM3D, tracking of precision in denoised images, and demonstration that our BM3D outperforms competing algorithms [C].

STEM spectrum images, especially STEM EDS at atomic resolution, have even lower signal than Z-contrast STEM images, so we have combined non-rigid registration and non-local denoising to significant improve the data quality [B]. We acquired a series of 100 STEM EDS spectrum images of Ca-doped NdTiO$_3$ with simultaneous Z-contrast images. Then we registered the Z-contrast images and applied the shifts to every energy channel of the spectra. The result was significantly better in terms of peak signal and contrast in elemental maps than conventional drift correction using a reference area. Then, we applied non-local principle component analysis (NLPCA) denoising in collaboration with the method developer Rebecca Willett [4]. NLPCA produced higher signal to noise ratio with fewer artifacts than conventional weighted PCA and BM3D applied to the same data [B].

**Imaging Single Vacancies with High-Precision STEM**

We have combined high precision STEM imaging and simulations to image single La vacancies in LaMnO$_3$. 

---

![Figure 2: Denoising of simulated Z-contrast images using adapted BM3D. (a) a noiseless simulated STEM image. (b) moderate Poisson noise added to (a). (c) High noise added to (a). (d) and (e), images (b) and (c) respectively, denoised using Poisson BM3D.](image)

![Figure 3: Simulated visibility and surrounding atomic column distortions for a La vacancy in LaMnO$_3$ as a function of the vacancy depth in the STEM](image)
Figure 3(a) shows the visibility of a single La vacancy as a function of depth derived from multislice simulations from a DFT-relaxed vacancy structure. The low noise of high-precision STEM images makes changes in intensity of just a few percent detectable, so a single vacancy is visible at any depth in a 10 nm thick sample. Figure 3(b) shows the distortion of the neighboring La atomic columns in the simulated image, which is detectable for high-precision STEM if the vacancy is near the entrance surface of the sample. The 3D motion of the nearest La atoms to the vacancy is much larger, up to 20 pm, but only a fraction of that displacement survives in the 2D projection of the STEM image. The ability to identify a vacancy from both the visibility and the lattice distortion enables us to distinguish surface vacancies from vacancies in the bulk.

Figure 4 shows examples taken from experimental high-precision STEM images of a LaMnO$_3$ thin film, with the measured column visibility and the distortions of the surrounding columns. For each example, the experimental values are compared to simulations from a sample with the same thickness. Figure 4(a) has a visibility consistent with a vacancy between 1 and 5 nm deep. The distortions, however, are consistent only with the entrance surface and a depth of 3 to 4.5 nm. By combining all the measurements and simulations, with estimates of their uncertainties, in a Bayesian statistical model, we derive the probability that the column contains a single vacancy as a function of depth. For Figure 4(a), the probability is strongly peaked at a depth 3.5 nm, localizing the vacancy to one or two atomic sites. Figure 4(b) and (c) show similar data for a surface vacancy and a column containing no vacancy.

Figure 4: Experimental images of LaMnO$_3$ showing (a) a vacancy inside the sample, (b) a vacancy on the sample surface, and (c) a region containing no vacancy. For each image, the measured visibility and displacements are compared to simulations for the same sample thickness, then combined to obtain the probability that a vacancy exists at a particular depth.
Analysis of 358 La columns in several images found 35 isolated La vacancies randomly distributed in the film. A 0.78% concentration of vacancies in a thin film is difficult to independently confirm, but it is consistent with the expected composition control during the thin film growth. These results represent the first atomic-resolution imaging of a vacancy in a bulk crystal.

**Future Plans**

We will complete work La vacancies in LaMnO$_3$, then extend similar methods to study cation-anion vacancy clusters in LaMnO$_3$ and (La,Sr)MnO$_3$ that may be involved in limiting oxygen transport. Then, we will extend our approach to other cation vacancies in other perovskites and begin exploring approaches to image single oxygen vacancies.

We will seek further improvements in STEM data at lower dose by combining denoising, registration, and atom finding in a single step, rather than our current sequential. The combined approach makes use of the maximum amount of information directly, which may yield better results and better scaling behavior with the number of images at low dose.
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Visualizing emergent phenomena in topological and quantum materials

Weida Wu

Department of Physics and Astronomy, Rutgers University, Piscataway, NJ, 08854

Research Scope

The objective of this project is to explore the emergent topological phenomena and to understand the unconventional properties of topological and correlated materials such as quantum anomalous Hall (QAHE) systems and multiferroics. The giant magnetoelectric effect due to coupled ferroic orders in multiferroics is of both fundamental and technological interest, and is promising for energy-efficient multifunctional applications. The presence of domains and domain walls is a distinguishing feature of any ferroic order; their responses to external stimuli determine the macroscopic properties and the functionalities of ferroic materials, including magnetic topological insulators, where quantum Hall transition is coupled to magnetization reversal. To address the challenges and to directly visualize the cross-coupled phenomena and their responses to the applied electric and magnetic fields, the PI proposed and developed unique SPM techniques, e.g. magnetoelectric force microscopy (MeFM). The real space imaging of domains and domain walls shed new light on fundamental understanding of the nature of cross-coupling in multiferroic and topological materials.

Recent Progress

- Instrumentation development

  ➢ Development of ultra-low temperature MFM with Akiyama probe

The PI’s variable temperature magnetic force microscopy (VT-MFM) system was a power magnetic imaging tool that produced many high impact results in the last few years. However, many interesting phenomena such as topological superconductivity, quantum anomalous Hall effect, quantum critical phenomena, etc., cannot be studied by the PI’s MFM due to base temperature limit (~2.8 K), which is due to the Joule heating of the integrated piezo-resistive element for sensing cantilever deflection. To address this issue, a graduate student in the PI’s group is investigating a new type self-sensing cantilever, called Akiyama probe (A-probe), where a silicon cantilever is glued to the end of a Quartz tuning fork to form coupled harmonic oscillators. Both cantilever actuation and deflection detection are accomplished via the Quartz sensor, thus it further simplifies the mechanical structure of AFM head. More importantly, the power consumption of Quartz tuning fork sensor is of the order of nW, much less than that of piezo-resistive sensors (~mW), which opens up possibility of ultra-

Figure 1 (a) A 3D rendering of ULT-MFM scanner head with both z-walker (top) and xy-walker (bottom). (b) A photo of a homemade AFM (without xy-walker) for testing the performance of A-probe at ambient condition. (c)/(d) Preliminary AFM/MFM image of the same location taken with an A-probe on a magnetic tape sample.
low temperature (mK) operation. A homemade amplifier circuit was developed for driving and sensing the Akiyama probes. New AFM head for ultra-T application has been designed, as shown in Fig. 1(a). A simplified version (without xy-walker) has been constructed for testing the AFM and MFM performance of A-probe. A photo of the test AFM head is shown in Fig. 1(b). Preliminary results of at room temperature are very promising. As shown in Fig. 1(c) and (d), decent topographic and magnetic images of the same location on a magnetic tape test sample (Bruker) are obtained with an A-probe coated with Co films. The stripes in MFM image are the recorded bits of the tape sample. These results demonstrate that it is feasible to use A-probe for MFM measurements. The next step will be to test the AFM and MFM operation of A-probe in cryogenic environment. It is straightforward to perform such tests because the design of test scanner head is compatible with the PI’s cryogenic MFM probe. With further optimization and testing, the PI expects to achieve high quality MFM imaging with A-probe in cryogenic environment, and ultimately, in ultra-low temperature.

- **Quantitative lateral Piezo-response Force Microscopy (L-PFM)**

The PI’s previous work on using background-free PFM setup allows quantitative vertical PFM measurements with high sensitivity. The PI’s group continues to develop new approach to improve the functionality of PFM. Our recent effort is to calibrate lateral piezoelectric response in PFM setup. The key point is to simultaneously detect both torsional and buckling motions of atomic force microscopy (AFM) cantilevers induced by the lateral piezoelectric response of the sample. This requires the quantitative calibration of torsional and buckling response of AFM. This method is validated by measuring the angular dependence of the in-plane piezoelectric response of a piece of piezoelectric a-quartz. The accurate determination of the amplitude and orientation of the in-plane piezoelectric response, without rotation, would greatly enhance the efficiency of lateral piezoelectric force microscopy. This result was published in APL early this year.

- **Scientific accomplishments**

  - Magnetoelectric response in hexagonal manganites and ferrites

As planned, the PI’s group continued MeFM studies of local magnetoelectric (ME) response in hexagonal manganites. Giant ME response was observed on hexagonal YbMnO$_3$. Comparing with the PI’s previous work on ErMnO$_3$ (published in Nature Mater. 2014), the ME response in YbMnO$_3$ show qualitatively similar temperature dependence, but different field dependence, which helps to separate the ME contributions from Mn spins and RE moments. A manuscript on the new results and a deeper understanding of ME effect is being prepared in collaboration with M. Mostovoy at Groningen.

In collaboration with D. Schlom (Cornell), the PI’s group is investigating magnetic and ME properties of MBE thin films of hexagonal LuFeO$_3$, a system related to hexagonal manganites. Recent theory predicts that LuFeO$_3$ might host strong ME coupling without applied magnetic field. The PI’s group has obtained beautiful magnetic images of weak-ferromagnetic domains in LuFeO$_3$ thin films. Preliminary MFM results are in good agreement with transport measurements in literature. A manuscript that summarizes these results is in preparation.

- Magnetic imaging of ferromagnetic domains in quantum anomalous Hall systems

235
Topological insulators (TI) are a new quantum state of matter where an insulating bulk state is surrounded by conducting surface states because of topological properties of twisted electronic band structure. The topological twist originates from strong spin-orbit coupling combined with time reversal symmetry. Breaking time reversal symmetry would result in quantum anomalous hall effect (QAHE), which was observed in ferromagnetic Cr doped (Bi,Sb)₂Te₃ (BST) thin films. However, there is no report of magnetic domain structure of magnetic TIs despite of many follow-up studies. The PI’s group has performed MFM studies of both single crystals and MBE thin films of Cr doped TIs. A manuscript on this work has been published in APL materials (2015). The typical domain size in single crystals is order of microns, while in thin films the domain size is order of few hundreds of nm.

The QAH state is very fragile in the Cr doped BST thin films, where quantized Hall conductance was observed at mK temperature. Recently the PI is collaborating with Prof. Moodera’s group at MIT on V doped BST thin films where robust QAHE effect was discovered. A systematic MFM study of domain behavior in thin films of the magnetic topological insulator V doped Sb₂Te₃ revealed that in the virgin domain state, after zero-field cooling, an equal population of up and down domains occurs. Interestingly, the cooling field dependence of MFM images (shown in Fig. 2) demonstrates that small cooling magnetic field (~5-10 Oe) is sufficient to significantly polarize the film despite the coercive field ($H_C$) for these films being on the order of a tesla at low temperature. By visualizing the magnetization reversal process around $H_C$ of V-doped Sb₂Te₃, we observed a typical domain behavior of a ferromagnet, i.e. domain nucleation and domain wall propagation. Our results provide direct evidence of ferromagnetic behavior of the magnetic topological insulator, a necessary condition for robust quantum anomalous Hall effect. The manuscript is in 2nd round of review (minor revision) in NPJ Quantum Materials.

**Figure 2** Topographic (a) and MFM image (b) measured at 5 K after ZFC. The equal population of up (red) and down (blue) domains indicates a zero-magnetization virgin domain state. (c)-(g) MFM images (5 K) of FC domain states with cooling fields ranging from 0 Oe to 100 Oe. The cooling field values are labeled at the upper-left corner of each MFM image. The color scale is 15 nm (50 mHz) for topographic (MFM) image(s), and 20 mHz for the ZFC MFM image (b). (h) Cooling field dependence of net magnetization of various domain states inferred from MFM images using a histogram analysis of MFM images. The trapped flux in the superconducting magnet is estimated to be ~30e.

**Future Plans**

MeFM studies of hexagonal manganites and ferrites and heterostructures

The PI will continue to improve the sensitivity our unique MeFM technique for visualizing mesoscopic magnetoelectric coupling of domains or domain walls in either single-phase multiferroics (e.g. hex-REMnO₃, hex-REFeO₃) and magnetoelectrics (e.g. DyFeO₃), or heterostructural thin films where interfacial strain or exchange bias provide the cross-coupling.
Systematic studies of magnetoelectric effect in hexagonal manganites would shed new light on the fundamental mechanism of magnetoelectric response in hexagonal systems. In collaboration with D. Schlom at Cornell, the PI’s group is investigating weak-ferromagnetic domain structure and magnetoelectric effect in hexagonal ferrite (e.g. LuFeO$_3$) MBE thin films.

**Magnetic imaging of QAH systems and chiral edge states**

The PI will investigate ferromagnetic domain behaviors in magnetic TIs, using VT-MFM with *in situ* high magnetic/electric field capabilities. The ultimate goal is to visualize one-way conduction of chiral edge states in these fascinating systems.

**Background-Free PFM on new piezoelectric materials**

The PI will continue to optimize background-free PFM setup for quantitative piezoelectric responses, both out-of-plane and in-plane PFM measurements. A used multi-mode AFM was acquired for dedicate PFM measurements and general surface characterization. Background-free PFM will be applied to other novel ferroelectric or piezoelectric materials to study their domain structure and piezoelectric properties.

**Design and development of ULT-AFM based on Akiyama probe**

The PI will design new LT-AFM head with Akiyama probe for ultra-low temperature operation. Once the new LT-AFM is constructed, it will be combined with the advanced SPECS SPM controller for multimodal operations at extreme conditions.
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Transport and Imaging of Mesoscopic Phenomena in Novel Low-Dimensional Materials

Yacoby, Amir - Harvard University, yacoby@physics.harvard.edu
Jarillo-Herrero, Pablo – MIT, pjarillo@mit.edu

Project Scope
The recent invention of simple techniques to produce highly ordered macroscopic films of graphene—a two-dimensional sheet of carbon atoms arranged in a honeycomb lattice—and the remarkable series of discoveries that followed, from anomalous quantum Hall effect to proximity-induced superconductivity, marks the advent of a new era of carbon-based electronics. Moreover, graphene just constitutes the first example of a large family of two-dimensional materials that can be mechanically assembled to form van der Waals heterostructures, the most famous example being those formed by graphene and hexagonal boron nitride (hBN).

Several features make graphene of interest for exploring new physical effects. Its electronic spectrum for example is best described by ultra-relativistic dynamics. Unlike photons or neutrinos however, the electrons in graphene are charged and posses not only spin, but also pseudospin and valley degrees of freedom that lead to novel new physics that remains largely unexplored. This includes the fractional quantum Hall effect, chiral spin currents at the boundaries and more. Furthermore, the tunability of carrier density in graphene and the ease by which it may be contacted opens up new possibilities for exploring phenomena that rely on the coexistence of electrons and holes as well as controlling superconductivity, quantum Hall physics, magnetism, and the interface between all them. In addition, by controllably stacking different 2D materials, such as graphene, hBN, or transition metal dichalcogenides (TMDs), novel heterostructures and devices which exhibit equally remarkable electronic structures can be nanofabricated, where all these phenomena can be further explored.

Our focus in this proposal is to use innovative methods to fabricate ultra-low disorder graphene and other novel 2D materials devices, in conjunction with ultra sensitive scan probe, local tunneling, and capacitance methods, as well as low-temperature electronic transport techniques in order to explore new and spatially varying mesoscopic phenomena in graphene and TMD devices and heterostructures. Our research focuses on transport and current flow imaging of ultra-high mobility graphene; induced superconductivity and Andreev tunneling spectroscopy in graphene; proximity effect between superconductivity and quantum Hall physics; transport and imaging of graphene in inhomogeneous electric and magnetic fields; compressibility in TMD and graphene using capacitance and gateable scanning SET’s; and imaging the electronic and spin transport properties of graphene using scanning diamond NV centers.

Recent Progress

Spatially resolved edge currents and guided-wave electronic states in graphene
A far-reaching goal of graphene research is exploiting the unique properties of carriers to realize extreme nonclassical electronic transport. Of particular interest is harnessing wavelike carriers to guide and direct them on submicron scales, similar to light in optical fibers. Such modes, while long anticipated, have never been demonstrated experimentally. In order to explore this behavior, we employ superconducting interferometry in a graphene Josephson junction to reconstruct the real-space supercurrent density using Fourier methods. Our measurements reveal charge flow guided along crystal boundaries close to charge neutrality. We interpret the observed edge currents in terms of guided-wave states, confined to the edge by band bending and transmitted as plane waves. As a direct analog of refraction based confinement of light in optical fibers, such non-classical states afford new means for information transduction and processing at the nanoscale.

Visualization of phase-coherent electron interference in a ballistic graphene Josephson junction

Fig. 1. ‘Fiber-optic’ modes and spatially resolved current imaging in a graphene Josephson junction. (A, B) Guided edge modes induced by an intrinsic band bending near crystal boundary, for single-layer and bilayer graphene (schematic). Guided modes exist for any edge potential no matter how weak. (C) The guided modes are manifested through peaks in the density of current-carrying states at the crystal boundaries, prominent near charge neutrality (red: n = 0.05 \times 10^{11}\text{cm}^{-2} ; blue: n = 2.5 \times 10^{11}\text{cm}^{-2} ). (D) Schematics of superconducting interferometry in a graphene Josephson junction, which is used to image the spatial structure of current-carrying states. (E, F) The recorded interference pattern is of a single-slit Fraunhofer type at high carrier density, turning into a SQUID-like interference near neutrality (colorscale is dV/dI (Ω)). (G, H) Current flow, extracted from the interference data using Fourier techniques, is uniform at high carrier density and peaks at the crystal edges for carrier density close to neutrality.

Interference of standing waves in electromagnetic resonators forms the basis of many technologies, from telecommunications and spectroscopy to detection of gravitational waves. However, unlike the confinement of light waves in vacuum, the interference of electronic waves in solids is complicated by boundary properties of the crystal, notably leading to electron guiding by atomic-scale potentials at the edges [1-4]. Understanding the microscopic role of boundaries on coherent wave interference is an unresolved question due to the challenge of detecting charge flow with submicron resolution. Here we employ Fraunhofer interferometry to achieve real-space imaging of cavity modes in a graphene Fabry-Perot (FP) resonator, embedded between two superconductors to form a Josephson junction [5]. By directly visualizing current flow using Fourier methods [6], our
measurements reveal surprising redistribution of current on and off resonance. These findings provide
direct evidence of separate interference conditions for edge and bulk currents and reveal the ballistic
nature of guided edge states. Beyond equilibrium, our measurements show strong modulation of the
multiple Andreev reflection amplitude on an off resonance, a direct measure of the gate-tunable change
of cavity transparency. These results demonstrate that, contrary to the common belief, electron
interactions with realistic disordered edges facilitate electron wave interference and ballistic transport.

**Tunneling spectroscopy of Andreev states in graphene**

A normal conductor placed in good contact with a superconductor can inherit its electronic properties. This proximity
effect originates from the formation in the conductor of entangled electron-hole states, called Andreev states.
Spectroscopic studies of Andreev states have been performed in just a handful of systems. With its large mobility, ease of
access and electrostatically tunable carrier density, graphene provides a novel platform for studying Andreev physics in two dimensions. Using a full van der Waals heterostructure, we have performed a direct tunnelling spectroscopy of proximitized graphene. The measured energy spectra, which depend on the phase difference between the superconductors and on graphene carrier density, evidence a continuum of Andreev bound states with energies smaller than the superconducting gap. Notably, out of gap modulations are also observed and could be related to the long-predicted Andreev scattering states [7,8,9,10]. This work opens up new avenues for probing exotic phase of matter in hybrid superconducting Dirac materials.

**Future Plans**

Our research effort for the next years will focus on the following topics:
1. Transport and imaging of ultra-high mobility in hBN encapsulated single and few layer graphene.
2. Induced superconductivity and Andreev bound states spectroscopy in single layer, bilayer and twisted...
few layer graphene van der Waals heterostructures.
3. Proximity effect between superconductivity and quantum Hall, quantum spin Hall and fractional quantum Hall physics.
4. Engineering topological phases in graphene by tuning electron-electron interactions. Such phases include quantum spin Hall and non-Abelian fractional quantum Hall states.
5. Study superconductivity in the ultra-thin limit in novel transition metal dichalcogenides van der Waals heterostructures.
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Publications from DOE supported research

Research Scope:

Our experimental program provides an atomic scale perspective of unconventional superconductivity—how it evolves from an unconventional conducting state and how it competes with other forms of order in correlated electronic systems. Such phenomena are at the heart of some of the most debated issues in condensed matter physics, and understanding these phenomena is an intellectual driver for many of the DOE-BES projects for the development of novel materials, including the search for higher temperature superconductivity. Our aim is to provide a microscopic view of these exotic materials and their phase transitions into the superconducting state using some of the most sophisticated scanning tunneling microscopy (STM) and spectroscopy techniques.

Our experimental program builds upon our previous advances in the study of heavy fermion systems to examine such systems in new ways—not only to understand the connections between unconventional superconductivity and other exotic electronic orders—but to also examine the role of materials’ dimensionality in both the normal and superconducting properties. The layered heavy fermion compound CeCoIn$_5$ offers an electronically rich system for such studies. Moving beyond unconventional superconductivity emerging from strong electronic interactions, we are working to examine the emergence of exotic superconductivity in the presence of ferromagnetism in proximity-type heterostructures as well as in materials with strong spin-orbit interactions. Our work in this area is motivated by the recent theoretical proposals and experimental efforts that topological superconductivity can be engineered into hybrid materials by proximity-induced pairing on their spin texture bands. This is an effort to create $p+ip$ superconducting states in two-dimensional structures, which can host Majorana quasiparticles at their edges or cores of magnetic field-induced vortices. Finally, the proposed program will advance the techniques of Josephson STM that we have been developing under DOE support. As we have established that the Josephson effect between a superconducting tip and sample can be mapped on the atomic scale, we now propose ways in which the Josephson effect in such ultrasmall junctions can be better understood and apply this method to study exotic superconducting phases with modulated pairing amplitudes.

Highlights of breakthroughs under the DOE grant in this funding cycle:

- Detection of quasiparticle interference using resonant x-ray scattering (Science Advances, to appear 2016)
- Development of Josephson STM with atomic resolution (Rapid Communication 93, 2016)
- Quasiparticle interference of the Fermi arcs and surface-bulk connectivity of Weyl semimetals (Science 351, 1184 2016)
Recent Progress:
Quasiparticle interference of heavy fermions in resonant elastic x-ray scattering

The quest to understand strongly correlated electronic states has pushed the frontiers of experimental measurements of solids leading to the development of new experimental techniques and methodologies. Resonant x-ray scattering (RXS) has recently become an increasingly important tool for the study of ordering phenomena in correlated electron systems. Yet, the interpretation of the RXS experiments remains theoretically challenging due to the complexity of the RXS cross-section. Central to this debate is the recent proposal that impurity-induced Friedel oscillations, akin to quasiparticle interference signals observed by scanning tunneling microscopy (STM), can lead to scattering interference peaks in the RXS experiments. The possibility that quasiparticle properties can be probed in RXS measurements opens up a new avenue to study the bulk band structure of materials with orbital and element selectivity provided by RXS. During the last year, we have tested these ideas by combining RXS and STM measurements of the heavy fermion compound CeMIn₅ (M = Co, Rh). Previously, we had made detailed STM measurements of how the emergence of heavy quasiparticles leave distinct signatures in the...
quasiparticle interference (QPI) as a function of temperature in CeCoIn$_5$, while with CeRhIn$_5$ in the same temperature window (100K-10K) there is no signature of a heavy hand formation. This turns out to be an ideal material system to correlate STM observation of QPI with RXS measurements as the QPI has both a characterized temperature and doping dependence (Figure 1).

Temperature and doping dependent RXS measurements at the Ce-$M_4$ edge show a broad scattering enhancement that correlates with the appearance of heavy $f$-electron bands in these compounds (figure 2). The scattering enhancement is consistent with the measured quasiparticle interference signal in the STM measurements, indicating that quasiparticle interference can be probed through the momentum distribution of RXS signals. Overall, our experiments demonstrate new opportunities for studies of correlated electronic system using RXS techniques.

**Josephson spectroscopy on the atomic scale with the STM**

During the last year, we have had a major breakthrough in the development of spatially resolved Josephson tunneling measurements with the STM. The Josephson effect, and its associated critical supercurrent, is directly related to the strength of the superconducting condensate and can provide a powerful method to study unconventional superconductivity and its spatial variations on the atomic scale. A key challenge in establishing a Josephson coupling between a superconducting tip and a superconducting sample is the high junction impedance usually required for STM imaging. At such high junction resistances, the Josephson energy is very small compared to thermal energy, hence requiring the use of instruments with ultra-low temperature capability to observe a critical Josephson current. Last year, we succeeded in establishing such an STM Josephson junction in our millikelvin STM instrument that was developed with partial DOE support. Figure 3 shows conductance measured at different junction resistances between a Pb tip and a Pb single crystal sample plotted as a function of tip-sample bias. At closer tip-sample separation, we see indication of a Josephson supercurrent at zero bias as well as other features associated with Andreev reflection between the tip and sample. Measurements of the current versus voltage show a peak in the current near zero energy, as shown in Figure 3, which is an indication of a fluctuating Josephson current that appears at a small but finite bias. The fluctuating nature of the Josephson effect in our STM setup stems from the ultra-small size of our junction. With a small tip-sample capacitance, the charging energy across the junction is larger than both the thermal and Josephson energy, making the charge a good quantum number and the phase of the junction is fluctuating. A theory that takes into account the electromagnetic environment of our junction can be used to capture the shape of the current-voltage characteristics and extract the values of the critical current for our junctions (Figure 3, lower panel). The extracted values of the critical current from such a theory agrees well with the Ambegaokar-Baratoff relation, $I_c=(\pi/2e) \Delta/R_N$ using appropriate parameters for our junctions.

![Figure 3. Tunneling conductance between Pb tip and Pb(110) sample as a function of tip sample junction resistance. The center peak shows signature of fluctuating Josephson current in conductance. The lower panel shows the IV characteristics that is fitted with the P(E) theory. The inset shows the extract critical current and that expected from Ambegaokar-Baratoff model and a fit to the conductance curve.](image-url)
Having accomplished this local observation of a Josephson current with atomic size STM junctions, we have succeeded in mapping its amplitude as a function of position near single magnetic impurities deposited on the surface of Pb, as shown in Figure 4. Magnetic impurities are known to suppress superconductivity and this measurement demonstrates their effect on local pairing amplitude as detected through the suppression of the strength of the Josephson critical current locally. This is the first atomic scale examination of the Josephson effect and probing of spatial variations near single atomic impurities.

**Future Plans:**

Our plans moving forward will focus on the following key ideas:

1. Exploring the layer dependence and the composite nature of heavy quasiparticles in CeCoIn$_5$
2. Spatially resolved studies of the vortex phase, Q-phase, and Pauli-limiting, upper critical field in CeCoIn$_5$
3. Probing ferromagnetic-superconducting heterostructures that have been fabricated with MBE (recent new capability) to examine the possibility of triplet and topological superconductivity in these systems

**Publications supported by the DOE-BES (2014-2016):**

In addition to publications directly related to DOE-BES projects, the DOE funding that supports the instrumentation in our lab have assisted other projects. The publications from these projects benefiting from DOE support are also included in the list below (marked as partially supported by DOE).


Fundamental Symmetry of Ferroelectric Crystals

Jian-Min Zuo  
Dept. of Materials Science and Engineering and Materials Research Laboratory, University of Illinois, Urbana-Champaign, IL 61801

Program Scope

A major unresolved question in the study of ferroelectrics is the microscopic origin of polarization, and the related transformation mechanism. Knowing the nature of polarization is a prerequisite for providing an accurate description of domains and interface, and thus the microstructure. In BaTiO$_3$, phase transition is popularly explained by the displacive model ([1]; [2]), in which each Ti atom is positioned in the middle of the oxygen octahedron at equilibrium in the cubic phase, the equilibrium position moves toward the $\langle 111 \rangle$, $\langle 011 \rangle$, or $\langle 001 \rangle$ directions for the R, O, and T ferroelectric phases, respectively. Experimentally, the x-ray absorption fine structure (XAFS) experiments ([3]) show that the Ti atoms are displaced along various of the eight possible $\langle 111 \rangle$ directions in all phases. In X-ray diffraction, anomalous and strong diffuse scattering was reported in all but the rhombohedral phase ([4]). These and other results suggest a spontaneous symmetry breaking. It has been hypothesized that all Ti atoms are microscopically located in one of eight potential minima along the $\langle 111 \rangle$ directions for all crystal phases and phase transition occurs through an order-disorder transformation. Zhang et al. suggested that the stable rhombohedral phase has all distortions in phase, whereas higher temperature phases have antiferroelectric coupling in one, two, or three dimensions corresponding to orthorhombic, tetragonal, cubic phases respectively ([5]). However, the observed entropy changes ($\leq 0.52$ J/mol) for each transition in BaTiO$_3$ is far smaller than the entropy change in an order-disorder transition (5.76 J/mol, see [6] and [7]). To explain this, a short correlation length between 5 to 10 nm has been postulated.

The direction and magnitude of spontaneous polarization can be determined by convergent beam electron diffraction (CBED). The principle is based on crystal symmetry and symmetry breaking induced by polarization. Under the DOE BES support, we have developed a quantitative method for quantifying and mapping crystal symmetry using scanning CBED. The experiment is carried out using the scanning electron nanodiffraction (SEND) technique by recording electron diffraction patterns at every probe positions. Electron diffraction patterns are energy-filtered and recorded on a CCD camera. To map out symmetry variations across a region of interest, symmetry in the
recorded CBED patterns is quantified using the normalized cross-correlation coefficient (γ) of intensities between pairs of CBED discs.

**Recent Progress**

**Background:** BaTiO$_3$ successively transforms from a high-temperature paraelectric cubic phase to three low-temperature ferroelectric phases with tetragonal (T), orthorhombic (O), and rhombohedral (R) symmetries. The transformation is often considered as a classic example of displacive phase transition. The atomic displacements change the symmetry at the transition as well as polarization. However, [8] observed nanoscale rhombohedral symmetry (a single diagonal mirror observed along the cubic axes) in the orthorhombic and tetragonal phases of BaTiO$_3$ using CBED.

**Results:** To determine the fundamental symmetry of BaTiO$_3$, we recorded multiple datasets of scanning CBED patterns. Each of these dataset consists of 625 CBED patterns over an area of 25nm x 25nm. We identified regions of highest symmetry from these dataset. Figure 1 shows examples of patterns with the highest symmetry, taken along pseudocubic incidence [100]$_{pc}$ at different temperatures. In the T (P4mm), O (Amm2), and R (R3m) phases, the spontaneous polarization P$_s$ lies in one of the <100>$_T$, <110>$_O$, and <111>$_R$ directions, respectively. Thus for CBED patterns taken along the [100]$_{pc}$ incidence, we should expect mirror planes normal to [010]$_T$, [001]$_T$, [011]$_O$, [011]$_O$, [011]$_R$, and [011]$_R$ directions. Figure 1(a) shows the CBED pattern of T phase with mirror plane m//[001]$_T$ and correlation between symmetry related discs, γ = 98.5%, which is consistent with the space group P4mm. At T=263K (O phase) and 95K (R phase), the mirror plane is observed with m//[011]$_O$ and γ = 95.8%, m//[011]$_R$ and γ = 94.6%, respectively (Fig. 1 (b) and (c)). To further confirm the symmetry, Figure (d) shows the CBED pattern of T phase taken along m//[112]$_O$ pseudocubic incidence [111]$_c$ with mirror plane and γ=95.4%.

The highest symmetry is measured only in parts of the crystal. Figure 1(f) maps the symmetry variations, where H marks the highest symmetry and L for the lowest symmetry. The low symmetry is observed where the reconstructed bright-field image (Fig. 1(e)) shows defect-like contrast.
**Future Plans**

The above results clearly show that the recorded highest symmetry of BaTiO$_3$ at nanoscale is consistent with the symmetry detected at the macroscopic scale. However, the symmetry in the single crystal is not uniform. Significant variations in the symmetry are observed in regions that show defects like image contrast. Questions remain about the nature of crystal defects and their impact on phase transition. Nonetheless, the new CBED results show the coexistence of different symmetry regions.

Further study is also planned for ferroelectric domain walls (DWs), which are topological defects that involve changes in the polarization direction accompanied by small lattice distortions. Having a large density of mobile DWs in general facilitates domain switching and therefore dramatically enhances the susceptibility of ferroelectrics and piezoelectric coupling coefficients [1]. DWs also exhibit emergent physical properties. For example, charged DWs of BiFeO$_3$ [2] and Pb(Zr,Ti)O$_3$ [3] exhibit a significant conductivity increase compared to bulk materials, which can be advantageous for device applications [4]. The structural determination of DWs will be carried out by 1) identifying two neighboring polarization domains, 2) determining the transition structure between the domains, and 3) identifying the nature of the polarization in the transition region, using the scanning CBED approached we have developed.

![Figure 2. Reconstructed grains and their orientations using 3D-SEND. Side (a), front (b) and top view (c) of the 3D morphologies of reconstructed grains. (A $\Sigma 9$ grain is indicated by the arrows) (d) Orientations of the seven grains. Each cube is labelled by the colour used to represent the grain.](image)

Another research direction is the development of 3D-SEND (scanning electron nanodiffraction) for 3D nanostructure determination. Recently, we have reported this technique for the determination of the 3D morphologies and orientations of TiN nanograins (Fig. 2). 3D-SEND is a diffraction based technique, taking advantage of the non-destructive, high resolution, sensitive nature of TED. Compared to regular electron tomography, this technique determines both the 3D morphology and the orientation of
nanograins without relying on composition/thickness contrast. It uses high resolution electron diffraction that is adaptive to various nanocrystalline samples. With further improvement, this technique can be easily coupled with other characterization techniques such as atom-probe tomography and nanoindentation. Future applications of this technique are anticipated for studying single-phase and multi-phase grain boundaries at nanoscale.
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INVITED TALKS
Quantum materials: insights from infrared nano-optics

D.N. Basov  
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Light trapped at the nanoscale, deep below the optical wavelength, exhibits an increase in the associated electric-field strength, which results in enhanced light-matter interaction. This leads to strong nonlinearities, large photonic forces, and enhanced emission/absorption probabilities. Thus, compact nano-scale light offers outsized opportunities for exploring, controlling and creating novel physical phenomena. Various nano-scale optical methods are becoming increasingly adept at inquiry into previously unattainable effects in quantum materials. I will overview recent development in infrared nano-optics of two classes of quantum materials: transition metal oxides undergoing the insulator-to-metal transition and van der Waals systems.

Several groups utilized infrared nano-optics to investigate the interplay between electronic, structural, and magnetic phase separation in correlated quantum materials in the vicinity of phase transitions. Static and time-resolved probes were able to interrogate nano-scale transformations of electronic, structural and magnetic origin. Scanning probe local measurements of the conductivity have identified elusive electronic phases that only exist at the nano-scale. The analysis of polaritonic images allows on one reconstruct local variations of the electronic response occurring at the atomic scale. This line of inquiry into fundamental physics through polaritonic observations constitutes an entirely novel approach toward optics-based materials research.
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