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Foreword 

 

This volume provides descriptions of supported projects in the Theoretical Condensed Matter 

Physics (TCMP) Program, Division of Materials Sciences and Engineering (MSED) in the Office 

of Basic Energy Sciences (BES) of the U.S. Department of Energy (DOE). It is intended to provide 

material for the first TCMP Principal Investigators' meeting, held August 20–22, 2012, in 

Rockville, Maryland. 

 

BES supports fundamental research to understand, predict, and ultimately control matter and 

energy at the electronic, atomic, and molecular levels and fundamental research that provides the 

foundations for new energy technologies relevant to DOE’s missions in energy, environment, and 

national security.  Condensed matter theory plays a key role in both the discovery of new 

organizing principles and the clarification of the origin of newly discovered phenomena.  There are 

major efforts in strongly correlated electron systems, quantum transport, superconductivity, 

magnetism, and optics.  Development of theory targeted at aiding experimental technique design 

and interpretation of experimental results is also emphasized.  There is ongoing work in nanoscale 

science, where links between the electronic, optical, mechanical, and magnetic properties of 

nanostructures and their size, shape, topology, and composition are poorly understood. 

 

This research area has recently expanded its portfolio in computational materials science through 

joint programs with the Chemical Sciences, Geosciences and Biosciences Division of BES, the 

Office of Advanced Scientific Computing in DOE, and the interagency Materials Genome 

Initiative. 

 

The purpose of the BES biannual PI meetings is to bring together researchers funded by BES to 

foster an awareness of the research of others in the program, to facilitate the exchange of new 

results and research highlights, to promote new ideas and collaborations among participants and 

BES scientific user facilities, and to identify and pursue new scientific opportunities and new 

frontiers. For BES the PI meetings provide an opportunity to see the entire portfolio/program at 

one time and to assess the state of the program and chart new scientific directions. 

 

We thank all the meeting participants for their active contributions in sharing their ideas and 

research accomplishments.  We wish to thank Teresa Crockett in MSED and Lee-Ann Kiser at 

the Oak Ridge Institute for Science and Education (ORISE) for their outstanding work in all 

aspects of the meeting organization. 

 

 

Dr. James W. Davenport, Program Manager  

Theoretical Condensed Matter Physics 

Materials Sciences and Engineering Division 

Basic Energy Sciences 

Office of Science 

U.S. Department of Energy 
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Project	
  Scope	
  
	
  
Four	
  solar	
  photons	
  (of	
  energy	
  >	
  1.23	
  eV	
  each)	
  are	
  in	
  principle	
  sufficient	
  to	
  drive	
  the	
  
splitting	
  of	
  water	
  (2H2O	
  	
  2H2	
  +	
  O2),	
  creating	
  a	
  versatile	
  storable	
  fuel	
  (H2)	
  (artificial	
  
photosynthesis.)	
  	
  A	
  crystalline	
  semiconductor	
  can	
  serve	
  as	
  the	
  light-­‐absorber,	
  
driving	
  heterogeneous	
  catalysis	
  of	
  water	
  splitting	
  at	
  the	
  aqueous	
  interface.	
  	
  The	
  
problem,	
  pioneered	
  by	
  Fujishima	
  and	
  Honda	
  in	
  1972,	
  is	
  to	
  invent	
  an	
  efficient,	
  
inexpensive,	
  robust,	
  and	
  scalable	
  system	
  of	
  photo-­‐absorbers	
  and	
  catalytic	
  interfaces.	
  	
  
The	
  semiconductor	
  alloy	
  Ga1-­‐xZnxN1-­‐xOx	
  is	
  a	
  promising	
  candidate	
  for	
  the	
  
photocatalyst.	
  	
  We	
  model	
  (a)	
  optical	
  and	
  (b)	
  dc	
  transport	
  properties	
  of	
  the	
  bulk	
  
alloy,	
  and	
  structure	
  and	
  thermodynamics	
  of	
  the	
  (c)	
  clean,	
  and	
  (d)	
  wet	
  surfaces	
  of	
  
this	
  alloy.	
  	
  We	
  want	
  to	
  understand	
  how	
  alloying	
  affects	
  the	
  photo-­‐absorption	
  
spectrum	
  and	
  carrier	
  mobility.	
  	
  We	
  want	
  to	
  know	
  the	
  density	
  of	
  bulk	
  and	
  surface	
  
carrier	
  traps	
  and	
  their	
  importance	
  for	
  photo-­‐catalysis.	
  	
  How	
  deep	
  are	
  the	
  traps,	
  
what	
  are	
  the	
  rates	
  of	
  the	
  carrier	
  recombination	
  processes	
  that	
  compete	
  with	
  energy-­‐
harvesting,	
  what	
  are	
  the	
  chemically	
  active	
  interface	
  sites	
  where	
  water	
  oxidation	
  
occurs,	
  and	
  what	
  are	
  the	
  electron	
  transfer	
  rates	
  governing	
  delivery	
  of	
  hole	
  carriers	
  
to	
  these	
  sites,	
  and	
  then	
  onto	
  the	
  oxidized	
  water	
  intermediates?	
  	
  How	
  do	
  electron	
  
carriers	
  separate	
  from	
  holes,	
  and	
  how	
  mobile	
  are	
  they?	
  	
  
	
  
Recent	
  progress	
  
	
  
(GaN)1-­x(ZnO)x	
  bulk	
  alloy	
  
	
  
The	
  thermodynamics	
  (T	
  versus	
  x	
  
phase	
  diagram)	
  was	
  studied	
  in	
  detail	
  
and	
  published	
  in	
  Phys.	
  Rev.	
  B.	
  	
  
Density	
  functional	
  theory	
  (DFT)	
  
gave	
  energies	
  of	
  various	
  random	
  
alloy	
  structures	
  with	
  N~100	
  atoms,	
  
allowing	
  full	
  relaxation	
  locally	
  from	
  
ideal	
  wurtzite	
  positions.	
  	
  The	
  results	
  
were	
  fitted	
  with	
  a	
  phenomenological	
  
Ising-­‐type	
  (Connolly-­‐Williams	
  
cluster	
  expansion)	
  model.	
  	
  The	
  
process	
  was	
  iterated	
  so	
  that	
  the	
  

	
  

	
  

	
  

	
  

	
  

	
  

	
  

	
  	
  	
  	
  	
  	
  Fig.	
  1.	
  Predicted	
  (GaN)1-­‐x(ZnO)x	
  phase	
  diagram	
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detailed	
  DFT	
  results	
  would	
  sample	
  representative	
  low	
  energy	
  structures.	
  	
  Then	
  the	
  
cluster	
  expansion	
  parameters	
  were	
  readjusted	
  and	
  improved.	
  	
  Next,	
  Monte	
  Carlo	
  
simulations	
  were	
  done	
  for	
  large	
  cells,	
  at	
  various	
  x	
  and	
  T.	
  	
  Below	
  800K,	
  phase	
  
separation	
  into	
  an	
  ordered	
  x=0.5	
  compound	
  and	
  pure	
  end-­‐member	
  GaN	
  or	
  ZnO	
  is	
  
found.	
  	
  The	
  ordered	
  compound	
  has	
  not	
  yet	
  been	
  made,	
  and	
  would	
  require	
  non-­‐
thermal	
  methods,	
  because	
  lattice	
  diffusion	
  at	
  such	
  temperatures	
  is	
  too	
  slow	
  to	
  allow	
  
equilibration.	
  	
  In	
  other	
  words,	
  at	
  typical	
  alloy	
  fabrication	
  temperatures	
  T>1150K,	
  
homogeneous	
  alloys	
  are	
  stable	
  at	
  all	
  x.	
  	
  Under	
  available	
  annealing	
  schedules,	
  these	
  
alloys	
  would	
  not	
  significantly	
  readjust	
  down	
  to	
  low	
  T.	
  	
  However,	
  the	
  structures	
  are	
  
by	
  no	
  means	
  totally	
  random.	
  	
  Significant	
  short-­‐range	
  order	
  persists	
  to	
  very	
  high	
  T,	
  
and	
  bond-­‐length	
  changes	
  occur	
  which	
  are	
  not	
  intuitively	
  obvious.	
  	
  	
  	
  
	
  
Work	
  is	
  now	
  underway	
  to	
  study	
  the	
  electronic	
  structure	
  of	
  large	
  realistic	
  alloy	
  
configurations	
  (432	
  atom	
  cells),	
  generated	
  from	
  the	
  cluster	
  expansion	
  using	
  Monte	
  
Carlo	
  simulation,	
  and	
  then	
  relaxed	
  to	
  their	
  ground	
  state	
  structure	
  using	
  DFT.	
  	
  	
  
	
  
GaN	
  

€ 

(101 0)	
  /	
  water	
  interface	
  
	
  
A	
  student,	
  Jue	
  Wang,	
  working	
  in	
  collaboration	
  with	
  the	
  group	
  of	
  Prof.	
  Fernandez-­‐
Serra,	
  has	
  looked	
  in	
  great	
  detail	
  at	
  the	
  behavior	
  of	
  this	
  interface	
  at	
  340	
  K,	
  using	
  ab	
  
initio	
  molecular	
  dynamics	
  (the	
  GGA	
  version	
  of	
  DFT	
  in	
  the	
  SIESTA	
  code	
  was	
  used	
  to	
  
compute	
  forces.)	
  	
  Starting	
  from	
  pristine	
  surfaces	
  cleaved	
  from	
  pure	
  water	
  (92	
  
molecules)	
  and	
  pure	
  GaN	
  (120	
  molecules),	
  the	
  waters	
  rapidly	
  equilibrated.	
  	
  The	
  
equilibrated	
  structures	
  had	
  ~83%	
  of	
  the	
  surface	
  Ga	
  atoms	
  hosting	
  dissociated	
  OH—	
  
ions.	
  	
  The	
  corresponding	
  H+	
  ions	
  bonded	
  to	
  adjacent	
  surface	
  N	
  atoms.	
  
This	
  result	
  disagrees	
  with	
  our	
  initial	
  thoughts	
  based	
  on	
  a	
  prediction	
  that	
  at	
  T=0,	
  
100%	
  dissociation	
  should	
  occur	
  in	
  a	
  monolayer	
  of	
  water.	
  	
  Apparently,	
  T>0	
  and	
  
adjacent	
  (“bulk”)	
  water,	
  combine	
  to	
  stabilize	
  a	
  fraction	
  of	
  undissociated	
  water	
  at	
  the	
  
surface.	
  	
  The	
  undissociated	
  waters	
  are	
  closely	
  associated	
  with	
  surface	
  Ga	
  atoms,	
  and	
  
are	
  centers	
  of	
  proton	
  emission	
  and	
  absorption,	
  both	
  into	
  the	
  bulk	
  water,	
  and	
  onto	
  
adjacent	
  surface-­‐bound	
  OH—	
  species.	
  	
  	
  
	
  
Work	
  is	
  now	
  underway	
  to	
  see	
  whether	
  our	
  earlier	
  T=0	
  monolayer	
  calculation	
  
missed	
  a	
  partially	
  dissociated	
  state	
  because	
  of	
  using	
  too	
  small	
  simulation	
  cells.	
  	
  The	
  
answer	
  appears	
  to	
  be	
  no.	
  	
  	
  The	
  re-­‐association	
  of	
  
17%	
  of	
  the	
  ions	
  into	
  molecular	
  H2O	
  on	
  the	
  
surface	
  must	
  be	
  driven	
  by	
  hydrogen	
  bonding	
  to	
  
“bulk”	
  water.	
  	
  
	
  
Zero-­point	
  effects	
  in	
  H2O	
  and	
  D2O	
  Ice	
  
	
  
Quantum	
  zero-­‐point	
  nuclear	
  vibration	
  
normally	
  causes	
  crystals	
  to	
  expand,	
  exactly	
  as	
  
thermal	
  vibrations	
  do.	
  	
  Heavier	
  isotopes	
  
normally	
  expand	
  less	
  because	
  vibrational	
  

	
  

	
  

	
  

	
  

	
  

	
  

Fig.	
  2	
  predicted	
  versus	
  experimental	
  thermal	
  
and	
  zero-­‐point	
  expansion	
  of	
  ice.	
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amplitudes	
  are	
  smaller	
  in	
  the	
  quantum	
  regime.	
  	
  The	
  most	
  interesting	
  exception	
  is	
  
ice,	
  where	
  D2O	
  is	
  actually	
  expanded	
  relative	
  to	
  H2O.	
  	
  We	
  found	
  that	
  the	
  reason	
  is	
  
anomalous	
  behavior	
  of	
  OH-­‐stretch	
  vibrations	
  when	
  the	
  H	
  is	
  hydrogen-­‐bonded	
  to	
  a	
  
neighboring	
  O.	
  	
  The	
  shorter	
  of	
  the	
  two	
  OH	
  bonds	
  in	
  O-­‐H—O	
  is	
  very	
  covalent,	
  and	
  the	
  
longer,	
  hardly	
  covalent	
  but	
  quite	
  ionic.	
  	
  But	
  if	
  the	
  oxygen	
  O-­‐O	
  distance	
  shrinks,	
  the	
  
short	
  bond	
  loses	
  some	
  covalency	
  and	
  transfers	
  it	
  to	
  the	
  longer	
  bond.	
  	
  This	
  
diminishes	
  the	
  OH-­‐stretch	
  vibrational	
  frequency,	
  thus	
  lowering-­‐zero	
  point	
  energy.	
  	
  
Therefore,	
  the	
  higher	
  the	
  zero-­‐point	
  energy,	
  the	
  more	
  the	
  crystal	
  will	
  want	
  to	
  
diminish	
  O-­‐O	
  distances	
  to	
  reduce	
  this	
  energy.	
  	
  Since	
  H2O	
  has	
  higher	
  zero-­‐point	
  
energy	
  than	
  D2O,	
  it	
  has	
  more	
  motive	
  to	
  contract.	
  	
  By	
  the	
  same	
  argument,	
  we	
  expect	
  
H218O	
  not	
  to	
  have	
  such	
  an	
  effect.	
  	
  Our	
  prediction	
  is	
  borne	
  out	
  by	
  experiments	
  
performed	
  locally	
  by	
  Peter	
  Stephens.	
  	
  This	
  study	
  was	
  helpful	
  to	
  water-­‐splitting	
  
studies	
  for	
  two	
  reasons.	
  	
  First,	
  the	
  role	
  of	
  hydrogen	
  zero-­‐point	
  motion	
  is	
  surely	
  not	
  
insignificant	
  in	
  the	
  physics	
  and	
  chemistry	
  of	
  water,	
  and	
  our	
  study	
  helps	
  clarify	
  the	
  
importance.	
  	
  In	
  particular,	
  it	
  shows	
  the	
  success	
  of	
  the	
  quasi-­‐harmonic	
  
approximation	
  and	
  the	
  need	
  for	
  accurate	
  DFT	
  energies	
  rather	
  than	
  model	
  forces.	
  	
  
Second,	
  the	
  computations	
  are	
  a	
  sensitive	
  test	
  of	
  the	
  accuracy	
  of	
  DFT	
  for	
  water.	
  	
  This	
  
issue	
  is	
  significant.	
  	
  DFT	
  should	
  be	
  good	
  for	
  covalent	
  and	
  ionic	
  materials,	
  GaN	
  and	
  
ZnO	
  for	
  example.	
  	
  But	
  water	
  is	
  a	
  molecular	
  substance.	
  	
  The	
  intramolecular	
  aspect	
  is	
  
in	
  the	
  realm	
  where	
  DFT	
  should	
  work.	
  	
  However,	
  intermolecular	
  forces	
  have	
  van	
  der	
  
Waals	
  components	
  which	
  are	
  not	
  available	
  (except	
  by	
  accident)	
  to	
  ordinary	
  DFT.	
  	
  
This	
  study	
  enabled	
  us	
  to	
  evaluate	
  the	
  effectiveness	
  of	
  new	
  DFT	
  functionals	
  designed	
  
to	
  include	
  van	
  der	
  Waals	
  forces.	
  
	
  
Future	
  Plans	
  
	
  
(GaN)1-­x(ZnO)x	
  bulk	
  alloy	
  
	
  
The	
  aim	
  is	
  to	
  learn	
  what	
  is	
  the	
  nature	
  the	
  HOMO	
  and	
  LUMO	
  states.	
  	
  Are	
  they	
  
localized	
  at	
  special	
  sites?	
  	
  What	
  is	
  their	
  expected	
  hopping	
  mobility.	
  	
  How	
  would	
  an	
  
electron	
  and	
  a	
  hole	
  behave	
  if	
  injected	
  at	
  higher	
  energies	
  than	
  the	
  relevant	
  HOMO	
  or	
  
LUMO	
  levels?	
  	
  What	
  would	
  be	
  their	
  diffusivities,	
  and	
  how	
  fast	
  would	
  they	
  
thermalize?	
  	
  Our	
  preliminary	
  results	
  suggest	
  that	
  a	
  few	
  432-­‐atom	
  cells,	
  studied	
  in	
  
detail,	
  should	
  enable	
  answers	
  to	
  many	
  of	
  these	
  questions.	
  
	
  
Alloy	
  surface	
  and	
  its	
  water	
  interface	
  
	
  
It	
  is	
  important	
  to	
  learn	
  about	
  active	
  sites	
  for	
  catalysis.	
  	
  Which	
  sites	
  on	
  the	
  
semiconductor-­‐water	
  interface	
  attract	
  photoelectrons	
  or	
  photoholes?	
  	
  How	
  do	
  such	
  
sites	
  participate	
  in	
  water	
  oxidation	
  (consuming	
  holes	
  to	
  produce	
  H+	
  and	
  O2)	
  or	
  
proton	
  reduction	
  (consuming	
  electrons	
  to	
  produce	
  H2	
  from	
  H+)?	
  	
  This	
  difficult	
  
question	
  has	
  perhaps	
  never	
  been	
  answered	
  at	
  the	
  level	
  of	
  quantum	
  theory	
  of	
  
electrons.	
  	
  It	
  surely	
  exceeds	
  the	
  ambition	
  of	
  one	
  or	
  two	
  coupled	
  individual-­‐
investigator	
  programs.	
  	
  Therefore	
  we	
  have	
  aligned	
  with	
  groups	
  at	
  Brookhaven	
  
National	
  Lab	
  (BNL),	
  Yale,	
  and	
  Rochester,	
  with	
  significant	
  expertise	
  in	
  chemical	
  as	
  

3



well	
  as	
  physical	
  theory.	
  	
  A	
  DoE	
  CMCSN	
  (Computational	
  Materials	
  and	
  Chemical	
  
Sciences	
  Network)	
  grant	
  provides	
  the	
  glue.	
  	
  All	
  catalysis-­‐related	
  work	
  in	
  the	
  current	
  
project	
  takes	
  advantage	
  of	
  this	
  network.	
  	
  One	
  colleague	
  in	
  this	
  network	
  is	
  Prof.	
  
Artem	
  Oganov	
  (Stony	
  Brook	
  Geosciences.)	
  	
  He	
  is	
  a	
  leader	
  in	
  structure	
  prediction	
  of	
  
inorganic	
  materials,	
  and	
  principal	
  author	
  of	
  the	
  code	
  USPEX,	
  perhaps	
  the	
  premiere	
  
code	
  using	
  genetic	
  algorithms	
  for	
  this	
  problem.	
  	
  Future	
  work	
  on	
  surface	
  and	
  
interface	
  structure	
  in	
  the	
  current	
  project	
  will	
  attempt	
  to	
  profit	
  from	
  a	
  new	
  version	
  of	
  
USPEX	
  designed	
  to	
  do	
  surface	
  and	
  interface	
  prediction.	
  	
  We	
  have	
  preliminary	
  results	
  
for	
  an	
  interesting	
  “semipolar”	
  surface	
  

€ 

(101 1)	
  of	
  GaN.	
  	
  The	
  motive	
  for	
  this	
  particular	
  
surface	
  is	
  experiments,	
  still	
  unpublished,	
  done	
  at	
  BNL.	
  	
  Alloy	
  powders	
  show	
  
evidence	
  that	
  this	
  might	
  be	
  a	
  dominant	
  surface	
  on	
  micron-­‐sized	
  crystallites.	
  	
  GaN	
  is	
  
a	
  very	
  important	
  material	
  for	
  optoelectronic	
  applications.	
  	
  There	
  has	
  been	
  much	
  
work	
  on	
  many	
  properties,	
  including	
  surface	
  structure.	
  	
  Our	
  preliminary	
  results	
  have	
  
identified	
  one	
  new	
  structure,	
  not	
  previously	
  predicted,	
  under	
  nitrogen-­‐rich	
  
conditions.	
  	
  It	
  has	
  an	
  unusual	
  N3	
  moiety	
  bonded	
  between	
  surface	
  Ga	
  atoms.	
  	
  It	
  is	
  a	
  
good	
  example	
  of	
  the	
  advantage	
  of	
  a	
  bias-­‐free	
  genetic	
  algorithm	
  approach.	
  	
  The	
  
advantage	
  is,	
  that	
  unusual	
  structures,	
  not	
  intuitively	
  guessable,	
  can	
  be	
  found.	
  
	
  
We	
  are	
  about	
  to	
  embark	
  on	
  many	
  projects	
  using	
  the	
  new	
  surface-­‐USPEX	
  code	
  which	
  
is	
  nearly	
  developed.	
  	
  This	
  also	
  motivates	
  another	
  project:	
  band	
  unfolding.	
  	
  Surface	
  
computations	
  use	
  slabs	
  whose	
  surfaces	
  are	
  separated	
  by	
  bulk	
  layers	
  on	
  one	
  side,	
  
and	
  a	
  thick	
  “vacuum”	
  layer	
  on	
  the	
  other.	
  	
  The	
  resulting	
  bands	
  lack	
  a	
  sensible	
  Bloch	
  
wavevector	
  kz	
  in	
  the	
  direction	
  (z)	
  perpendicular	
  to	
  the	
  slab.	
  	
  We	
  are	
  developing	
  
computer	
  algorithms	
  which	
  endow	
  the	
  states	
  with	
  their	
  approximate	
  kz	
  character	
  
and	
  allow	
  graphical	
  representations	
  analogous	
  to	
  the	
  ordinary	
  bands	
  of	
  bulk	
  
materials.	
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Electron Interaction Effects in Nanosystems

Principal Investigator - Prof. Anton Andreev
Department of Physics, Box 31556
University of Washington
Seattle, WA 98195-1560
aandreev@uw.edu

Project scope

The research in this program is to investigate effects of electron-electron interactions on the
transport and thermodynamic properties of low-dimensional electronic systems: carbon nan-
otubes, single atom carbon chains, granular and homogeneously disordered superconductors,
and superconducting single electron devices. This includes the study of:

• Influence of equilibration of electron fluid on the transport properties of high mobility
nanosystems

• Electron correlations in single atom carbon chains

• Boundary effects in the thermodynamic and transport properties of quantum dots based
on armchair nanotubes

• Resistance of p-n junctions in armchair nanotubes due to umklapp processes and electron-
phonon processes

• Transport phenomena in SNS junctions with p-wave superconductors

Recent progress

Effects of equilibration of electron fluid on the transport properties of high-
mobility nanostructures. Electron-electron (e-e) collisions in semiconductors conserve
momentum of electron fluid and thus by themselves do not give rise to a finite resistiv-
ity. Moreover, if correlations between e-e and electron-disorder scattering are neglected the
resistivity of the system also turns out to be unaffected by e-e collisions. Accounting for cor-
relations between e-e scattering and disorder results in a dependence of transport properties
of the system on the rate of electron-electron collisions. In the presence of the current, the
e-e collisions tend to establish an equilibrium state that is characterized by a nonvanishing
hydrodynamic velocity u. This effect is particularly pronounced in high-mobility devices,
where the e-e collision mean free path becomes shorter than either the correlation length of
a disorder potential or a characteristic device size. In this regime passage of electric current
may be described using the hydrodynamic approach. Two types of questions arise in this
respect: 1) understanding of transport properties of high mobility electron systems in the
hydrodynamic regime, 2) studying the kinetics of equilibration.

Resistivity in the hydrodynamic regime was studied in Ref. [6]. It was shown that the
hydrodynamic flow arising in a smooth disorder potential is markedly different from the
Stokes flow. The dissipation and resistivity are dominated not by viscous stresses but rather
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by temperature gradients arising in the electron fluid. Surprisingly, because of this the
resistivity turns out to be proportional to the variance of the potential itself rather than
that of its gradients. The resistivity may be expressed in terms of the intrinsic parameters
of the electron liquid. These results are relevant to transport experiments on high mobility
semiconductor nanostructures with strongly interacting carriers, where the hydrodynamic
regime can be realized.

The hydrodynamic description of electron transport applies when the mean free path due
to e-e collisions is shorter than other length scales in the problem. If this is not the case e-e
collisions lead to only partial equilibration of the electron liquid and understanding of trans-
port requires the study of kinetic processes responsible for equilibration. In one-dimensional
systems equilibration requires back-scattering processes which involve high-energy hole-type
excitations. The microscopic mechanism of equilibration processes and their rate in the
regime of strong e-e interactions were studied in Refs. [3, 8, 10, 12]. The influence equilibra-
tion processes on conductance of quantum wires was addressed in Ref. [7].

Electron correlation effects in carbon-based electronic devices. The strong corre-
lations between electrons in carbon nanotubes (CNT) have a dramatic influence on their
transport and optical properties. The PI studied the following questions: 1) Plasmon decay
in strongly correlated armchair nanotubes, Ref. [4], 2) conductance of a Mott pn-junction in
an armchair CNT, Ref. [5] (it was shown that the pn-junction may be tuned to a quantum
critical point with an intermediate value of conductance) 3) photogalvanic effect in strongly
correlated chiral carbon nanotubes, Ref. [11].

Planned research activity 2012-2013

The planned research activity is focused on the following themes.

1. Transport properties of p-wave superconductors. Many of the transport properties of
unconventional superconductors with p-wave pairing have not been studied. In the
following year the PI will study the following topics: 1) mesoscopic fluctuations of
critical current in S-N-S Josephson junctions with p-wave superconductors 2) resistivity
of boundary between a normal metal and a p-wave superconductor, 3) intrinsic ac Hall
effect in p-wave superconductors.

2. Equilibration of one-dimensional liquids of spin-1/2 particles. In electron liquids at low
density the band width of spin excitations is much smaller than the bandwidth of charge
excitations. Therefore the most effective equilibration channel corresponds to a transfer
of a spin excitation from the right to the left Fermi point. So far the equilibration theory
of on-dimensional liquids has been developed for the spinless case. The PI will work on
extending this theory to the spin-1/2 case.
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Figure 1 Transition temperature and order of phase 
transition as a function of biquadratic interaction K 
obtained by Monte Carlo simulations for CaFe2As2. 
Temperature is measured in units of TN (MFA)=Js/3, 
which is the second-order TN in MFA. Each line is 
labeled by a set of two parameters (J2/J1;Jc/J1). The 
region of first-order transitions (empty symbols) is 
schematically highlighted by shading and thicker lines. 
The dashed line shows the point of inversion of J1b. The 
inset shows the mean-field phase diagram in a larger 
area of the same parameters. Solid lines 1 and 4 (dashed 
lines 2, 3 and 5) denote second-order (first-order) first 
transition. A and C are tricritical points; B is the triple 
point. Q denotes the quadrupolar phase. 

Ab initio spin dynamics in solids  
 
Principle Investigator: Vladimir Antropov 
Ames Laboratory, Ames, Iowa, 50011 
antropov@ameslab.gov 

I. Project Scope 

The scope of this project is to describe the spin dynamical effects in magnets using theoretical 
models and modern first-principles electronic structure methods. Our approach includes 
calculations of spin dynamical susceptibility using both density functional approach and many-
body GW approximation to explain current neutron scattering experiments. We also develop 
methods beyond linear response approach and perform direct spin dynamical simulation at finite 
temperatures. One of the goals of this project is to include spin fluctuations beyond mean field 
description (like LDA, GW and so on) and treat them self-consistently. These developments 
will allow us to address magnetic many body effects, renormalization of magnetic moments due 
to quantum spin zero-point motion and finite temperature effects. 

II. Recent Progress 

We show that the most puzzling features of magnetism of iron superconductors can be naturally 
reconciled within a rather simple effective spin model with a biquadratic interaction [1], which 
is consistent with electronic structure calculations. By going beyond the Heisenberg model, our 
description explains numerous experimental observations, including the peculiarities of the 
spin-wave spectrum, thin domain walls and crossover from a first- to second-order phase 
transition under doping. The model also offers insight into the occurrence of the nematic phase 
above the antiferromagnetic phase transition. 
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We suggested a model for the magnetic dynamics of δ-Pu [2] and its alloys in order to show that 
the dynamical fluctuations of the magnetization density, or spin fluctuations, may be 
responsible for the anomalies of their observed thermal expansion. We show that due to strong 
magnetoelastic coupling, spin fluctuations may essentially contribute to the volume strain by 
giving a negative magnetovolume contribution that is proportional to the squared local magnetic 
moment and the magnetic Gruneisen constant which is negative in δ-Pu. In the presented model, 
the local magnetic moment increases as the temperature rises, resulting in the interplay between 
the positive contributions to the volume strain from the lattice and the negative contribution 
from spin fluctuations, and finally leads to the Invar anomaly or to the negative coefficient of 
thermal expansion. Our results agree closely with the measured thermal-expansion data for Pu-
Ga alloys. 

We also analyze the magnetic stability of the ground state of magnetic systems, taking into 
account strongly coupled zero-point spin fluctuations [3]. The formalism is applied to the 
elemental 3d-metals Fe and Ni and to two phases of the 5f-metal Pu. Strong suppression of local 
magnetism due to spin fluctuations is obtained for xα- Pu. Such inclusion of spin fluctuations 
changes the character of the magnetism in α-Pu from localized to itinerant. 

We developed a new technique to incorporate spin fluctuations into modern band structure 
calculations. This technique is based on a many body perturbation theory treatment of electron-
electron interaction and represents an addition of particle-hole diagrams to the mean field 
solution obtained by such static methods as LDA, GW, etc. This is a generalization of our 
previous ab-initio calculations of dynamic spin susceptibility in magnetically ordered or 
paramagnetic systems and consecutive estimation of particle-hole ladder diagrams, representing 
electron-magnon interactions. Our results indicate that this method is important for magnetic 
materials under pressure in general as well as itinerant magnet systems. We show significant 
improvement of the description of magnetic properties in pure ferromagnetic 3d transition 
metals under pressure and in iron superconductor compounds.  

III. Future Plans 

We are planning to continue to develop ab-initio spin fluctuations approach. One of the 
important goals is to develop self-consistent technique to include spin fluctuations and describe 
magnetism of itinerant magnets. This will include the direct addition electron-hole diagrams of 
many body perturbation theory. These diagrams are part of well-known FLEX approximation in 
the electronic structure theory. We plan first to explore applicability of the electron-hole ladder 
diagrams for the total energy calculations and for the description of magnetization. Next we will 
proceed with calculations of the exchange coupling due to spin fluctuations. This exchange 
coupling has not been described earlier and we expect this contribution to be important near the 
Fermi level. From a point of view of applications we will apply these methods to the studies of 
permanent magnet systems, which are being studied actively at Ames laboratory. Our approach 
will allow us to calculate magnetization, Curie temperature and magnetic anisotropy in these 
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systems with much better accuracy in magnets with itinerant magnetic components. We will 
also address such issues as temperature dependence of the exchange coupling and magnetic 
anisotropy in permanent magnets – completely new area for the electronic structure 
applications. 

Next we will use this technique to describe spin fluctuations in disordered magnetic alloys using 
coherent potential approximation. The theory of dynamic susceptibility for the disordered 
magnetic alloys will be formulated and computer codes will be developed. After performing 
testing calculations we will plan to address real world magnetic systems: 3d magnetic alloys, 
permanent magnets in alloys, newly discovered iron superconductors, graphene systems. 

We will also try to address the issue of spin fluctuations in actinides where we believe the 
inclusion of these fluctuations will correct the ground state of numerous Pu and U systems 
where density functional theory failed to describe magnetism. In this case we will add spin 
orbital coupling and/or use full Dirac formalism to describe relativistic effects, which are crucial 
in 5f systems.  
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Antropov, Phys. Rev. B 81, 214402 (2010). 
 
[3] The influence of quantum spin fluctuations on magnetic instability. V. P. Antropov and A. 

Solontsov, J. Appl. Phys. 109, 07E116 (2011). 
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Single-particle spectral 

density map of a 

representative actinide 

system UCoGa5 

 
 

Integrated Modeling of Novel Materials 

 

 

PI A Balatsky 

Theory Div. MS B262, LANL, Los Alamos, NM 87501,  avb@lanl.gov, (505) 6650077 

 

Project Scope 

 

The overarching goal of the project is to provide an understanding of the fundamental physical 

processes that  determine coupling between various degrees of freedom in correlated electronic 

materials and define nanoscale inhomogeneity  as a result of competing interactions.  We gain 

the new insights into physics of the correlated materials with the focus on competing interactions 

and their consequences as heterogeneities and short length scale domains.  We analyze  closely 

spaced energy levels (electronic, phononic, magnetic) belonging to two or more competing 

phases which interact.  These ingredients can lead to ordinary phase transitions, emergent phases, 

and nanoscale phase separation or spontaneously generated hierarchical spatiotemporal patterns.  

The research direction is to understand first and then control the outcome of these competitions 

and to design their functionality  Specific materials we choose to apply our  methods to include 

pnictide superconductors, heavy fermion materials and cuprate superconductors. 

 

 Recent Progress 

 

Progress has been focused on two areas. The main objective is to 

develop predictive theory for inhomogeneous states while retaining 

aspects of strong correlations. We are developing an approach to 

model effects of strong correlations within the class of hybrid 

models that would allow us to combine ab initio aspects with the 

more phenomenological strongly correlated models, see Methods 

Development below.  In parallel, we are developing theory of novel 

(or in case of URu2Si2 old but unsolved mystery) orders that could 

capture tendencies for inhomogeneous domain structures in 

correlated matter. We also start to develop theory approach that 

allows us connect microscopic nanoscale in homogeneities with 

the macroscopic observables: resistivity, specific heat, thermal 

conductivity, NMR.  Progress is organized around two themes, 

method developments and detailed studies that reflect our approach.   

Methods Developments  

 Ab inito and effective models for strong correlations. Debate about the significance of the 

strong correlations and their role in superconducting pairing in actinides and pnictides is 

ongoing.     We have been working on implementing the approach to combine ab initio 

methods with effective low energy models where we apply strong coupling terms. 

Applications to a series of actinide systems (superconducting, magnetic or their variants) in 

the 115 family reveal good correspondence between theory and experiments, and also 

propose testable predictions.  Our broad interest is to implement the approach to other classes 
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Local variation of 

superfluid density in a non-

uniformly distributed 

impurity concentration. 

of materials as different as cuprates, pnictides, two-

dimensional electron gases.  [T. Das, J.-X. Zhu, and M. J. 

Graf, “Spin fluctuations and peak-dip-hump in the 

photoemission spectrum of actinides.” Phys. Rev. Lett. 108, 

017001 (2012); T. Das, T. Durakiewicz, J. X. Zhu, J. J. Joyce, 

J. Sarrao, M. J. Graf, “Imaging the formation of high-energy 

dispersion anomaly in the actinide UCoGa5”. Submitted to 

Phys. Rev. X (2012); arXiv: 1206.1302.] 

 Step 1: Parameter dependent band structure. We use ab 

initio approach like LDA to develop band structure and 

eigenstates as a functions of parameter z that will parametrize 

local changes in inhomogeneous states. But at the first step this 

parameter is to be taken constant.  The outcome of this step will 

be a set of LDA eigenfuctions and eigenvalues, we label as 

{ψn(r, z); En(z)}, n being the eigenvalue index.  

Detailed Studies  

 Fano Lineshape in Kondo hole systems.  To make a contact between local scale 

inhomogeneity and available characterization tools we have developed a local electronic 

structure theory in heavy-fermion systems in presence of disorder introduced by impurities, 

defects, or  vacancies. Our  theory is based on a minimal two-band Anderson lattice model 

with finite Coulomb repulsion on the f-orbitals. As an advantage, this model (i) captures both 

the heavy fermi liquid and Kondo insulator in the pristine system and (ii) a direct treatment 

of f-orbitals makes its connection to experimental observation more direct especially in the 

context of Fano lineshape. In particular, it was shown that the Fano lineshape near the Fermi 

energy is sensitive to the energy location of bound state. [Jian-Xin Zhu, Jean-Pierre Julien, Y. 

Dubi, and A. V. Balatsky, “Local Electronic Structure and Fan Interference into a Kondo 

Hole System, ,” Phys. Rev. Lett. 108, 186401 (2012); E. Bauer et al, PNAS   108   Issue: 

45   Pages: 18233-18237    (2011)] 

 

 Nanoscale Swiss Cheese Models. We have calculated the superfluid density in PuCoGa5. 

We solve the Bogoliubov-de Gennes lattice model within the framework of the Swiss Cheese 

model to explain the aging dependence of the superconducting transition temperature, gap, 

and superfluid density. Since Pu is radioactive, it decays and creates disorder with time. This 

disorder is well described by the Swiss Cheese model of holes in the fabric of the 

unconventional superconductor PuCoGa5. We find good agreement between our 

Bogoliubov-de-Gennes lattice model calculations and muon-spin rotation measurements on 

samples 25-day and 400-day old by Ohishi and coworkers. [T. Das, J.-X. Zhu, M. J. Graf. 

``Local suppression of the superfluid density of PuCoGa5 in the Swiss Cheese model.” Phys. 

Rev. B 84, 134510 (2011)] 
 

 Low Energy Models. We have successfully developed low-energy effective models for 

some d-electron systems (typically for recently discovered iron-based superconductors). This 

type of models incorporates detailed crystal information from the band structure calculations 

by performing the tight-binding fitting.  [Rong Yu, Jian-Xin Zhu, and Qimiao Si, “Mott 

Transition in Modulated Lattices and Parent Insulator of (K, Tl) yFexSe2 Superconductors”, 

Phys. Rev. Lett. 106, 186401 (2011)].  
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Our results are 

highlighted on the 

cover page of J. 

Phys.: Cond. Mat. 

in issue 18 (2012) 

 

 Nanoscale Swiss Cheese Models. We started with the development of 

a general framework for strong disorder effects in short coherence 

length superconductors. In a first step, we developed a one-band 

Bogoliubov-de Gennes (BdG) lattice model within the scenario of the 

Swiss Cheese model to explain the aging dependence of the 

superconducting transition temperature, order parameter, and 

superfluid density in the unconventional superconductor PuCoGa5. 

Since Pu is radioactive, it decays and creates disorder with time. The 

suppression of the superfluid density in PuCoGa5 is much stronger 

than that of the transition temperature or the order parameter, similar 

to the high-temperature copper-oxide superconductors. 

 

 Pairing Symmetry. The pairing symmetry of superconducting state 

has then been predicted and confirmed via experiments, within strong and weak coupling 

models, to be nodeless d-wave like in this newly discovered (K,Tl)FexSe2 superconductors. 
Sign-changing d-wave gap lends itself naturally to the sharp feature in neutron scattering 

spectrum, the so called spin resonance. [T. Das, and A. V. Balatsky, “Stripes, spin resonance 

and nodeless d-wave superconductivity in Fe2Se2-based layered superconductors”, Phys. 

Rev. B 84, 014521 (2011); ibid. “Modulated superconductivity due to vacancy and magnetic 

order in AxFe2-x/2Se2 [A=Cs, K, (Tl,Rb), (Tl,K)] iron-selenide superconductor”, Phys. Rev. B 

84, 115117 (2011); ibid. Testing the sign-changing superconducting gap in the iron-based 

superconductors with quasiparticle interference and neutron scattering”, J. Phys.: Cond. Mat. 

24, 182201 (2012). 

 

 In a related but distinct effort, we focused on global symmetry of the Hidden Order. We 

are developing theory of hidden order as a hybridization wave where hybridization between 

Ru d and U f bands develops in a mean field fashion with the finite momentum transfer.    D-

f hybridized nature of the hidden order parameter seem to be consistent with the quasiparticle 

interference seen in STM and can explain gap like features seen in spectroscopies of URu2Si2  

below 17K. [Yonatan Dubi and Alexander V. Balatsky, “Hybridization Wave as the “Hidden 

Order” in URu2Si2,” Phys. Rev. Lett. 106, 086401 (2011).]    Success of the theory and 

ongoing experimental efforts   represents a significant step forward toward the solution of the 

problem of “hidden orders” – e.g. pseudogap states, hidden order in URu2Si2, nematic order-- 

the orders that are unconventional and therefore hard to define with simple single particle 

spectroscopies.  

 

Future Plans 

 

 Ab initio input for local band structure and real space inhomogeneity.  We will focus on 

understanding, characterization and simulation of novel properties of materials with nanoscale 

structure. The relative strengths of various interactions change as we move from the 

macroscale to the nanoscale.    We continue to focus on  two specific development of  

modeling and theory:  

 First approach is to use a large enough unit cell in ab initio calculation that would capture at 

the level of very detailed band structure calculations the inhomogeneous modulated states. 
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This approach is computationally expensive and has not been attempted to date with the 

exception of simple two sublattice magnetic structures in antiferromagnetic materials where 

real space modulation is a simple two sublattice state.   

 Another approach is to develop effective low energy model based on the inputs from realistic 

ab initio calculations and then use this low energy theory to design inhomogeneous models. 

Specifically, we plan use the following algorithm.  Step 1 is a part of ongoing current 

investigation.  Now we are looking at implementing: 

 Step 2: Downfolding. In this step we will use downfolded effective bands that are relevant 

for the observables we are describing.   

 

 Hidden Order and Pseudogap in URu2Si2. We plan to develop a model for the Hidden 

Order in in URu2Si2 that would allow for the precursor to emerge. For the long history of 

discussion on nature of the Hidden Order existence of the pseudogap seem to be overlooked. 

We will develop a phenomenological and microscopic model for the PG in URu2Si2. 

 

 Swiss Cheese models: In the next step, we will generalize the one-band BdG lattice model to 

a multiorbital/multiband formulation relevant to a large class of iron-based high-temperature 

superconductors and heavy-fermion cerium- and plutonium-based superconductors in the 

presence of random and ordered defects, e.g., impurities vs. vacancy order. 
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Project Scope 
 

The present research project concerns theoretical studies of electronic structure, spectroscopic response, 

and correlation effects in a wide variety of novel materials of current interest. Our overarching goal is to 

undertake realistic modeling of various highly resolved spectroscopies of materials for providing 

discriminating tests of competing theoretical scenarios, and as a rational basis for future experimentation. 

We emphasize that spectroscopies do not provide a direct map of electronic states, but act as a complex 

‘filter’ or ‘mapping’ of the underlying spectrum. This link between electronic states and the measured 

spectra—the ‘matrix element effect’—is in general extremely complex, but a good understanding of this 

link is crucially important for fully exploiting various spectroscopies. Accordingly, we are working 

toward formulating and implementing increasingly sophisticated methodologies for making direct 

connection with angle resolved photoemission (ARPES), resonant inelastic x-ray scattering (RIXS), 

scanning tunneling microscopy/spectroscopy (STM/STS), magnetic and non-magnetic Compton 

scattering, and positron annihilation spectroscopies, including some work on neutron scattering and 

optical spectra. Specific systems considered are cuprates, pnictides, topological insulators, manganites, 

magnetite, and nano-particles. Although the LDA provides an important baseline, ‘beyond LDA’ schemes 

are invoked for modeling the underlying electronic spectrum in correlated materials in order to 

incorporate the physics of superconducting orders, pseudogaps, impurities and nanoscale heterogeneities, 

and how matrix element effects can enhance/suppress related signatures in various spectroscopies. The 

present project thus aims to help fill a critical gap in the available tools for understanding, analyzing and 

interpreting a wide range of spectroscopies in use today, and to obtain through direct comparisons 

between theory and experiment new insights into electron correlation effects, Fermi surfaces, magnetism 

and related issues.  
 

Recent Progress 
 

Tunneling Matrix Element, Asymmetries, Pseudogap, Two-gap Physics and Van-Hove Singularity 

in the Doping Dependent STS Spectra of Bi2212 [PRL 102, 037001 (2009); PRB 85, 214504 (2012)]: 

The figure compares the first realistic computation (black line) of the STS spectrum in overdoped Bi2212 

with the corresponding experiments (red line), and shows that the striking asymmetry of the STS signal 

between high positive and negative bias voltages (not the low energy 

electron-hole asymmetry discussed below) arises from the way the 

electronic states in the cuprate layer couple to the tip to produce the 

tunneling current, and that with increasing negative bias voltage new 

tunneling channels associated with d(z
2
) and other orbitals begin to open up 

and yield the large tunneling signal. The asymmetry of the tunneling signal 

at high energies can thus be understood naturally within the conventional 

picture without the need to invoke exotic mechanisms, and it cannot be 

taken as a signature of strong electronic correlations in the cuprates, 

contrary to what was thought to be the case previously. These results 

establish clearly that the STS spectrum in the cuprates is not a simple reflection of the LDOS of the Cu-

d(x
2
-y

2
) band, but that it is modified strongly by the tunneling matrix element.  

 

15



Bansil / Markiewicz Abstract, July 2012: Page 2 of 4 

Recently, we have extended the preceding modeling to consider the 

full doping range. For this purpose, we include strong correlation 

effects through a GW scheme, which we have shown through 

analysis of various spectroscopies to produce viable self-energies in 

the cuprates within an intermediate coupling scenario. Pseudogap 

physics is modeled by introducing a () AFM order, which is 

perhaps the simplest model of the pseudogap as a competing order. 

The results comparing theory and experiment in the figure [solid 

lines are theory and dashed lines are experiment; panel (b) is a blow 

up of the low energy region in panel (a)] show a good overall 

accord at all dopings x. The theory reproduces two gaps and their 

doping evolution and the characteristic asymmetry of the coherence 

peaks with doping. The prominent hump in the theory around 200 

meV at x=0.19, which moves to higher binding energies with 

underdoping is a VHS feature. Our study thus gives new insights 

into the complex role of the VHS in producing various features in the STS spectrum, and into the doping 

evolution of coherence peaks and the mechanism through which two different gaps emerge.  

 

Doping Evolution of the Hole Wavefunction in La-Sr-Cu-O [Science 332, 698 (2011)]: Compton 

scattering provides a direct, bulk sensitive image of the electron momentum distribution in a solid. By 

taking differences between the 2D distributions so obtained as a function of 

doping, the wavefunction (in momentum space) of the doped hole can be 

imaged. The results so obtained for a hole in the underdoped system (upper 

panel) and in the overdoped system (lower panel) in the figure (reds are highs 

and blues are lows) are seen to differ dramatically. To understand these results, 

we carried out computations of the momentum density in LSCO using both the 

band theory framework and appropriate Cu-O clusters, allowing us to obtain key 

insights into the nature of the experimental spectra. The analysis shows that at 

low doping level (upper panel), the doped holes go mainly into O-sites, and the 

location of peaks and symmetry of the momentum density pattern is due to the 

expected Zhang-Rice singlet composed of Cu d(x
2
-y

2
) and O-px/py orbitals. In 

sharp contrast, in the overdoped system, the doped holes occupy Cu d(z
2
) orbital 

as well, yielding the characteristic new pattern in momentum density where the 

peaks now occur at the corners of the Brillouin zone (white square). We thus 

establish clearly that a one-band model is not viable for describing the holes  

over the full doping range, and that a two-band picture must be invoked. 
 

ARPES Spectra of Cuprates—Interplay of Self-energy, Matrix Element and Geometric Effects 

[PRL 103, 067005 (2009); PRB 80, 214520 (2009); PRL 105, 189702 (2010) ]: The figure shows how 

matrix element and self-energy effects play out to produce quite remarkable manifestations of the high-

energy kink or the waterfall effect in Bi2212 at different photon energies. In panel (a) the experimental 

spectrum has the appearance of a pair of ‘waterfalls’ with steep slope 

around 600 meV, while in panel (b) the same sample yields a ‘Y-shaped’ 

spectrum. This raises the natural question: Is the waterfall effect an 

intrinsic property of the electronic spectrum or is it an artifact of the 

ARPES matrix element? Our study settles this question directly by 

showing that even though the ARPES matrix element plays a substantial 

role in shaping the spectra, the experimental spectra cannot be 

understood without including self-energy effects. We thus establish 

clearly that the waterfall effect in ARPES is a genuine signature of the 

high-energy kink in the underlying electronic spectrum.  
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The figure here highlights another of our ARPES studies, which was designed to address the controversy 

surrounding the interpretation of the small dichroic signal (i.e. 

difference in photoemitted intensity for right- and left- circularly 

polarized light) that has been reported in experiments on Bi2212. The 

question is: To what extent is the observed dichroic effect a telltale 

signature of circulating current scenarios? The figure shows the 

expected dichroic signal in Bi2212 within the conventional band theory 

picture. The small orthorhombic distortion of the Bi-O plane in Bi2212 

is found to be sufficient to more than explain the observed dichroic 

signals without the need to invoke exotic mechanisms. Our study also 

suggests that efforts to find support for circulating current scenarios through the measurement of dichroic 

effects in ARPES will be complicated by the masking effects of geometric mechanisms.  
 

Predicting New Classes of Topological Insulators [PRL 105, 036404 (2010); Nature Materials 9, 546 

(2010)]: We have predicted many new classes of topological insulators using more or less standard band 

theory approaches. As an example, the left panel shows band inversion in a new Tl-based system. Our 

theoretical prediction that topological phases can be harbored by the ternary Tl-based chalcogenides has 

since been experimentally 

verified. In this vein, the right 

panel shows results of our 

extensive study of the half-

Heusler family, where 

compounds displaying band 

inversion at the Γ-point are in 

the upper half of the figure with 

Z2= -1. These results indicate 

that the half-Heuslers present an exciting new platform for a host of topologically exotic compounds 

through the inherent flexibility of their lattice parameters, spin-orbit coupling strength, and the magnetic 

moment tunability, paving the way for the realization of multifunctional topological devices. 
 

Planned activities 
 

Highlights of ongoing/planned activities are: (1) Modeling/analysis of STS signatures of O-vacancies, 

interstitials, and Zn and Ni impurities in Bi2212 and Bi2201. (2) Modeling ARPES spectra in cuprates 

and pnictides where effects of superconductivity, pseudogap and kinks are included properly. (3) Analysis 

and modeling of the high resolution Compton scattering LSCO and NCCO datasets we have available to 

gain new insights into the doping dependencies of spectral weights, evolution of Fermi surfaces, and to 

identify possible spectral signatures of exotic physics. (4) Development/implementation of relativistic 

schemes for modeling STS and ARPES spectra of topological surface states. (5) First principles treatment 

of alloying effects in the pnictides using our KKR-CPA based approach. (6) Multi-band modeling of STS 

spectra in the pnictides. (7) Development / implementation of advanced schemes based on light scattering 

techniques for characterization of Li content and behavior in Li-battery materials. (8) Modeling of RIXS, 

XAS and XES spectra in complex materials, including work in the time-domain.  
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Quantum Phase Transitions in Nanosystems:
Wires, Dots, and Dissipation

Principle investigator: Harold U. Baranger
Department of Physics, Duke University
baranger@phy.duke.edu
project start date: September 1, 2010

Project Scope
Electron-electron interactions cause a variety of quantum phase transitions (QPT) in nanoscale

systems; the control and engineering possible experimentally in such systems then allows the
QPT to be probed and manipulated in detail in both equilibrium and non-equilibrium contexts.
The research in this program addresses such QPT in several settings; the focus is on quasi-one-
dimensional (quasi-1D) quantum wires and quantum dots connected to an environment.

In a quasi-1D wire, the positional order of the electrons can vary from extended liquid-like to
localized Wigner-crystal-like. In this part of the program, we use quantum Monte Carlo (QMC)
techniques to study the nature of the ground state wavefunctions (collaborator: C. Umrigar, Cor-
nell). Within the localized regime, symmetry about the axis of the wire can be broken, and we
study the QPT from a linear arrangement to a zigzag phase. In an inhomogeneous wire, we look
at the interface between a liquid-like and crystal-like region of relevance to the “0.7 anomaly”.

Quantum dots connected to leads and reservoirs lead to QPT in a variety of situations. For
example, we study a quantum dot containing a resonant level connected to dissipative leads.
The dissipation in the leads generates an effective Luttinger-liquid-like interaction between the
electrons. We study the quantum phase transition as the system is tuned through symmetric
coupling by mapping the problem onto a resonant Majorana level.

Recent Progress
Linear to Zigzag QPT in Quasi-1D Wires

A model QPT occurs in quasi-1D wires in the regime of low electron density where electrons
are localized: at the lowest densities, the electrons form a linear chain in the wire, but as the
density increases (but still in the localized regime) symmetry about the axis is spontaneously
broken and a zigzag configuration occurs. Previous theoretical work has studied this Ising-like
transition in the analytically accessible regimes [1].

We use Quantum Monte Carlo (QMC) techniques to study this QPT in the full range of den-
sities relevant to experiment [2] (with A. Mehta and C. Umrigar). We take Coulomb-interacting
electrons with harmonic confinement in the transverse direction; in the longitudinal direction we
use either periodic boundary conditions or a ring geometry. A zero temperature wave-function
based QMC technique is used: variational Monte Carlo followed by diffusion Monte Carlo in the
fixed-node approximation.

The zigzag transition is clearly seen—Fig. 1—directly in the density and pair-density. By
using a measure of the amplitude of the zigzag, we see that the transition is sharp. For tighter
transverse confinement, the zigzag transition moves to higher density, and eventually is precluded
by the transition to extended electrons. The number of gapless modes available should provide a
signature of this competition and is currently under study.

1
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FIG. 1. Linear to zigzag transition of electrons in a quasi-1D
wire. System: 30 electrons with parabolic transverse confinement
(ω = 0.1); ring geometry. Upper panels show the density of elec-
trons for two values of rs ≡ 1/2n, 3.8 and 3.7; note the zigzag
which develops at higher density. Left panel shows a “zigzag am-
plitude” as a function of rs; note the sudden change in behavior
for rs ≈ 3.77. For GaAs, the unit of length is 9.8 nm and that of
energy is 11.9 meV. [with A. Mehta and C. Umrigar]

Tunable QPT in a Resonant Level Coupled to Interacting Leads

A recent experiment [pub. #5] created a system which emulates tunneling into a Luttinger
liquid, by controlling the interaction of the tunneling electron with its environment. In conduction
through a resonant level placed into this environment, classic power-law scaling was observed.
A schematic of the system is shown in Fig. 2, which we analyze theoretically.

We show that several QPT exist in a model of a resonant level connected to a dissipative envi-
ronment, transitions which emulate those found in interacting systems such as Luttinger liquids
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FIG. 2. Resonant level with dissipative leads: QPT at symmetric coupling. Left: Schematic of a
resonant level coupled to a source, drain, and gate; dissipation is characterized by the two resistors Re and
RG. Right: Phase diagram as function of energy of the resonant level (tuned by the gate, horizontal axis)
and the asymmetry of the source and drain coupling (vertical). On resonance with symmetric coupling
leads to competition between the S and D leads and so to a two-channel Kondo state but with interacting
fermions. The conductance at the critical point is e2/h; elsewhere it is 0. (with G. Finkelstein, D. Liu, H.
Zheng, and H. Mebrahtu)
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or Kondo systems. We study a double barrier resonant level coupled to two dissipative leads
(source and drain) as well as to a dissipative gate. The electromagnetic environment couples both
to tunneling processes that produce source-drain current and to fluctuations of the total charge of
the dot. By using bosonization and unitary transformations, we map this dissipative resonant level
model to a resonant level in a Luttinger liquid, being careful to show that the transport properties
(current and conductance) of the two models are equivalent. Following methods for analyzing
Luttinger liquids at both weak and strong coupling, we obtain the phase diagram. For strong
dissipation, a Berezinsky-Kosterlitz-Thouless QPT separates strong-coupling and weak-coupling
phases. In the source-drain symmetric case, all relevant backscattering processes disappear at
strong coupling, leading to perfect transmission at zero temperature. In fact, a second order QPT
occurs as a function of the coupling asymmetry: the two phases correspond to the resonant level
merging with the right lead while the left lead decouples, and vice versa. At the critical point, the
two leads compete, leading to two-channel Kondo type physics, which we model with a Majorana
resonant level coupled to interacting leads.

Future Plans
Electron Localization in the Inhomogeneous Electron Gas: Quantum Point Contacts

As a model of quantum point contacts (QPC), we investigate the behavior of electrons in an
inhomogeneous quasi-1D wire—one in which a short low density region is sandwiched between
two high density regions. Electrons become strongly localized in the low density constriction
region, and previous work has shown that a gap of zero density can open between the localized
and liquid-like electrons in the system [3, 4]. We plan to investigate this phenomenon further, in
particular the role of exchange-correlation in causing the gap and the possible implications for
the “0.7 anomaly” seen experimentally in the conductance.

We model a QPC as a constriction in a quantum ring, and plan to use variational and diffusion
Quantum Monte Carlo (QMC) calculations to investigate the effects of different point contact
lengths and geometries on the electronic properties of the QPC. A preliminary result is shown in
Fig. 3. As the height of the constriction potential increases, the electron density in the constriction
decreases. For sufficiently high Vg, an integer number of electrons localize in the constriction.
A gap forms in the density between the electrons in the leads and the localized electrons in the
constriction, a gap which cannot be accounted for by electrostatics alone.

	
  

FIG. 3. Localization in inhomogeneous elec-
tron gas. Electron density as a function of
position in a harmonically confined wire (ring)
with a low density constriction region. System:
N = 42 and Vg = 0.8. Note the gap that forms
between the high-density leads and the 2 local-
ized electrons. [with A. Mehta and C. Umrigar]
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Dot+Dissipation: A Building Block for Quantum Simulation

We plan to further develop our collaboration with the experimental group of G. Finkelstein
[pub. #5]. These results deepen the close link between effects produced by dissipation and those
caused by electron-electron interactions established in earlier work [5]. This link is not surpris-
ing since dissipation connected to the electromagnetic environment is caused by electron charge
interactions. Thus, coupling to dissipation can be used to emulate what happens in a strongly in-
teracting electron system. Since the type of system we study is very flexible and can be extended,
for instance, to several quantum dots connected in a variety of ways to leads and gates, this sug-
gests the possibility of using dissipative systems as a quantum simulator of strongly correlated
electronic phenomena.

As a first step, we plan further studies of a single quantum dot, but in the strongly dissipative
regime and when the spin degree of freedom is not quenched by a magnetic field. This leads to
interesting generalized two-channel Kondo physics.

Publications
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Future plans: 
We now envision to develop computational schemes having unprecedented 

capabilities to  (1) model and understand complex properties of multiferroics solid 
solutions (in their low-dimensional forms) and (2) design new multiferroic materials with 
optimal or original properties.  

Many of such compounds and effects are expected to be modeled and studied. 
Examples include the development of an original method to predict dynamical properties 
of multiferroics, which will allow the investigation of electromagnons and the possibility 
of finding a material having a negative index of refraction; and the determination of the 
atomic ordering and/or composition yielding various optimized properties (e.g., 
piezoelectric and dielectric responses, magnetoelectric coefficients, etc...) in (Bi1-
xRx)FeO3 alloys, where R is a rare-earth ion.  
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Fig. 1: Energy profile of enzymatic function of 

CuNiR. Panel I shows substrate (NO2
-
) attach-

ment, II nitrite reduction and III represents re-

moval of the product (NO). 

Fig. 2. Attachment of NO2 before (left) and after (right) electron 

transfer. Dark grey is carbon, light grey is hydrogen, blue is nitrogen, 

oxygen is red and copper is gold. 
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Project Scope 

This grant addresses fundamental issues in nanoscale science and technology, namely the design of nano- 

and bio-inspired materials and processes with desired, novel characteristics. The research projects focus 

on several broad areas, including environmentally important enzymatic reactions, self-assembly mecha-

nisms and structure evolution at surfaces, molecular devices and multi-terminal junctions with novel 

characteristics. Methodology development is an important part of the research, enabling large-scale simu-

lations of solvated systems, evaluation of free-energy barriers, and calculations of quantum interference 

effects in electron transport. Our real-space multigrid method is capable of simulating the dynamics of 

systems containing thousands of atoms on DOE's leadership-class massively parallel supercomputers.  
 

Recent Progress 
 

Mechanistic Aspects of the Nitrogen Cycle: the Action of Copper Nitride Reductase 

Copper nitrite reductase (CuNiR) is an enzyme that cat-

alyzes an important step in denitrification, a process in 

which biologically bound nitrogen is released into the 

atmosphere as inert nitrogen gas. Human activity has 

increased the amount of bio-nitrogen via the use of 

Bosch-Haber process for production of fertilizers and 

by large-scale cultivation of nitrogen-fixing crops. Ex-

cess nitrogen causes many environmental problems, 

especially in aquatic ecosystems, such as harmful algal 

blooms and dead zones in the oceans. Denitrification is 

currently the only proven process for nitrogen removal 

from water and thus full understanding of the function-

ing of CuNiR as well as other enzymes involved in de-

nitrification is of high importance. 

CuNiR catalyzes conversion of NO2
-
 to NO. In ad-

dition to its role in denitrification this enzyme is also 

being explored for use as a sensor for nitrite, a wide-

spread pollutant found in food, water 

and physiological systems. CuNiR is 

organized as homotrimer with three 

identical monomers. It contains type 

I (T1) and II (T2) copper sites, which 

are connected via cysteine-histidine 

bridge. The nitrite reduction takes 

place at the T2 copper, while the T1 

copper receives an electron neces-

sary for the catalytic process. While 

the overall functioning of CuNiR is 

reasonably well understood, many 

important aspects of its action re-

main unknown. Some of them are 

the origin of two protons taking 

place in the reaction as well the role 
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Fig. 3. High-resolution STM image of a hexamer and its 

calculated structure. (a) STM image. (b) Structural mod-

el for 2D-relaxed hexamer. Experimental distances are in 

red and calculated ones are in brackets. (c) Theoretical 

STM image for the fully relaxed hexamer on two layers 

of Au(111). 

of two experimentally observed features: conformational change of the critical residue Asp98 and the un-

usual “side-on” attachment of NO to the T2 copper, in which N and O are equidistant to the copper. 

To resolve these issues we performed density-functional simulations of catalytic functioning of Cu-

NiR. The nudged elastic band (NEB) technique was used to explore the enzymatic process, including the 

attachment of NO2
-
 and the release of NO. The overall energy profile is displayed in Fig. 1. Our calcula-

tions show that the nitrite reduction process has the energy barrier of 0.94 eV, while the initial attachment 

and release have barriers of 0.70 and 0.47 eV, respectively. A critical step in the catalytic process is elec-

tron transfer from T1 copper, which changes the NO2 attachment to the T2 copper from bidentate (via the 

oxygens) to monodentate via the nitrogen atom. The optimized structures before and after the electron 

transfer are shown in Fig 2.   

Our calculations also find that the conformational change of Asp98, which was previously detected 

experimentally, has an important role in the enzymatic process, since it opens and closes the channel to 

the catalytic copper center. In the resting state, the channel is opened and upon substrate attachment the 

side chain of Asp98 rotates to close it. The side chain returns back to the open position during the reduc-

tion process, which brings it closer to the substrate. The Asp side chain then donates a proton to the sub-

strate, leading to removal of one oxygen from NO2 and the formation of NO. The open conformation of 

Asp98 then allows the product to be released and be replaced by a water molecule. 
 

Molecular Self-Assembly on Metal Surfaces 

In a joint experimental-theoretical effort with 

ORNL researchers, we are investigating molec-

ular self-assembly and patterning on metal sur-

faces. Supramolecular engineering on well-

defined surfaces provides access to a multitude 

of nanoscale architectures, including clusters of 

distinct symmetry and size. The underlying 

driving forces that lead to such self-assembled 

supramolecular structures generally involve 

both graphoepitaxy and weak directional non-

convalent interactions. We show, for the first 

time, that the balance between very weak CH/π 

bonding among the ethyne groups of the phe-

nylacetylene molecules and the molecule-

surface interactions can enable robust supramo-

lecular self-assembly of well-defined “magic” 

molecular clusters. The nature of the process is 

detailed from a corroboration of extensive 

STM/S and first principles density functional 

theory calculations that demonstrate cooperative, multi-center CH/π interactions as a dominant factor [9]. 

These interactions offer an attractive tunability via chemical functionalization and thus may allow new 

avenues towards rationally designing desired supramolecular shape and size.  

One of the outstanding paradigms of nanoscience is that of “magic” nanoparticles or molecular as-

semblies. Weak directional molecular forces are central to self-assembly in general, and are particularly 

important for the formation of supramolecular structures on surfaces because they provide a balance be-

tween intermolecular and molecule-surface interactions, as well as the feasibility of coordination shell 

saturation. Of the candidate attractive interactions, the hydrogen bonding is by far the most significant 

because, despite being weak (enthalpy varying from 3 to 7 kcal mol
-1

) hydrogen bonding maintains well-

defined directionality, in contrast to van-der-Waals and ionic interactions. The distinctive properties of the 

CH/π hydrogen bond are that it can operate in polar solvents and is highly cooperative, due to the ability 

of the CH/π fragments to act as both a Lewis acid and base.  

The building blocks of our investigations are the phenylacetylene molecule and the Au(111) surface. 
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After low temperature deposition of ~0.1 ML, the molecules assemble themselves into largely disordered 

clusters within the fcc domains of the Au(111) surface. A surprising transformation occurs when the sam-

ple is post-annealed to ~ 120 K for 10 minutes. Most of the molecules on the surface rearrange into a sin-

gle type of cluster with regular triangular shape and exactly six constituent phenylacetylene molecules, 

which we call a hexamer in the following.  

The hydrogen atom of the ethyne group of each molecule within the hexamer points approximately 

toward the triple CC bond of a central molecule, implying the formation of a CH/π bond. However, alt-

hough the relative angle between peripheral and central molecules matches the 90
o
 anticipated for CH/π 

bonding, that between the central molecules becomes 120
o
.  

Density functional calculations were performed for the phenylacetylene hexamer optimized over a 

two-layer slab of Au(111). The relaxed structure (Fig. 3(b)) is in very good agreement with the experi-

mental observations and its size (the average distance between the centers of two peripheral molecules) of 

16.4 Å likewise matches the experimental value of 15.8 ± 0.5 Å. Finally, the simulated STM image (Fig. 

3(c)) of the hexamer on Au(111) also matches the experiment (Fig. 3(a)) very well. Our results suggest 

that the favorable formation of the hexamers is driven by a balance between CH/π and surface–molecule 

interactions. Both the directionality and multi-centricity of the CH/π bond appear to be critical for supra-

molecular self-assembly, and in fact this self-assembly would not take place in the case of mere van-der-

Waals or electrostatic interactions. Z-V spectroscopy has further revealed that the electronic properties of 

the molecules are modified upon self-assembly, despite of the relatively weak intermolecular interactions. 

We envision that adding more acetylene groups to the phenyl ring will allow for additional structural flex-

ibility and possibly tunable control over both the shape and the size of supramolecular assemblies, as well 

as the transition between supramolecular and extended self-assembled structures. 
 

Future Plans 

Some of the CuNiR calculations are still in progress and we are currently exploring the role of “side-on” 

attachment of NO, which has been the subject of several recent investigations. The studies of molecular 

self-assembly on surfaces are also continuing, and we are investigating the role of charge carrier injection 

and surface structure on molecular patterns. 

As a new project, we plan to develop new methodology for ab initio simulation of atomic motion and 

reactivity in lithium ion batteries. These batteries are not only important for portable electronics, but are 

also being increasingly used in the new generation of electric cars. However, the current batteries have 

significant drawbacks, which include limited temperature range, short lifetime and restrictions on charge 

and discharge currents. Addressing those will require microscopic understanding of the functioning of 

these devices, which is currently lacking. At present, no consensus on the mechanism and energetics of Li 

ion solvation and diffusion in commonly used electrolytes, such as ethylene-carbonate (EC) or propylene 

carbonate (PC) exists. Almost all computer simulations performed to date have used force fields and 

yielded differing pictures of Li-ion solvation in carbonate solvents. The main factor hindering the use of 

ab initio approaches is the computational cost of describing the solvent, due to the high number of solvent 

molecules that need to be included for accurate description of solvation. 

We have previously developed a method that enables accurate explicit solvation in ab initio calcula-

tions at only a small additional cost. This method combines the usual Kohn-Sham (KS) density functional 

theory (DFT) with orbital-free (OF) DFT, which is used to describe the solvent. The advantage of OF 

DFT is its low computational cost. Our work has demonstrated that OF DFT has sufficient accuracy, as 

compared to full KS DFT, to describe interactions between closed-shell water molecules, provided that 

their internal degrees of freedom are frozen. We have thus devised a multilevel embedding scheme in 

which the central region is described by KS DFT. This region is surrounded by an extended OF DFT re-

gion, in which OF DFT calculations are carried out. Our scheme works very well for simulating reactivity 

of solvated biomolecules, and we already used it to investigate Cu attachment to prion [2] and Parkinson's 

disease [7] proteins. We plan to employ a similar strategy for simulating Li diffusion in the electrolyte 

environment. Support for the proposed project also comes from our earlier simulation of Li diffusion in 

defected nanotubes, where we found that motion of Li could be described in OF DFT formalism. 
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Our initial work will focus on parameterizing the charge density of the electrolyte molecules. For wa-

ter, a relatively simple description was sufficient, provided that it reproduced the overall charge, dipole 

moment and radial distribution functions (RDFs) of liquid water. In order to separate theoretical limita-

tions from those introduced by parameterization, our initial tests will use superposition of KS-DFT-

computed molecular charge densities to evaluate Li ion energetics in OF DFT fashion. If these tests are 

favorable we will develop a simplified parameterization and simulate the properties of small solvent clus-

ters and their interactions with lithium. The OF DFT results will be compared to full KS DFT simulations.  

Once sufficiently accurate models of OF DFT models of EC and PC are available, hybrid KS 

DFT/OF DFT calculations will be used to study key processes in Li ion battery functioning: Li ion diffu-

sion in electrolyte and its intercalation and reaction with electrodes. The description of the graphite elec-

trodes, which will use the full KS DFT, will require a van der Waals (vdW) corrected functional. For the 

oxide electrodes, a better description of correlation will be needed. It will first be pursued within the 

LDA+U formalism, which is straight-forward to implement in our codes. 
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Internal Geometry, Stability and Design of Quantum Hall States 
 
Principal Investigator: Dr. Ravindra Bhatt 
Department of Electrical Engineering, Princeton University, Princeton, NJ 08544 
ravin@princeton.edu 
 
Co-Principal Investigators: 
(i)    Dr. F. Duncan M. Haldane, Department of Physics, Princeton University, Princeton, 
       NJ 08544 (haldane@princeton.edu) 
(ii)   Dr. Edward H. Rezayi, Department of Physics, California State University, Los  
       Angeles, CA 90032 (erezayi@calstatela.edu) 
(iii)   Dr. Kun Yang, Department of Physics and National High Magnetic Field Laboratory,  
        Florida State University, Tallahassee, FL 32310 (kunyang@magnet.fsu.edu) 
 
 
Project Scope 
 
Research in this program, carried out at three institutions in a synergistic fashion, aims 
at understanding the phase diagram of two-dimensional electrons in the fractional 
quantum Hall (FQH) regime, at a fundamental and deep level, leading towards the 
possibility of uncovering the Design Principles for FQH states. This involves the study of 
different types of Hamiltonians applicable to various two-dimensional materials, currently 
available, or possible in principle. Much of the current project uses numerical techniques 
as well as variational many-body wavefunction methods, in conjunction with fundamental 
theory to achieve the aforementioned goal. Because FQH states are characterized by an 
energy gap between the ground and excited states (unlike Fermi liquids), numerical 
approaches on finite size systems using different geometries are found to accurately 
represent thermodynamic systems. Highlights of the past year and a half have been –  
(i) a fundamental, new understanding of the role of geometry and anisotropy in the FQH 
regime; (ii) novel opportunities afforded by materials such as Graphene with Dirac-like 
spectrum; and (iii) understanding non-Abelian FQH states and quasiparticle tunneling. In 
addition, serendipitously, a new, hitherto unknown, singularity of the Anderson model of 
localization was discovered during a trial project with a beginning graduate student. 
 
 
Recent Progress 
 
Geometry of the FQHE  
 
We uncovered the (previously unsuspected) importance of geometry in the FQHE. This 
leads to a new way of understanding the origin of FQHE incompressibility [1] in terms of 
the shape of the composite particle that forms a FQHE fluid. Thus, the Laughlin state is 
not a unique state, but a family of states related by a shear deformation, characterized 
by a true variational parameter given by a unimodular positive-definite symmetric metric 
tensor. Consequently, the gauge field to which electrons couple is a linear combination 
of the electromagnetic field and a geometric curvature gauge field. As a result, a direct 
incorporation of the collective (magneto-roton) excitation becomes central to 
phenomenological descriptions of the FQHE. This new approach leads towards a long-
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wavelength description of the FQHE that is an effective “quantum geometry” theory. A 
remarkable property of the structure factor S(q) is a duality between small and large q 
behavior where it is its own Fourier transform [2]. This is reminiscent of duality in 
quantum gravity theories, and allows several new interpretations, e.g. the long 
wavelength limit of the collective mode coincides with the short distance fusion of a 
quasiparticle with a quasihole [3], and is analogous to a graviton. 
 
We investigated the effect of anisotropy (e.g. due to mass or dielectric tensor, or tilted 
magnetic field) on FQH states, in several numerical studies [4,5,6]. In [4], we used a 
variational scheme to determine the optimum metric for the Laughlin state in the n=0 
Landau level, and performed numerical diagonalization for n=0 and 1 Landau levels to 
investigate transitions between incompressible and compressible, broken-symmetry 
states. In [5], we constructed anisotropic versions of Moore-Read and Read-Rezayi 
states as well, and applied it to cold atomic systems with anisotropic dipolar interactions. 
In [6], we investigated fast-rotating quasi-2D dipolar Fermi gases in the FQH regime. 
 
New Materials: Tuning the FQH Hamiltonian 
 
The discovery of graphene allowed access to a FQH system differing from conventional 
semiconductors in several ways, in particular, offering the possibility of tuning both the 
single particle band structure, and the two-body electron-electron interaction, and with it 
new possibilities for FQH states. Because the surface of graphene is exposed, unlike the 
electron gas buried deep inside a semiconductor structure, the e-e interactions can be 
controlled more substantially by dielectric/metallic screening. We numerically explored 
[6] the possibility of obtaining different FQH states (including the elusive non-Abelian 
states) and studied transitions between them. We then generalized the model to include 
multilayer graphene, including the effect of electric fields [7], and showed that this offers 
the possibility of in-situ tunability between several different FQH states, e.g. Laughlin 
and bubble states, or Moore-Read and chiral Fermi liquid states [8]. We also studied [9] 
the possibility of stabilizing the Read-Rezayi state (a candidate for universal quantum 
computation). A summary of the work was presented as an invited talk [10]. 
 
Another opportunity that graphene affords is the possibility of observing universal low 
energy behavior of chiral Luttinger liquids. Numerical calculations for graphene using a 
disc geometry [11] and contrasting it with GaAs-based 2D electron systems [12] show 
how the edge reconstruction in the semiconductor system can be avoided in graphene, 
and the underlying universal behavior recovered. A final project was an examination of 
the effects of the relativistic dispersion in graphene on the effects of e-e interactions vis-
à-vis the Landau level splitting [13]; here again graphene allows two possibilities at high 
magnetic fields, unlike the 2D semiconductor counterpart. 
 
Non-Abelian FQH States, and Miscellaneous Results 
 
Non-Abelian FQH states are of great interest as potential candidates for quantum 
computation. Real systems break particle-hole symmetry due to Landau level mixing, 
neglected in most numerical studies. A comprehensive study [14] found that LL mixing 
favors the anti-Pfaffian state at filling ν = 5/2. Calculations in the disc geometry [15] 
showed that Abelian and non-Abelian quasiparticles have very different tunneling 
properties, which could be used to distinguish between them in experiments. Bilayers at 
ν = 2/3 filling was shown to be another potential system with non-Abelian states [16]. 
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Other results include: (i) Hall viscosity and related quantities for the Laughlin and Moore-
Read states [17]; (ii) Study of the connection between QHE wavefunctions and 
correlators of Conformal Field Theories [18]; (iii) Quantum Entanglement Spectrum of 
QH states, using cuts in real space [19]; (iv) Connection between QH fluids and type-I 
and II superconductors [20]; and (v) Discovery of a new singularity in the insulating 
phase of the Anderson model of localization [21]. 
 
Future Plans 
 
In the near term, we plan to exploit our new understanding of the geometry of the FQH 
states to study several physical phenomena. These include: 
 

(i) Effect of spatially inhomogeneous local electric fields (e.g. due to confining 
potential near edges); 

(ii) Hall viscosity (i.e. the stress induced in the QH fluid by non-uniform flow 
occurring due to non-uniform electromagnetic fields) for multi-component 
anisotropic FQH systems; 

(iii) Conductivity anisotropy in anisotropic QH systems 
(iv) Extension of these ideas to compressible liquid states (e.g. at ν = ½), where it 

might be easier to probe experimentally. 
 
A second frontier of research involves extending numerical methods to larger system 
sizes using methods such as Density Matrix Renormalization Group. A preliminary 
exploration [22] shows that DMRG methods are severely restricted for spherical 
geometry, but may work much better in cylindrical geometry. We therefore plan to study 
this less-studied geometry in greater detail. If successful, these extensions would prove 
very useful for the study of the more fragile QH states as well as compressible states. 
 
A third direction we plan to follow is the study of entanglement spectra using real-space 
cuts, which is turning out to be a powerful tool in determining the topological phase of 
the ground state of generic Hamiltonians, and is able to discriminate between states that 
are particle-hole conjugates. 
 
Some other directions we have planned for further study are: 
 
(i) QH phases with more complicated band structures; 
(ii) Effect of subband crossing in semiconductor based 2D electron systems; 
(iii) Spin and pseudospin structures & textures at QH edges in graphene multilayers; 
(iv) Possible new QH phases in cold atom systems, methods for their detection, and 

interaction driven QH phase transitions. 
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Surface Electromagnetic Phenomena in Pristine and Atomically Doped 
Carbon Nanotubes: Fundamentals and Applications 
 
Principle investigator: Dr. Igor Bondarev 
Department of Physics, North Carolina Central University 
1801 Fayetteville Str, Durham, NC 27707 
ibondarev@nccu.edu 
 
Project Scope 
This theoretical project addresses fundamentals and applications of electromagnetic 
interactions in quasi-one-dimensional carbon nanomaterials. Ultra-fast quantum processes 
in pristine and atomically doped carbon nanotubes are being explored in the near-field to 
learn how to control and reliably manipulate by surface atomic, photonic and excitonic 
states in these systems. The research program focuses on: (1)physical properties of surface 
exciton-plasmon resonance excitations in pristine single wall carbon nanotube systems; 
(2)properties of cavity polariton states in hybrid quantum systems composed of single wall 
carbon nanotubes doped with single atoms, or ions, or nanotubes coupled to semiconductor 
quantum dots; (3)exciton energy transfer in single wall carbon nanotube bundles/films, and 
their related optoelectronic properties. The emphasis is on getting a better understanding of 
underlying quantum phenomena and providing guidance for future experiments that might 
result in creation of new research subfields, such as carbon nanophotonics (as opposed to 
semiconductor nanophotonics) and carbon nanoplasmonics, focused on the development of 
a new generation of carbon based, high-yield, high-performance, tunable optoelectronic and 
sensory device components for use in solid state quantum information, quantum commu-
nication, energy conversion and storage technologies. 
 
Recent Progress 
 
(A.) Pristine Carbon Nanotubes 
Optically excited excitons are theoretically demonstrated to generate and amplify surface 
plasmons in individual semiconducting carbon nanotubes. Surface plasmons are coherent 
charge density waves due to the periodic opposite-phase displacements of the electron 
shells with respect to the ion cores. Charge density waves produce oscillating electric fields 
concentrated locally throughout the nanotube surface. The entire process can be controlled 
by a perpendicular electrostatic field [Fig.1(a)]. Our theoretical research shows that the 
nonradiative exciton-to-plasmon energy transfer, whereby the external electromagnetic 
radiation absorbed to excite excitons transfers into the energy of surface plasmons, can 
efficiently mediate and greatly enhance the electromagnetic absorption by pristine 
semiconducting nanotubes. This enhancement is caused by the buildup of the macroscopic 
population numbers of coherent localized surface plasmons producing high-intensity local 
oscillating fields throughout the nanotube surface [Fig.1(b)]. The strong local coherent fields 
produced in this way can be used in various new technological applications of carbon 
nanotubes, such as near-field sensing, optical switching, electromagnetic energy 
conversion, and materials nanoscale modification. [see Figure 1; I.V.Bondarev, Physical 
Review B 85, 035448 (2012)] 
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(B.) Hybrid Carbon Nanotube Systems 
Hybrid carbon nanotube systems, nanotubes containing extrinsic atomic type species 
(dopants) such as semiconductor quantum dots, extrinsic atoms, or ions, are promising 
candidates for the development of the new generation of tunable nanooptoelectronic 
devices — both application oriented, e.g., photovoltaic devices of improved light-harvesting 
efficiency, and devices for use in fundamental research including nanophotonics, 
nanoplasmonics, cavity quantum electrodynamics, and solid-state quantum information. 
Here, we have studied theoretically a pair of spatially separated two-level dipole emitters, 
two-level systems (TLS) to model the atomic type dopants mentioned above, in the regime 
where they are coupled strongly to a low-energy resonant surface electromagnetic mode 
(the plasmon resonance) of a metallic carbon nanotube. By explicit calculations of non-
linear response signals, we show that the 2D photon-echo spectroscopy is a very sensitive 
tool for detecting and monitoring the bipartite TLS coherences and entanglement in such a 

Fig. 1(b):   Generation of plasmons by optically excited excitons in individual semiconducting carbon nanotubes (CNs).  
Calculations for the 1st bright exciton in the (11,0) CN.  Top row, left to right:  Schematic of the plasmon generation 
process by the optically excited exciton.  (a),(b) Exciton excitation by the external electromagnetic radiation.   
(c),(d) Plasma oscillations (produced by the nonradiative exciton decay) are periodic opposite-phase displacements of the 
electron shells relative to the ion cores in the neighboring elementary cells (blue and yellow) of the nanotube. Such 
periodic displacements induce coherent oscillating electric fields (shown by + and − signs) of zero mean magnitude, but 
non-zero mean-square magnitude, concentrated locally across the nanotube diameter throughout the nanotube length.   
Bottom row, left:  Local surface field amplitude as a function of temperature and perpendicular electrostatic field applied; 
Middle and right:  Low-T and high-T plasmon population (also representing increased light absorption by excitons). 

I.V.Bondarev, Phys. Rev. B 85, 035448 (2012) 

Fig. 1(a): Exciton-plasmon dispersion relation (right) 
as a function of a perpendicular electrostatic field 
applied (see above) and longitudinal momentum for 
the 1st bright exciton in the (11,0) nanotube.
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hybrid quantum system. Specifically, the CN-assisted bipartite TLS entanglement can be 
identified unambiguously through the presence of the cross-peaks in the 2D photon-echo 
spectra. We analyze various experimental situations and formulate practical recommenda-
tions for the reliable experimental observation of this unique quantum phenomenon of 
relevance to the solid-state quantum information science. [see Figure 2; collaborative work 
with the Munich Advanced Photonics Center (MAP) @ TU-Munich, Germany; M.F.Gelin, 
I.V.Bondarev, and A.V.Meliksetyan, Chemical Physics Journal (Elsevier) Special Issue on 
Nanotube Photonics, at print] 

 
 
 
 
 
Planned activities: 2012-2013 
 
For the second year of this project, we plan to continue our established collaborations with 
MAP @ TU-Munich, Germany (Maxim Gelin & Wolfgang Domcke) and USF-Tampa, USA 
(Lilia Woods). A new collaboration is under way with the University College London (UCL), 
UK (Janet Anders, quantum information theory) to strengthen the quantum information 
aspect of our research with nanotubes. The activities will be going as follows: 

Fig. 2: Calculations of the expe-
rimental 2D photon-echo signal 
for hybrid (atomically doped) 
metallic carbon nanotubes. 
 
Top:   Schematic of the optical 2D 
photon-echo spectroscopy experi-
ment for the detection of the 
bipartite entanglement between 
the two spatially separated dipole 
emitters A and B, which may be a 
pair of atoms, ions, or quantum 
dots, coupled to the same surface 
plasmon resonance mode of a 
metallic carbon nanotube (sketch 
shown in the inset). 

Right:   2D optical photon-echo signals in the cases where the bipartite entanglement is absent from (left graph), or 
present in (right graph) the system. The presence of the cross-peaks on the right panel indicates that the distant dipole 
emitters are coupled strongly to the same CN surface plasmon resonance and ‘talk to each other’ via the virtual 
plasmon exchange, being entangled.                                                                     M.F.Gelin, I.V.Bondarev & A.V.Meliksetyan, 

Chem. Phys. Special Issue on Nanotube Photonics, at print 
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(1.) Quantum theory of exciton energy transfer in single wall carbon nanotube bundles/films, 
and their related optoelectronic properties, with the emphasis on the controlled absorption, 
energy conversion and storage applications of nanotube composite materials. 
(2.) Quantum electrodynamics of Surface Enhanced Raman Scattering (SERS) by trapped 
molecules near carbon nanotubes ─ to take advantage of strong local-field enhancement 
effect near carbon nanotubes for single-molecule optical sensing. 
(3.) Analysis of quantum entanglement in strongly coupled exciton-plasmon excitations and 
possibility for their Bose-condensation in individual CNs. [in collaboration with UCL, UK] 
(4.) Theory development for non-linear optical experimental techniques, such as 2D photon-
echo spectroscopy and optical double-coherence spectroscopy, for non-linear optical 
monitoring of near-field quantum effects in pristine (excitons/biexcitons) and hybrid (atoms, 
ions, quantum dots) CN systems. [in collaboration with MAP @ TU-Munich, Germany] 
(5.) Computational modeling program code improvement to include: (i)effects of trigonal 
warping on exciton energies in individual single wall CNs, and (ii)exciton re-scattering effect 
between constituent tubules in multi-wall nanotube combinations. These improvements are 
needed, in order to be able to reliably simulate excitonic response spectra of smaller 
diameter CNs (less than, or ~1 nm), including multi-wall carbon nanotubes. [in collaboration 
with USF-Tampa, USA] 
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Correlated Electrons in Reduced Dimensions.
Principal Investigator: N.E. Bonesteel
Department of Physics, Florida State University
Tallahassee, FL 32310
bonestee@magnet.fsu.edu

Project Scope

The study of the quantum Hall e�ect | a phenomenon which occurs when a two-dimensional
electron gas (2DEG) is placed in a strong magnetic �eld and cooled to ultra low temperatures
| continues to provide fundamental insights into the remarkable variety of order possible in
strongly correlated quantum systems. For example, the fractional quantum Hall state observed at
Landau-level �lling fraction � = 5=2 is conjectured to possess so-called \non-Abelian" order. In
states with such order, quasiparticle excitations are characterized by quantum numbers similar
to ordinary spin quantum numbers but which, unlike ordinary spin, cannot be distinguished by
local measurements. The Hilbert space describing such quasiparticles has a built in resistance to
decoherence, and for this reason non-Abelian states have been proposed as ideal physical media
for realizing an intrinsically fault-tolerant form of quantum computation (so-called topological
quantum computation) which would be carried out by \braiding" the world-lines of quasiparticles
in 2+1 dimensional space-time. Another quantum Hall system of current interest is the bilayer
� = 1 system which consists of two parallel 2DEGs each with � = 1=2. This system exhibits a still
poorly understood transition from an incompressible quantum Hall state for small layer spacing
to a compressible Fermi liquid of \composite fermions" (electrons bound to two 
ux quanta) for
large layer spacing. This project has focused on the theoretical study of non-Abelian states such
as the � = 5=2 state, addressing in particular how, precisely, one would use such states to carry
out topological quantum computation, as well as the possible phases associated with both regular
and disordered arrays of \interacting" non-Abelian quasiparticles. In addition, the e�ects of the
strong Chern-Simons gauge 
uctuations associated with the composite fermion description of the
bilayer � = 1 state (valid for large layer spacing) on the possible instabilities of that state as the
layer spacing is decreased are being studied. Finally, work is being done in the rapidly developing
area of \surface codes." Here the essential idea is to use the remarkable properties of topologically
ordered matter to carry out fault-tolerant quantum computation using more \conventional" qubits
(e.g. superconducting qubits, trapped ions, electron spins in quantum dots, etc.) | an approach
which has been shown to have signi�cantly less stringent requirements on qubit coherence and
gate accuracy than previous fault-tolerant quantum computation schemes. Particular emphasis
is being placed on proposing experiments which can be feasibly carried out today using existing
qubit systems and which begin to probe the requirements for carrying out quantum computation
using the various known surface codes.

Recent Progress

Valence-Bond Entanglement and Fluctuations in Random Singlet Phases.

The ground state of the uniform antiferromagnetic spin-1/2 Heisenberg chain can be viewed
as a strongly 
uctuating liquid of valence bonds, while in disordered chains these bonds lock into
random singlet states on long-length scales. We have developed a novel method for studying
this phenomenon numerically, even in the case of weak disorder, by calculating the mean value
of the number of valence bonds leaving a block of L contiguous spins (nL, the so-called valence-
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FIG. 1: (Left Column) Log-linear plots of valence-bond 
uctuations as a function of conformal distance
LC = (N=�) sin(L�=N), for both uniform and random chains for the spin-1/2 Heisenberg chain, (labeled
k ! 1 | upper panel), the \golden" chain (labeled k = 3 | middle panel) and critical transverse-�eld
Ising model (labeled k = 2 | lower panel). (Middle Column) Scaling plots of the valence-bond 
uctuations
(with the saturation value �2

1
subtracted out), �2

L
� �2

1
, for k ! 1 (Heisenberg chain), k = 3 (\golden"

chain), and k = 2 (critical transverse-�eld Ising model) and various disorder strengths u. (Right Column)
Log-log plots of the crossover length scale � as a function of u for k !1, k = 3, and k = 2.

bond entanglement entropy) as well as the 
uctuations in this number (�2L). The 
uctuations are
particularly useful for studying random singlet state formation. They show a clear crossover from
a small L regime, in which they behave similar to those of the uniform model, to a large L regime
in which they saturate in a way consistent with the formation of a random singlet state on long
length scales.

We have performed Monte Carlo calculations of �2L for a class of models which include the
spin-1/2 Heisenberg chain, the critical 1D transverse �eld Ising model, and the so-called \golden
chain" (a model describing a chain of interacting Fibonacci anyons | non-Abelian quasiparticle
excitations of certain fractional quantum Hall states). The results are summarized in Fig. 1. For
uniform models, �2L was found to scale logarithmically with block size L showing that valence
bonds are indeed 
uctuating on all length scales (and consistent with analytic calculations based
on a �eld-theoretic mapping). For random models, �2L was found to saturate once L exceeded a
disorder-dependent crossover length scale �, signaling the expected locking of the valence bonds
into a particular random singlet con�guration on long length scales. By performing a scaling
analysis of �2L we were able to determine the dependence of � on disorder strength u, �nding � � u�

with model dependent exponent �. For the spin-1/2 Heisenberg model and the transverse-�eld
Ising model, our results for � were consistent with those based on a weak-disorder renormalization
group approach as well as previous numerical work. For the case of the disordered golden chain
we have determined this scaling exponent for the �rst time, �nding that � � 1:55.
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FIG. 2: (a) Two fundamental quantum circuits which carry out speci�c operations when computing with
non-Abelian surface codes | the 5-qubit F -move circuit and the 2-qubit S-move circuit for Fibonacci
anyons (the simplest non-Abelian anyons for which braiding is universal for quantum computaiton). (b)
Two simpli�ed quantum circuit identities, each requiring only two qubits, which �x the form of the single
qubit operations F and S which appear in the fundamental circuits shown in (a). These circuits are suitable
for calibrating these operations and can in principle be carried out today using existing quantum computing
systems (e.g. superconducting qubits or trapped ions). (c) Full quantum circuits built out of the F -move
circuit and the S-move circuit (here the F 0-move circuit is obtained by identifying the qubits labeled a and d
in the de�nition of the F -move circuit shown in (a)) that measures the plaquette operator Bp which appears
in the Levin-Wen model for Fibonacci anyons for the case of a hexagonal plaquette. These measurement,
which our construction shows requires 18n� 26 To�oli gates (i.e. controlled-controlled-NOT gates), 8n� 5
controlled-NOT gates, and 4n single-qubit rotations for an n-sided plaquette, will be required in order to
detect errors (in this case states in which Bp = 0) when using the ground states of the Levin-Wen model as
a surface code. These rather demanding requirements become signi�canty more feasible of it is possible to
directly carry out \single step" n qubit To�oli gates with n = 3; 4 and 5.

Quantum Circuits for Measuring Levin-Wen Operators.

Recent developments in the theory of quantum computation have shown that the error
threshold | a measure of the required qubit coherence and quantum gate accuracy needed to
carry out arbitrary quantum computations | may be on the order of � 1%, a signi�cantly
less demanding requirement than earlier estimates of 1 part in 105, and close to the accuracy
obtained experimentally for a number of physical qubit realizations. This improved threshold is
obtained using so-called \surface codes," quantum error-correcting codes which can be viewed as
the topologically-ordered ground states of a class of 2D lattice models �rst introduced by Kitaev.
Recently Koenig, Kuperberg, and Reichardt have outlined a scheme for performing quantum
computition using \non-Abelian" surface codes. These codes are ground states of Levin-Wen
models, generalizations of the Kitaev model for which the excitations are anyons obeying so-called
non-Abelian statistics which can be used to carry out arbitrary quantum computation purely by
braiding, (something which is not possible using the \Abelian" Kitaev surface code). Motivated
by this, we have constructed explicit quantum circuits using standard elements (single qubit
rotations, CNOT gates and To�oli gates) for measuring the commuting set of vertex and plaquette
operators that appear in the Levin-Wen model for the case of Fibonacci anyons | the simplest
non-Abelian anyons for which universal quantum computation can be carried out by braiding
(see Fig. 2). Such measurements will be required in order to detect errors in the quantum
error-correcting code de�ned by the ground states of this model. We were able to quantify the
complexity of these circuits with gate counts using di�erent universal gate sets and found that
these measurements become signi�cantly easier to perform if n-qubit To�oli gates with n = 3; 4
and 5 can be carried out directly. In addition to our measurement circuits, we constructed closely
related quantum circuits which require only a few qubits and which can feasibly be carried out
experimentally in the near future.
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Future Plans

Future plans for this project include applying ideas we've developed in earlier work about the
interplay between strong gauge 
uctuations and possible phase transitions in bilayer quantum
Hall systems to other, formally similar, systems, most notably certain \spin-liquid" states
conjectured to have a spinon Fermi surface which may undergo a BCS pairing instability at low
temperature. In addition, we will continue to investigate the growing number of ideas emerging at
the intersection of the theory of topologically ordered states of matter and fault-tolerant quantum
computation, particular in the context of \surface codes" (both Abelian and non-Abelian). One
important theme of this aspect of the research program will be to focus on �nding simpli�ed
quantum circuits (i.e. circuits similar to those shown in Fig. 2(b)) which can feasibly be carried
out experimentally either today or in the near term, and which begin to explore various aspects
of quantum computation with surface codes. As one speci�c example, we propose borrowing
ideas from the study of interferometry of non-Abelian quasiparticles (closely related to current
experiments on the � = 5=2 fractional quantum Hall state) and applying them to quantum
computing. Essentially, by simulating an anyon interference experiment on a quantum computer
one can measure a kind of \
ux" which, in the context of quantum error correction, corresponds
to an error which needs to be corrected. Our preliminary work in this direction shows that with as
few as 6 qubits one can come perform a nontrivial simulation of such an intereference experiment
for the case of Fibonacci anyons.

Publications

1. Quantum Circuits for Measuring Levin-Wen Operators, N.E. Bonesteel and D.P. DiVincenzo,
Submitted to Physical Review B. (arxiv: 1206.6048).

2. Valence-Bond Entanglement and Fluctuations in Random Singlet Phases, H. Tran and N.E.
Bonesteel, Physical Review B 84, 144420 (2011).

3. Monte Carlo Simulations of Anyon Chains, H. Tran and N.E. Bonesteel, Comp. Mat. Sci. 49,
S395 (2010).

4. Resources Required for Topological Factoring, M. Baraban, N.E. Bonesteel, and S.H. Simon,
Physical Review A 81, 062317 (2010).

5. Topological Quantum Computing with Read-Rezayi States, L. Hormozi, N.E. Bonesteel, and
S.H. Simon, Physical Review Letters 103, 160501 (2009).

6. Numerical Analysis of Quasiholes of the Moore-Read Wavefunction,M. Baraban, G. Zikos, N.E.
Bonesteel, and S.H. Simon, Physical Review Letters 103, 076801 (2009).
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Density functional calculations of electron transport

Principle investigator: Dr. Kieron Burke

Departments of physics and chemistry, University of California, Irvine

Irvine, CA 92697

kieron@uci.edu

I. PROJECT SCOPE

The research in this program is about describing conductance through single molecular junctions using

density functional theory (DFT). The Landauer formula expresses conductance in terms of the one-body

Green’s function. However in practice, the exact one-body Green’s functions are usually approximated by

Kohn-Sham Green’s functions from DFT, i.e., the Green’s function of the KS orbitals which reproduce the

density assuming it is a ground-state density. Therefore, conductance through the Kohn-Sham potential is

calculated, rather than the true conductance of the many-body system, and there is no fundamental theorem

to guarantee that this is correct.

One goal of the project is to analyze the conditions under which Kohn-Sham conductances are, in fact,

accurate or even exact. We have a few preliminary results on the Anderson junction, a single impurity

connected to two leads. We hope to generalize our findings to other systems with more complicated internal

structure. We also plan to study finite-bias conductance extrapolating our weak-bias results. Another goal

of the project is to formulate transport in a real-space context because DFT is a real-space theory. We

plan to translate the important concepts and relations often used in lattice models, such as the self-energy,

Friedel sum rule, etc. to real space. Our previous result suggests that near a resonance, the Kohn-Sham

conductance should be very accurate. This will be a topic to study in this project.

II. RECENT PROGRESS

A. Anderson Junction

We consider electron transport through an Anderson junction. The occupation is exactly solvable by

Bethe ansatz, and we can change the strength of interaction by changing the dimensionless variable U/Γ,

where U is the on-site Coulomb repulsion and Γ the coupling to the leads. In the strong correlation

regime, this model exhibits a Kondo effect. We show that the exact Kohn-Sham functional yields the exact

conductance for transport through Anderson junction for all correlation strengths, at zero temperature and

in the linear response regime, as shown in Fig. 1. This is because Friedel sum rule applies to this one-

channel model, and transmission is a function of occupation on the central impurity site. We solve for the

occupations in the Anderson junction using Bethe ansatz, and invert the Kohn-Sham equations to derive
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FIG. 1: Zero-temperature

transmission at the Fermi energy as a

function of ε, the impurity level, for

an Anderson junction. The curves are

for Bethe ansatz (black), Kohn-Sham

DFT with the exact functional (red,

coincides with black), and

spin-restricted Hartree-Fock (blue).

As U increases, HF misses the

transmission plateau, but the KS

transport is always exact.

exact Kohn-Sham potentials. We find that an important feature of the exact Kohn-Sham potential, namely

the derivative discontinuity, must be built in to an approximation in order to capture the Kondo effect in the

strong correlation limit. This can be seen in Fig. 2. As found in other problems, the derivative discontinuity

is vital to dealing with strong correlation using density functional methods. We give a simple and accurate

parametrization of exchange-correlation potential, using reverse-engineering of the exact solution and an

exact condition of charge susceptibility at particle-hole symmetry point. This parametrization works through

all regimes, from the weakly-correlated limit (where mean-field approaches are accurate) to the strongly-

correlated limit (where charge quantization occurs).

Based on the exact solution, we also analyze different approximations. We consider three different kinds

of approximation: (1) Smooth functionals, such as restricted Hartree-Fock (RHF). These functionals work

well in the weakly-correlated regime, but completely miss the sharp feature at strongly-correlated regime

(shown in Fig. 1). (2) Functionals with explicit derivative discontinuity, such as LDA+U type. These

functionals work well in the very strongly-correlated regime. (3) Unrestricted approach, such as unrestricted

Hartree-Fock (UHF). UHF reduces to RHF for weakly-correlated systems and is accurate, and works much

better than RHF at strongly-correlated regime due to symmetry breaking, capturing both the limit and the

approach to the limit exactly.

III. PLANNED ACTIVITIES

One immediate generalization of our results with zero-bias Anderson junction is, to see how Kohn-Sham

DFT does at finite bias. The complication with respect to the zero-bias case is that the Friedel sum rule

no longer applies, and the exact Kohn-Sham functional for zero-bias presumably does not work for finite
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bias. An important qualitative feature in the finite bias Anderson junction is the 2/3 plateau in the current

vs. bias figure. This is a true many-body effect and cannot be described by Hartree-Fock. Although Bethe

Ansatz does not work for large finite bias, we know the co-tunneling approximation is very accurate here

(but not exact). We plan to reverse-engineer the results from the co-tunneling approximation, and analyze

the special features that a Kohn-Sham potential must have in order to reproduce the 2/3 plateau.

Besides the Anderson junction, we plan to study more complicated systems, such as the two-channel

Kondo model, or the interacting resonance lattice model. So far we have a very accurate Kohn-Sham poten-

tial (with derivative discontinuity built in) working for one-channel problems such as the Anderson junction.

It will be very interesting to see if it works for more-than-one-channel systems. For those systems, transmis-

sion is no longer necessarily a simple function of occupation. In such cases, the Kohn-Sham conductance is

not expected to be exact, i.e., there should be exchange-correlation corrections. But these models will pro-

vide an opportunity to see under what circumstances the Kohn-Sham conductance is accurate. A particular

interesting question is to see if Kohn-Sham conductance always becomes accurate near a resonance.

We also are studying the relation between lattice site models and real space models. For example, we can

build a one-dimensional real-space double barrier, to mimic the Anderson junction. There we can use real-

space techniques, such as density matrix renormalization group (DMRG), to generate exact transmission.

We can calculate the Kohn-Sham potential in real space, and compare with the bare external potential, to

identify the exchange-correlation potential contribution, as well as comparing Kohn-Sham tunneling rates

with true tunneling rates. An important quantity in real space is the transmission phase. It plays a central

role in the Friedel sum rule and is related to the density change induced by the impurity (scattering region).

Because Kohn-Sham DFT by definition reproduces the density change, there may be a way to analyze
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transmission through its phase using the Friedel sum rule.
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CMCSN: Structure and dynamics of water and aqueous solutions in 
materials science 
 
Principle investigator: Roberto Car 
Department of Chemistry, Princeton University 
Princeton, New Jersey 08544 
rcar@princeton.edu 
 
Project Scope 
 
This project aims at developing accurate methodologies to model the microscopic 
structure and dynamics of water and aqueous solutions from an ab-initio perspective, in 
which the nuclear potential energy surface is generated on the fly from the quantum 
mechanical ground state of the electrons within density functional theory (DFT). This 
approach, called ab-initio molecular dynamics (AIMD), had considerable success in 
predicting crucial phenomena, such as large dielectric screening, fast proton transfer and 
molecular dissociation in solution. In the last decade, however, it became clear that the 
liquid generated in this way is substantially overstructured with respect to experiment, an 
outcome stemming from limitations of the adopted DFT approximation, such as the 
generalized gradient approximation (GGA) for exchange and correlation, and the use of 
classical mechanics for the nuclei. A goal of this project is to overcome these limitations 
by seeking improved functional approximations in combination with quantum sampling 
of molecular configurations to address key experimental results, such as those obtained 
with x-ray and neutron diffraction, and with deep inelastic neutron scattering (DINS). 
Other widely used experimental techniques to study water and aqueous solutions exploit 
core excitation spectroscopies like x-ray absorption (XAS) and Raman scattering (XRS). 
These studies are of more difficult interpretation, as they require an accurate theory of 
electronic excitation occurring on the attosecond time scale, in addition to good sampling 
of molecular configurations. To address this issue the project aims at developing new 
methodologies based on quasi-particle excitation theory that will be used in conjunction 
with accurate AIMD configurations.          
 
 
Recent Progress 
 
Proton momentum distribution 
The momentum distribution of the protons extracted from DINS experiments in water 
and ice deviates substantially from the classical Maxwell distribution. To compute the 
momentum distribution we introduced an approach based on the sampling of displaced 
Feynman paths in path integral (PI) simulations [6]. Using concepts introduced in [6] we 
extracted with improved accuracy the spherical momentum distribution of the protons in 
a recent DINS experiment in ice at T=271K [2]. The mean kinetic energy of the protons 
measured in this experiment was ~155 meV, well in excess of the classical thermal value 
of ~35 meV [2]. The momentum distribution was in good agreement with a quasi-
harmonic model suggested by PI-AIMD simulations [5]. A purpose of this study was to 
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quantify the importance of nuclear quantum effects. Classical MD simulations based on 
empirical force fields, which are adjusted to experiment, should roughly include some of these 
effects but ab-initio simulations require a PI framework to sample correctly the equilibrium 
properties of water.  
 
Liquid water structure 
A proper quantum mechanical framework, although important, is not sufficient to fix the 
problems of GGA water, which is afflicted by self-interaction errors resulting in excessive proton 
delocalization and red shifts of the stretching frequencies. In addition, GGA water lacks the effect 
of attractive van der Waals (vdW) interactions originating from the dynamic correlations of the 
electronic clouds in the molecules. vdW interactions improve significantly the density of high-
pressure ice phases [3]. We have implemented a new functional that we call PBE0-TS, which 
combines the hybrid functional PBE0 that significantly reduces the self-interaction error, with the 
Tkatchenko-Scheffler (TS) vdW functional. TS include two-body interactions decaying as R!6  
with the distance R  between a pair of atoms, but the intensity of the pair interactions is governed 
by coefficients that are functionals of the density and therefore capture environmental effects. The 
water structure using PBE0-TS in combination with an approximate treatment of the nuclear 
quantum effects is in excellent agreement with experiments, showing a marked improvement 
relative to GGA based AIMD, as shown in Fig.1 for the oxygen-oxygen radial distribution 
function (RDF).  The PBE0 implementation used an orderN  scheme for exact exchange [9]. 
 
 
 

 
 
 
 
 
Comparison with experiment in Fig.1 underlines the importance of large qmax  to extract 
the first peak of gOO  from experiment. The figure also indicates the essential correctness 
of joint refinement of x-ray/neutron diffraction data. From the theoretical standpoint this 
study allows us to understand in detail the role of corrections to GGA-AIMD on the short 
(SRO) and intermediate range order (IRO) of the simulated liquid. 
 

Fig 1: obtained from a PBE0-TS 
AIMD simulation on a 128-molecule 
cell at the experimental density. T was 
set to 330K to account approximately 
for nuclear quantum effects, as 
suggested by a previous PI-AIMD 
simulation. The theoretical RDF (red 
line) is compared to two x-ray 
diffraction experiments with different 
accessible maximum transfer wave 
vector ( ), Hura et al. and Huang et 
al., respectively. Interestingly, a new 
experiment (red star, Nilsson private 
communication) with  
gives position and height of the first 
peak in excellent agreement with our 
calculation. The green triangles show 
the RDF obtained by Soper with joint 
refinement of x-ray/neutron diffraction 
data. All experiments are at ambient 
conditions.        
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X-ray absorption spectra 
The X-ray absorption spectra of water and ice have been calculated using a GW approach 
in which the electron propagator (G) is dressed by the statically screened Coulomb 
interaction (W), as proposed in [7]. The results are compared to experiment in Fig. 2.   
 

 
  
Quantized nuclear motions affect the calculated spectra in Fig. 2 because zero point 
motion broadens the spectra via Franck-Condon factors that are included here by 
averaging over the distribution of Feynman paths. Moreover, in the case of water, 
quantum fluctuations modify the structure by facilitating H bond breaking. The spectral 
features (pre-edge, main- and post-edge) have excitonic character. The difference 
between water and ice in the main- and post-edge reflect IRO differences associated due 
to a non bonded molecular fraction brought within range of the first coordination shell in 
the liquid following partial collapse of the H bond network of crystalline ice [7].  
 
 
Future Plans 
 
The corrections to GGA water due to exact exchange, vdW interactions and quantized 
nuclei affect differently SRO and IRO but are all of similar magnitude and should be 
treated on the same footing. Thus an important goal of future research will be to perform 
a benchmark PI-AIMD simulation based on PBE0-TS. This will allow us to properly 
compute all pair correlations ( gHH , gOH and gOO ) and to assess experimentally based 

Fig. 2: comparison of calculated x-ray absorption 
spectra with experiments for water (top), ice 
(middle) and the difference between water and 
ice (bottom). Two sets of experimental data are 
included for each system (indicated as Ref. 3, 4, 
and 23, respectively). Hartree-Fock (HF) data on 
ice have also been included for comparison. HF 
corresponds to a GW calculation in which W is 
replaced by v, the bare Coulomb interaction. 
Water and ice configurations have been 
generated with PI-AIMD simulations based on 
DFT-GGA. Water is at room temperature in 
theory and experiments, ice is at T = 269K in the 
calculation, at T = 130K in Ref. 23 and at T = 
40K in Ref. 4. Thermal effects are small 
compared to zero point motion and the 
differences between experiments in ice likely 
reflect differences in the samples and in the 
experiments (XAS in Ref. 23, XRS in Ref. 4).  
The difference spectrum is obtained from 
[I(water)-I(ice)]/S where I denotes spectral 
intensity and S is the integrated area of the 
spectra in the energy range of the figure. 
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estimates of triplet correlations ( gOOO ). This study will give unprecedented insight on 
how basic molecular interactions, such as H bonding and vdW influence the local order 
(SRO, IRO) of water. Moreover we will assess if including two-body vdW interactions 
alone is sufficient or if inclusion of higher order terms [1] may lead to observable effects. 
The highly accurate molecular structures generated in this study will be used to further 
improve the XAS spectral calculations. In fact, while the overall greement between 
theory and experiment in Fig. 2 is unprecedented, residual discrepancies remain. In the 
case of water these are likely to come mainly from overstructuring still present in GGA 
PI-AIMD simulations. Improving the spectral calculation should also play a role, 
particularly in ice. The main approximation in the GW calculations of Fig.2 is in the 
adopted screening form, which underestimates the microscopic inhomogeneity of the 
medium. Full treatment of the inhomogeneity of the medium at the molecular scale is 
possible but computationally very challenging in systems that require large simulation 
cells and averages over many disordered realizations. Work in this direction is at an 
advanced stage of development.  
Studying aqueous solutions will be a further step in this program. The modeling 
capability that we plan in this project will be extremely useful in studies of solvated ions, 
interfacial water and bio-molecular environments. In all these systems X-ray spectroscopy 
techniques are widely used at DOE facilities to extract microscopic information and the 
computational techniques that we are developing will be invaluable to gain insight on the origin 
of the spectral features that are observed in experiments and to associate these features to the 
details of the molecular structure. 
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Project Scope

The research in this program involves theoretical investigations of electronic, optical and
mechanical properties of graphene and its derivatives, such as bi-layer graphene, graphene
heterostructures, strained graphene, as well as graphene on various surfaces. One line of
research has been development of theoretical models that support graphene’s large array
of possible technological applications. For example one of our goals has been the under-
standing of surface plasmons and spin relaxation mechanisms in graphene, related to novel
optoelectronics and spintronics applications. Our current research focus is on understand-
ing the role of correlations in graphene under mechanical deformations, such as strain. The
main goal is to describe the mutual interplay between strain and electron-electron interac-
tions which could lead to the formation of novel electronic phases with strongly modified
electronic, magnetic and optical properties. This direction of research will therefore lead
to deeper understanding of interactions in graphene.

Recent Progress

Plasmonics in graphene

Plasmons are a direct consequence of electron-electron interactions. In graphene they are
particularly interesting because, unlike what happens in three dimensional solids, their en-
ergy is highly dependent on the wavelength and hence they can have energy that varies
from the infrared to the ultraviolet. Plasmons can be excited with light via the electron-
photon interaction. Recently, graphene has been recognized as a versatile optical material
for novel photonic and optoelectronic applications, such as ultrafast lasers, solar cells, opti-
cal modulators, photodetectors, light emitting devices and meta-materials. Graphene has
strong coupling effect to light due to the unique electronic structure. Moreover, the linear
dispersion of the Dirac electrons enables broadband applications. All of these photonic and
optoelectronic applications rely on the interaction of propagating far-field photons with
graphene. Surface plasmon-polariton waves exist in doped graphene. Surface plasmons in
graphene exhibits a number of favorable properties: first of all, graphene plasmons are con-
fined to volumes of the order of 106 times smaller than the diffraction limit, which facilitate
strong light-matter interactions. Secondly, surface plasmons in graphene are tunable via
electrical or chemical modification of the charge carrier density. Lastly, surface plasmon-
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lifetimes in graphene reach hundreds of optical cycles, which may circumvent one of the
major bottlenecks facing noble-metal plasmonics. Our group has been providing theoretical
guidance to one of the best plasmonics groups in the world lead by Prof. Dmitri Basov at
UCSD.

Spintronics in graphene

Graphene is considered as a potential material for spintronics devices due to the weak
spin-orbit (SO) interaction and long spin lifetimes. One of the most intriguing features
of spintronics in graphene is that the observed spin relaxation time is significantly shorter
than the values estimated theoretically. A number of recent experiments investigate which
spin relaxation mechanism plays the major role both in single layer and in bilayer graphene.
The Dyakonov-Perel and the Elliot-Yafet mechanisms have been discussed in the context
of graphene. Experiments suggest that the main source of spin relaxation in single layer
graphene is extrinsic, lending support to the Elliot-Yafet mechanism. Longer spin lifetimes
have been reported in bilayer graphene than in single layer, when the SO coupling in the
bilayer is expected to be somewhat stronger. We are currently developing the theoretical
background to study spin relaxation in these systems which is built on top of our earlier
successful theoretical proposal of the SO enhancement due to sp3 defects. We have made
various predictions that are being tested in several labs around the world.

Strain engineering in graphene

Being one atom thick, graphene is a very soft material, and hence can be easily folded,
twisted and stretched. For instance, we have shown theoretically that the edge scrolls in
suspended graphene short-circuit the source-drain current paths in the quantum Hall regime
inhibiting the observation of the Hall conductance quantization in such systems. Moreover,
current growth techniques based on chemical vapor deposition (CVD) have shown that
extended defects such as grain (GB) and domain boundaries (DB) are present in graphene
samples, modifying their electronic and structural properties. Extended defects lead to
internal strain and produce significant changes in the band structure. In this context, the
nature of the electronic states introduced by such extended 1D defects in graphene is a
topic that deserves close inspection. More specifically, whether GBs and DBs act as quasi-
1D conducting channels immersed in the bulk of graphene is the question we have been
studying. We also studied the issue of self-doping in graphene induced by the presence of
such extended 1D defects, that occurs when a defect attracts charge carriers, resulting in
charged defective lines surrounded by a doped graphene matrix.

Electron Correlations and Strain in Graphene

Long-range electron-electron interactions near the Dirac points can lead to profound effects,
such as reshaping of the Dirac cones in suspended graphene as well as interaction-driven
formation of “plasmarons” (i.e. quasiparticles bound to plasmons) in doped samples. The
subject of electron correlations is currently at the forefront of the physics of graphene. For
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Figure 1: Left panel: Formation of Anisotropic Dirac Cones in Graphene under uniaxial strain

(c)-(d). Right Panel: Mutual renormalization of the electron-electron interaction α and the Dirac

fermion anisotropy δ = (vy/vx) − 1. The value δ = −1 corresponds to decoupled chains, while

δ = 0 is conventional (isotropic) graphene. A tendency towards interaction-driven quasi one-

dimensional behavior is present below the critical (dashed) line. From: “Interacting Anisotropic

Dirac Fermions in Strained Graphene and Related Systems,” Anand Sharma, Valeri N. Kotov,

and Antonio H. Castro Neto, arXiv:1206.5427 (2012).

example in graphene heterostructures the carbon atoms are not coupled directly by covalent
bonds but by electron-electron interactions. One of the most amazing consequences of this
kind of coupling is the so-called Coulomb drag. We have studied the Coulomb drag in
such structures and have found that their properties are extremely sensitive to the distance
between graphene layers. We have already made several theoretical predictions that await
confirmation.

Most recently we have investigated correlation-driven phases due to the interplay of
electron interactions and uniaxial strain (modeled as Dirac fermion anisotropy, i.e. different
velocities vx 6= vy), and have found that a rich variety of electronic behavior is possible
(Fig.1). In particular we have discovered unconventional interaction-driven quasi one-
dimensional electronic phase (anisotropic excitonic insulator). This line of research could
provide a new avenue for exploration of correlation effects in graphene, both theoretically
and experimentally.

Future Plans

For the next year, we plan to continue our studies of strain effects in the electronic and
magnetic properties of graphene. Focusing in particular on uniaxial strain, the following
topics will be investigated:
• Renormalization of the Dirac cones due to the interplay of strain and electron-electron
interactions, from weak to large strain. We will also analyze in more detail the nature of the
novel correlated, strain-induced states, which we have found during our ongoing research.
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• Effect of strain on the excitonic transition in graphene. Such a transition is from a semi-
metal to an insulator, and has not yet been observed in conventional (isotropic) graphene.
We will investigate how strain can facilitate the formation of the excitonic state.
• Studies of strain influence on the formation of magnetic states, both in the context
of localized magnetism (Anderson impurity), and band magnetism of anisotropic (due to
strain) Dirac fermions.
• Studies of charge re-distribution around external Coulomb impurities in strained graphene,
and its effect on electronic transport.
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Quantum embedding and many-electron wavefunctions for strongly correlated
solids

Garnet Kin-Lic Chan
Department of Chemistry, Frick Laboratory, Princeton University and

Princeton Center for Theoretical Science, Princeton University∗

This part of our DOE funded research program aims to develop controlled ab-initio methods to
model realistic solids with strong electron correlations. Our quantum embedding project focuses
on two techniques: density matrix entanglement embedding (DMET) and dynamical mean-field
theory (DMFT). These formalisms provide a route to bulk properties from the solution of a local
impurity model. We aim to go beyond current DFT-DMFT approximations, towards fully ab-
initio theories free of double counting and empirical screening corrections. Our complementary
wavefunction work targets the development of many-electron wavefunction methods directly in an
ab-initio periodic boundary condition setting. We have recently been developing density matrix
renormalization group, Jastrow-BCS, and coupled cluster techniques in this framework. At the
meeting, I will describe recent progress and future plans in the above two areas. Some topics will
include: the density matrix entanglement embedding theory and its applications to lattice and
ab-initio Hamiltonians; improved solvers for dynamical mean-field theory; and periodic boundary
condition ab-initio density matrix renormalization group calculations for three-dimensional solids.

I. QUANTUM EMBEDDING AND MANY-ELECTRON WAVEFUNCTION
APPROACHES TO SOLIDS

A. Recent Progress

While the electronic properties of many solids are described well by periodic DFT, solids with
strong correlations remain a major challenge for condensed matter electronic structure. For suffi-
ciently small lattices or molecules, strong correlations can be handled by several techniques, includ-
ing exact diagonalization, density matrix renormalization group, auxiliary field quantum Monte
Carlo, and multi-reference configuration interaction to name a few. Such approaches, however,
cannot easily be applied to infinite systems. Quantum embedding provides an attractive route
to bridge the gap between typically local descriptions of strong correlation and the extraction of
observables in bulk systems.

Over the last year we have devised a new rigorous quantum embedding formalism called density
matrix entanglement embedding (DMET). DMET allows us to embed many-body wavefunction
calculations in a correlated solid. Consider some small portion, say a unit-cell, of an infinite
solid, which we term the impurity. The basic observation is that the remainder of the solid (the
infinite environment) can be exactly replaced by a finite bath construction that reproduces the
entanglement between the environment and the impurity. From the Schmidt decomposition, we
can show that the entanglement of an impurity with M sites can be exactly reconstructed using only
M bath sites, which is a tremendous simplification from the complexity of the infinite environment.
In practice, such an exact bath construction requires the quantum state of the infinite system. In
DMET we use an approximate bath construction that is exact in a mean-field sense and which

∗Electronic address: gkchan@princeton.edu
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FIG. 1: . Left. DMET calculations of the 1D metal-insulator transition yield gaps in good agreement with
the Bethe Ansatz. The results are of similar accuracy to similar sized cluster DMFT calculations but are
many orders of magnitude less expensive. (Coloured lines: DMET, Black line: Bethe Ansatz). Center.
DMET calculations of energies of the 2D doped Hubbard model, which compare very well to benchmark
QMC (Chang and Zhang) results. Right. Initial combination of DMET with ab-initio Hamiltonians yields
a dissociation curve for the H10 hydrogen lattice which is indistinguishable from the exact FCI.

is efficiently obtained. The physics of DMET, with local (impurity) degrees of freedom described
exactly in the presence of Gaussian-like bath fluctuations, is similar to that of the dynamical mean-
field theory (DMFT) approximation. However, DMET possesses several important computational
advantages: the theory is completely frequency-independent, allowing for easy combination with
a wide range of powerful pure-state impurity solvers such as the density matrix renormalization
group or multireference configuration interaction, and the bath is of minimal size, greatly reducing
the cost of calculation. Consequently, we find that DMET calculations are orders of magnitude
faster than comparable DMFT calculations. In Fig. 1 we show the DMET energy for the 2D
Hubbard model as compared to constrained-phase AFQMC and extrapolated QMC data: very
good agreement is found and even using a modest 2×2-site embedded cluster, we find errors of
only about 1% in the total energy. Fig. 1 we also show the ∂n/∂µ compressibility curve for the 1D
Hubbard model: compared to the Bethe Ansatz, Mott gaps are well reproduced, and the DMET
description of the metal-insulator transition is comparable to the cluster DMFT description at a
small fraction of the cost.

Over the last year, we have also been investgating several aspects of ab-initio DMFT. Using a
Hartree-Fock description of the periodic solid, we carried out ab-initio DMFT calculations which
are completely diagrammatically controlled, i.e. with no double counting error. We have also
been exploring more efficient impurity solvers, with the view to ab-initio DMFT calculations where
weakly correlated degrees of freedom are treated in a coupled manner with the strongly correlated
impurity sites. We showed recently that simple configuration interaction wavefunctions yield highly
accurate approximate solvers and can treat impurity bath problems with more than 30 orbitals with
no discernible loss of accuracy when compared to exact diagonalization (see Fig. 2).

Our work on correlated wavefunction methods is complementary to the above efforts in quantum
embedding. Here we aim to develop the capability to directly use correlated wavefunction methods
in periodic systems. To extend powerful wavefunction methods, such as the density matrix renor-
malization group, to ab-initio descriptions of infinite systems, requires us to treat the infinite-range
Coulomb matrix elements that occur in the periodic setting. Very initial results of this effort are in
Fig. 2, where we show results from fully periodic coupled cluster and density matrix renormalization
group calculations on a 2x2x2 Brillouin zone sampling of 3D LiH solid (compared to benchmark
FCI data). While the results are very preliminary, they show that all the basic functionality is
complete in our periodic implementation, and that fully correlated wavefunction calculations in 3D
solids are feasible. In addition, we are also investigating new algorithms to efficiently handle the
large number of orbitals within the typical correlation length of a three-dimensional solid. Using
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π
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imaginary part of the self-energy ImΣ(iωn) (lower panel) for
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B. Single site DMFT for the 1D Hubbard model

1. particle-hole symmetric case

We carried out single site DMFT calculations for the
1D Hubbard model using an 11 orbital bath parametriza-
tion (12 orbitals in total). We used CISD, CISDT,
CAS(2, 2)CISD, CAS(2, 2)CISDT approximations as well
as ED to obtain the spectral functions and impurity
self-energies for U/t = 4, 6, 8, 20. All calculations are
performed in the natural orbital basis, as described in
Sec. II A.

The spectral functions at half-filling are shown in
Fig. 4. We observe good qualitative agreement of all
CI methods with ED for all values of U/t. If we in-
clude triple excitations (CISDT or CAS(2,2)CISDT) the
CI spectral functions become indistinguishable to the eye
from ED. In the case of CISDT, this is achieved us-
ing only about 2% of the complete determinant space
of ED. Perhaps surprisingly, multi-reference CI approxi-
mations are not necessary to obtain good agreement even

for large U/t where Ψ contains large weights from deter-
minants other than the Hartree-Fock determinant. This
reflects the simplicity of the 1D Hubbard model: the two
main determinantal contributions to Ψ at large U differ
in the occupancies of only two electrons, which can be
adequately described using doubles excitations. It also
reflects the non-perturbative nature of CI: so long as the
determinants of interest are within the CI space, they
can assume arbitrarily large weights in Ψ, and strongly
interacting (large U) systems can be treated.

The corresponding self-energies of the various approx-
imations are shown in Fig. 5 (we plot only the imaginary
part, ImΣ(iωn)). Again, good qualitative agreement be-
tween all the CI methods and ED is observed for all val-
ues of U/t. Indeed, for U/t = 4, 6, 20, even the simplest
CI approximation (CISD) yields an essentially indistin-
guishable self-energy from ED. Only at U/t = 8 (Fig. 5c)
do we see appreciable differences. Here we need to use
CAS(2,2)CISDT to achieve less than 1% error in the self-
energy. Of course, CAS(2,2)CISDT is also the most ac-
curate approximation to ED as measured by the size of
the excitation space.

As discussed in section II A, the accuracy of the CI
expansions can be improved by working in the natural
orbital basis. Examining the ED calculations at half-
filling we find that across the range of different U/t only
4 natural orbitals have occupancies appreciably different
from 0 and 2. Consequently, we choose these 4 active
orbitals for an active space calculation in the natural or-
bital basis. In Fig. 6, we show the spectral functions at
half-filling using the CAS(4,4) approximation, in the nat-
ural orbital basis of the ED calculation. Note that the
CAS(4,4) wavefunction involves only 16 determinants
but the spectral functions are still remarkably similar to
the ED spectral functions. In fact, they are of similar
quality to the CAS(2,2)CISD spectral functions (also in
the natural orbital basis). This demonstrates the com-
pactness of the natural orbital description.

2. away from particle-hole symmetry

We next consider the 1D Hubbard model away from
half-filling. The corresponding imaginary parts of the
self-energies, for U/t = 6 and dopings of 5% − 30%, are
shown in Fig. 7 for CISD, CISDT, and CAS(2,2)CISD.
To better illustrate the differences between the meth-
ods, here we plot the percentage error in the imagi-
nary part of the self-energies, relative to ED. While
all the CI approximations yield qualitatively reasonable
self-energies, we see that when we include triple excita-
tions, the errors become significantly less than 1%. This
is consistent with our expectation that away from half
filling, the wave function of this model becomes more
single-determinantal and therefore it is more advanta-
geous to base the description on a single reference de-
terminant (in this case the HF determinant) than to in-
clude multiple determinant reference wave functions as

FIG. 2: Left. Comparison between ED and CI solvers for single-site DMFT spectral functions; the CI
spectral functions are indistinguishable from ED, but the CI calculations are about 100 times faster. Centre.
Using tensor factorizations of CC theory, we are able to carry out accurate calculations on molecular crystals.
The computed binding energies have a smaller uncertainty than the experimental binding energies. Right.
Initial applications of a periodic ab-initio density matrix renormalization group code to a 2x2x2 Brillouin
zone sampling of the LiH crystal.

tensor factorization ideas we recently devised orbital-specific virtual (OSV) local coupled cluster
methods that constitute the fastest local coupled cluster algorithms to date. We are in the process
of applying OSV coupled cluster methods to molecular crystals; our early studies show that we
are able to obtain theoretical binding energies with an uncertainty considerably better than the
experimental estimate (Fig. 2).

B. Future plans

As stated above, the overarching aim in our work in quantum embedding and many-electron
wavefunctions is to enable the fully ab-initio modeling of strongly correlated solids. In the next
year, we will extend the basic DMET formalism to time-dependent quantities such as spectra.
These basic developments will be applied and evaluated in further lattice Hamiltonian studies,
including calculations of full phase diagrams and spectra. We will also embark on the combination
of DMET with long-range and ab-initio Hamiltonians. Our early results appear highly promising.
For example, in Fig. ?? we show an initial test of the ab-initio DMET embedding for the dissociation
of a cyclic hydrogen lattice (which mimics a metal-insulator transition). As seen from the curve,
the DMET dissociation curve is essentially indistinguishable from the exact curve. Over the next
year, we will also extend our work on dynamical mean-field theory to treat long-range dynamical
contributions within the quantum chemical perturbation theory/configuration interaction/coupled
cluster hierarchy. Finally, we are also very excited to make further progress with our new periodic
correlated wavefunction methodology, and we will initiate the study of 3D doped transition metal
oxides using our periodic density matrix renormalization group implementation.
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Project Scope
The goal of our program is to examine an important class of materials: oxides with attention

paid to the nature and role of defects in transition metal oxides. Transition metal oxides span
a wide range of structural and electronic properties. These oxides crystallize in a wide range of
structures and exhibit a wide range of interesting physical properties ranging from simple ferroelec-
tricity to correlated electron effects such as magnetism and superconductivity. Oxide materials find
numerous applications as passivating agents, dielectrics, actuators, switches, magnetic field sensors,
photovoltaic materials, photocatalysts, and new types of electronic memory devices. In all these
applications, defects play an important role. From basic thermodynamics, defects are unavoidable.
Oxides of transition metals, in particular, are known to exhibit unusually high concentrations of
defects owing to the variable valence or oxidation state of a metal with a partially filled d-shell.
Elementary point defects include vacancies and interstitials, as well as dopant impurities, which
may be either substitutional or interstitial. The electro-neutrality rule dictates more complex de-
fects, i.e., charge defects appear in balancing pairs such as Frenkel-type (vacancy plus same type
interstitial) or Schottky type (pairs of vacancies) defects. Experimentally, the electronic properties
of such defects can be determined by either optical or electric measurements, but the proper inter-
pretation of both is far from trivial owing in part to sensitivity issues and in part to the complexity
of the fundamental physics involved. Moreover, the experimental determination of the exact defect
structure is extremely difficult, especially in the context of surfaces, interfaces or nanostructures.

As a consequence, theoretical modeling of the structure of the formation energy of defects is of
great importance as a first step in any analysis. Once the defect structure is known, the electronic
properties can be calculated and compared with those measured.

Recent progress
We outline some of our recent work in several different areas relevant to understand oxide

materials, including advances in numerical approaches.

Oxide vacancies in dielectric materials: We have examined defects, oxygen vacancies, in an
important high-k dielectric material: hafnia [2]. We calculated the quasiparticle defect states and
charge transition levels (CTL’s) of oxygen vacancies in monoclinic hafnia using density functional
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theory and the GW approximation. We found that the quality and reliability of CTL’s can be
assessed by calculating the same CTL via two different physical pathways. We showed that it is
necessary to include important electrostatic corrections, which were previously neglected within the
supercell density functional theory - GW approach. Contrary to previous reports, we determined
that the oxygen vacancies in hafnia are large positive U centers, where U is the defect charging
energy.

Dye sensitized solar cells; The development of new types of solar cells is driven by the need
for clean and sustainable energy. In this respect dye-sensitized solar cells (DSC) are considered as a
promising route for departing from the traditional solid state cells. The physical insight provided by
computational modeling may help develop improved DSCs. To this end, it is important to obtain an
accurate description of the electronic structure, including the fundamental gaps and level alignment
at the dye-TiO2 interface. This requires a treatment beyond ground-state density functional theory.
We presented a many-body perturbation theory study [8], within the G0W0 approximation, of two
of the crystalline phases of dye-sensitized TiO2 clusters, reported by Benedict and Coppens, [J. Am.
Chem. Soc. 132, 2938 (2010)]. We obtained geometries in good agreement with the experiment
by using density functional theory with the Tkatchenko-Scheffler van der Waals correction. We
demonstrated that even when density functional gives a good description of the valence spectrum
and a qualitatively correct picture of the electronic structure of the dye-TiO2 interface; G0W0

calculations yield more valuable quantitative information regarding the fundamental gaps and level
alignment. In addition, we systematically investigated the issues pertaining toG0W0 calculations,
namely: (i) convergence with respect to the number of basis functions, (ii) dependence on the
mean-field starting point, and (iii) the validity of the assumption that the DFT wave function is a
good approximation to the quasiparticle wave function. We showed how these issues are manifested
for dye molecules and for dye-sensitized TiO2 clusters.

Oxide surfaces and heterointerfaces: We investigated electrostatic doping as a possible
mechanism for achieving a 100% spin polarized two dimensional electron gas at the stoichiometric
LaAlO3/EuO heterointerface [4]. We carried out a first-principles study of stoichiometric het-
erostructures composed of polar oxide LaAlO3 and the ferromagnetic semiconductor EuO. We
found that electrostatic doping achieved by an electric field in the polar oxide leads to a fully
spin-polarized two dimensional electron gas at the interface. The localized charge carrier density
is on the order of 4 × 1013 cm−2 at the interface and decays exponentially within five to six EuO
atomic layers (∼10 Å). This mechanism contrasts with a previous calculation of the LaAlO3/EuO
interface in which electron doping was introduced through a nonstoichiometric LaAlO3 layer. Our
configuration allows a low level of doping in EuO that is comparable to the Gd-doped EuO as in
recently reported experiments and tunable by adjusting the thickness of the LaAlO3 layers. We
predict a change of the magnetic moment of Eu and increase of the Curie temperature in the doped
layers of EuO.

We used density functional theory to investigate the influence of surface vacancies on the surface
stability of a stoichiometric free-standing LaAlO3 (001) thin film [13]. Defect-free three and five unit
cell thick LaAlO3 (001) thin films exhibited macroscopic electric fields of 0.28 V/Å and 0.22 V/Å,
respectively. The built-in electric field was sufficiently strong for the five unit cell thick film to
undergo a dielectric breakdown, within the local density approximation. We showed that the
electric field can be effectively compensated by La vacancies on the LaO surface, O vacancies on
the AlO2 surface, or both types of vacancy present at the same time. Comparing surface Gibbs free
energies we found that several surface vacancy structures are thermodynamically stable. Recently,
SrTiO3 (STO) and LaAlO3 (LAO) have attracted considerable attention due to the two dimensional
electron gas observed at the interface between these two wide gap insulators. The origin of this
two dimensional electron gas has been a source of considerable debate. Oxygen vacancies form
an n-type defect in both STO and LAO and the origin of charge in LAO/STO heterostructures is
sometimes attributed to the presence of these defects [13]. The electronic structure and nature of
vacancy induced defect states in these oxides are important.

Numerical algorithms: Another aspect of our work involved the development of high perfor-
mance algorithms for solving the Kohn-Sham equation, which arises in density functional theory.
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Obtaining a solution of the Kohn-Sham equation is a standard procedure to determine the elec-
tronic structure of atoms, molecules, and condensed matter systems. The solution of this nonlinear
eigenproblem is used to predict the spatial and energetic distribution of electronic states. How-
ever, obtaining a solution for large systems is computationally intensive because the problem scales
super-linearly with the number of atoms. We demonstrated a “divide and conquer” method that
partitions the necessary eigenvalue spectrum into slices and computes each partial spectrum on
an independent group of processors in parallel [6,7]. We focused on the elements of the spectrum
slicing method that are essential to its correctness and robustness such as the choice of the filter
polynomial, the stopping criterion for a vector iteration, and the detection of duplicate eigenpairs
computed in adjacent spectral slices. We resolved several issues in developing an optimized imple-
mentation, e.g., the addition of extra layer of parallelism and the ability to examine systems with
hundreds of thousands of atoms.

The generation of unoccupied orbitals within density functional theory for use in GW calcula-
tions of quasiparticle energies becomes prohibitive for large systems. We showed that, without any
loss of accuracy, the unoccupied orbitals may be replaced by a set of simple approximate physical
orbitals made from appropriately prepared plane waves and localized basis orbitals, which repre-
sent the continuum and resonant states of the system, respectively [14]. Our approach allows for
accurate quasiparticle calculations using only a very small number of unoccupied density functional
orbitals, often resulting in an order of magnitude gain in speed.

Planned activities

Doping titania: The conduction band energies of TiO2 are properly matched to the redox
properties of water, making it an excellent system for hydrogen production by water-splitting.
The main challenges for this application are to engineer the band alignments of the TiO2-based
photocatalyst system to utilize visible light instead of ultraviolet and to decrease the recombination
rate of photo-excited electron-hole pairs. TiO2 has been doped with several transition metal ions
to reduce its band gap by introducing defect levels in it. These defects are expected to introduce
localized states, which promote sub-band-gap absorption in the material. However, experimental
studies on transition metal dopants have shown both increase and decrease in photoreactivity of
TiO2 depending on the sample preparation method. The increase in photoreactivity is due to
enhanced absorption, while its decrease has been attributed to the recombination of carriers at the
defect center. It has been proposed that co-doping transition metal ions with appropriate anions can
alleviate the problem of decrease of photoreactivity by charge compensation. We plan to perform
calculations using V and Cr ions as substitutional defects and determine CTL’s, formation energies,
and optical properties. Further, we also plan to assess the effect of co-doping V with N and Cr with
C. This is important because in addition to charge compensation, co-doping can potentially change
the electronic structure of the system and have unintended consequences on optical properties.

Oxide heterojunctions: The ability to control the length scale, strain, and orbital order in
oxides offers a uniquely rich toolbox for designing materials. Because the oxide layers are very
thin, the physics is often controlled by the interface. The electronic properties of oxide interfaces
are governed by a subtle interplay of many competing mechanisms such as polar catastrophe,
Jahn-Teller coupling, electron correlation, defects, and phase stability issues. The sheer number
of materials systems is overwhelming: SrTiO3 (STO), SrRuO3 (SRO), BaTiO3 (BTO), LaAlO3

(LAO), LaTiO3 (LTO), CaMnO3 (CMO), CaRuO3 (CRO), and YMnO3 (YMO), to name a few.
The properties range from high-k dielectrics to superconducting; ferromagnetic to antiferromagnetic
to piezoelectric, ferroelectric and even multiferroic. It is not clear which, if any, of these systems
will find applications in future devices. However, they undoubtedly hold tremendous promise. The
possibility for building all-oxide electron devices has been suggested following the discovery of the
high mobility two dimensional electron gas at the LAO/STO interface. An important development
in the field of oxide heterostructures is monolithic integration with Si using MBE. This opened new
avenues for band gap engineering, and combining electronic properties of 3d electrons in the oxide
with those of sp3 electrons in the semiconductor. We will focus on the perovskite oxides ABO3,
where the d manifold of the transition metal ion can be manipulated both in terms of its occupation
and its interactions with the local environment.
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Project Scope

The theme of this research program is to develop and implement theoretical methods for predict-
ing and understanding the properties of functionalized matter at the nanoscale. Within this regime,
phenomena occur that are characteristic of neither the atomic limit, nor the macroscopic limit. Such
phenomena can have direct consequence for understanding materials appropriate for applications in
electronic, optical and spintronic devices. To capitalize properly on predicting such phenomena in this
transition (nano) regime, a deeper understanding of the electronic, optical and magnetic properties of
matter will be required. Our research program builds on our previous work within this area of study,
and explores promising areas of materials and computational research. We focus on the following areas:
(a) The electronic and structural properties of dopants relevant for the functionalization of nanostruc-
tures (nanocrystals, nanowires, and nanofilms), including both magnetic and non-magnetic dopants.
(b) The origin and mechanisms involved in the self-purification process of nanostructures, specifically
the energetics and diffusion of defects at both the macroscopic- and nano- scales. (c) The evolution
of bulk-like properties from the nano to macro scale, with particular emphasis on the role of dimen-
sionality and quantum confinement. Our proposed areas of research will enhance our understanding
materials and the role of quantum confinement and dimensionality at the nanoscale.

Recent progress

We will illustrate our progress by outlining a number of different topics below. Each of these topics
corresponds to a published paper as indicated. Unless otherwise stated, we used a real space pseu-
dopotential method to solve the Kohn-Sham problem.

Efficient first-principles simulation of non-contact atomic force microscopy for structural
analysis [4]: Atomic force microscopy (AFM) was developed to overcome a basic drawback of scan-
ning tunneling microscopy (STM). STM can only image the surface of conducting or semiconducting
materials. AFM has the advantage of imaging almost any type of surface, including polymers, ceram-
ics, composites, glass, and biological samples. However, one notable drawback of AFM compared to
STM concerns the existence of a simple theoretical method for the interpretation of AFM images. Our
work addressed this issue. We developed a method to simulate AFM images by employing quantum
mechanical approaches to find the force of the substrate on the tip. The presence of the substrate
perturbs the vibrational modes of the AFM probe, which determines the AFM image. Our method
is simple, requires only a knowledge of the electrostatic potential of the substrate, and can be used
to rapidly screen structural models. Most importantly our work does not require a detailed atomistic
structure of the AFM probe. Current applications include imaging semiconductor nanocrystals and
fragments of DNA and other large biological molecules. An example of an AFM image (see Figure
below) using a first principles simulation is shown below for Ag overlaid on a silicon substrate

Controlling Li diffusion in semiconductor nanostructures by size and dimensionality [5]:
The ability to control the diffusion of dopants or impurities is a controlling factor in the functionalization
of materials used in devices both at the macro- and nanoscales. At the nanoscale, manipulating diffusion
of dopants is complicated by a number of factors such as the role of quantum confinement and the

1 63



large surface to volume ratio. In this work, we examined Li in Si nanostructures. Atoms with low
atomic mass such as Li can be used as a carrier for energy storage with high specific energy capacity.
Specifically, Li-ion batteries with specific energy capacity as high as 4200 mAh/g using Si nanowires
as anodes have been achieved. We determined how the factors of size and dimensionality can be used
to achieve an optimal diffusion of Li atoms in Si nanostructures.

n-type doping via avoiding the stabilization of DX centers in InP quantum dots [9]: We
demonstrated that it is preferable to dope III-V semiconductor nanocrystals by n-type anion substitu-
tion as opposed to cation substitution. Specifically, we showed the dopability of zinc-blende nanocrys-
tals to be more efficient when the dopants are placed at the anion site as quantified by formation
energies and the stabilization of DX-like defect centers. Our results were based on calculations for InP
quantum dots doped with Si (cation site) and Se (anion site).

Self-purification in Si nanocrystals [10]: We examined the energetics of dopants in Si nanocrys-
tals to understand the phenomena of “self-purification,” i.e., a process by which extrinsic defects in the
interior of a nanocrystal are expelled to the surface. Specifically, we calculated the changes in the total
energy of a dopant atom in a Si nanocrystal with respect to position. We considered typical dopant
atoms such as P, B, and Li. We found that these dopants exhibit different variations in total energies
as they move from the center toward the surface of a nanocrystal. These differences can be explained
by the change in electronic binding energy and the interaction of the dopant with the surface, i.e., the
interaction of a dopant-induced strain with the nanocrystal surface energy. Li dopants are always more
stable in the interior of the quantum dot, whereas B and Si are only stable for larger dots.

First-principles study of confinement effects on the Rahman spectra of Si Nanocrystals
[11]: We investigated the Raman spectra of Si nanocrystals as a function of nanocrystal diameter
using pseudopotential density functional theory and the Placzek approximation. Our calculations
reproduce the red-shift and broadening of the optical Raman peak with decreasing nanocrystal size,
and calculated peak frequencies showed good agreement with experimental values. We also found that
a surface induced softening of vibrational modes is largely responsible for the Raman red-shift, with
relaxation of momentum conservation playing only a minor role.
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Multidimensional nanoscale materials from fused quantum dots [15]: The synthesis of fused
quantum dots offers new possibilities for the design of nanoscale devices. We considered semiconductor
InP quantum dots, fused along zinc-blende crystal directions, to construct nanomaterials systematically
in one, two, and three dimensions. We solved for and explained the electronic structure of such
nanomaterials. We also discussed the potential use of these nanostructures for electronic applications
such as current splitters, field-effect transistors, and logic gates.

First-Principles Calculations of Lattice-Strained Core-Shell Nanocrystals [16]: We exam-
ined the properties of CdS-ZnS and ZnS-CdS core-shell nanocrystals over a range of shell thicknesses.
The effect of structural relaxation was shown to be important as it leads to significant changes in the
band gap and frontier orbital localizations. We predicted that strains at the core-shell interface are only
affected by addition of the first few shell layers, with subsequent layers producing small changes in the
strain configuration. This strain saturation gives rise to a “thin” shell regime in which both confine-
ment and strain effects contribute to the evolution of the band gap and a “thick” shell regime in which
band-gap variations from bulk values are strongly dependent on confinement effects but approximately
constant with respect to strain.

Charged dopants in semiconductor nanowires with partially periodic boundary conditions
[17]: We developed a one-dimensional, periodic real-space formalism for examining the electronic
structure of charged nano wires from first principles. The formalism removes spurious electrostatic
interactions between charged unit cells by appropriately specifying a boundary condition for the Kohn-
Sham equation. The resultant total energy of the charged system remains finite, and a Madelung-type
correction is unnecessary. We demonstrated our scheme by examining the ionization energy of P-doped
Si < 110 > nanowires. We found that there is an effective repulsion between charged P dopants along
the nanowire owing to the repulsive interaction of the induced surface charge between adjacent periodic
cells. This repulsive interaction decays exponentially with unit cell size instead of a power law behavior
assumed in typical charged calculations.

Planned activities
Our work over the coming year will be centered on the following areas, which by and large will continue
our current research activities. We will focus our efforts on the following areas.

• The electronic and structural properties of nanowires. In particular, we plan to examine the me-

chanical properties of Ge nanowires. The mechanical properties of wires show notable differences
from bulk materials, e.g., nanowires are often more malleable.

• Raman spectra of Si nanocrystals included in silica. We have examined the role of quantum
confinement on Raman lines of isolated Si nanocrystals, but these results appear to be quite
different.

• Graphene dot embedded in hexagonal BN sheets. We are interested in how quantum confinement
modify the “zero gap” of graphene.

• The role of static electric fields on vibrational modes of molecules and clusters, i.e., the Stark shift
in vibrational modes. If we can establish a correspondence between electric fields and vibrational
modes, it made be possible to determine the internal electric field in a photovoltaic material by
measuring the vibrational modes.

• Imaging defects and dopants at the nanoscale. We will build on recent work simulating atomic
force microscopy to learn about the structural and electronic properties of defects at or near the
surface of a crystal.
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Computational approach to complex interfaces and junctions 
 
Principal investigator: Dr. Hai-Ping Cheng 
Department of Physics and the Quantum Theory Project, University of Florida 
Gainesville, FL 32611 
Cheng@qtp.ufl.edu 
 

The scope of this project spans fundamental physical processes at interfaces 
and across nano-molecular-junctions, with emphasis on electronic transport, via large-
scale computation and simulation. Theoretical treatment for electronic degrees of 
freedom is mainly at the level of density functional theory with generalized gradient 
approximations. Various theories, methods and techniques including scattering theory, 
non-equilibrium green functions, the density matrix method, Boltzmann transport theory, 
classical molecular dynamics, and van der Waals corrections etc. are used to calculate 
physical and chemical quantities needed for addressing problems and issues. We focus 
on problems in complex interfaces and junctions, including a) electron transport through 
metal-azobenzene-molecule-metal junctions, where the molecule can transform between 
trans and cis configurations in response to light excitation; b) bonding, atom diffusion, 
and magnetization in systems containing the tris(8-hydroxyquinolino) aluminum (Alq3) 
molecule between two magnetic leads, for its role as an insulator spacer in magnetic 
tunneling junctions; and c) electron dynamics coupled with structural relaxation and 
phonon-electron interaction after photo-excitation in carbon nanotubes and graphene 
that are functionalized by adsorbed organic molecule. One common theme unifying 
these systems is that interfacial structure has critical effects on properties, and our 
investigations based on first-principles can provide not only interpretation but also 
guidance for experiments on these seemingly vastly different systems. Finally, we 
include a major effort to develop a new method and algorithms. Based on scattering 
theory, our method combines a layer approach and a planewave basis in conjunction 
with pseudo-potentials. The method is optimal for studying electron transport across 
molecular- and nano-junctions  
 
Recent Progress 
 
Azobenzene molecular junctions  
 We investigated from first principles the change in transport properties of a two-
dimensional azobenzene monolayer, sandwiched between two Au electrodes, that 
undergoes molecular switching (Fig.1) [1]. We focused on transport differences between 
a chemisorbed and a physisorbed top monolayer-electrode contact. The conductance of 
the monolayer junction with a chemisorbed top contact is higher in the trans 
configuration, in agreement with previous theoretical results for one-dimensional, single 
molecule junctions. However, with a physisorbed top contact, the ”ON” state, with larger 
conductance, is associated with the cis configuration due to a reduced effective 
tunneling pathway, which successfully explains recent experimental measurements on 
azobenzene monolayer junctions. A simple model was developed to explain electron 
transmission across subsystems in the molecular junction, that is, T = Tbc !Tmol

pl !Tmol
p2 !Ttc , 

where Tbc and Ttc are transmission coefficients of the two contacts and the two middle 
factors are effective transmission coefficients of the two molecular segments. We also 
studied effects on the calculated transmission functions of monolayer packing density, 
molecule tilt angle, and contact geometry. In particular, we find that a tip-like contact with 
chemisorption significantly affects the electric current through the cis monolayer, leading 
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to highly asymmetric current-voltage characteristics as well as large negative differential 
resistance behavior. 

 
Adsorption of Alq3 molecules on cobalt surfaces  
 We studied the adsorption of tris(8-
hydroxyquinoline) aluminum (Alq3) molecules on cobalt 
surfaces using density functional theory with the 
generalized gradient approximation [2]. The van der 
Waals interaction between Alq3 molecules and cobalt 
surfaces was included by the dispersion correction. 
Magnetization of Alq3 molecules, adsorption energies, 
and bonding energies were obtained for smooth and 
defective surfaces and for various molecule-surface 
configurations. Electronic structures were analyzed for 
states that are relatively stable. We found that both the 
permanent electric dipole of Alq3 molecules and charge 
redistribution near the interface contribute to the interface 
dipole, and the interface dipole due to charge 
redistribution is important to determine the work function 
of a Co/Alq3 surface. Our calculated energy-level 
alignment at interfaces is consistent with experimental 
observations. 
 
Method and code development 
 After completing an algorithm that combines the 
idea of scattering theory that underlies the layer 
Korringa-Kohn-Rostoker (KKR) electronic structure code 
[3] and pseudopotentials in conjunction with a planewave 
expansion, we started code development for electronic 
transport and complex band calculations. The basic 
equation for each slice is written as,  !out = !

S! in +"o , 
where  !

S is the scattering matrix when the local potential is present alone, and !o is the 
special solution including the non-local potential. Our code interfaces with the Quantum 
Espresso package and will also utilize subroutines from the layer KKR code. Since the 
beginning of the new funding period, 12/1/2011, we have finished coding and testing the 
module of scattering due to the local part of the pseudopotential.  This development is 

Fig. 1: Equilibrium geometries (a-b) 
and zero-bias electron transmission 
functions (c-d) of trans and cis 
monolayer junctions with two types 
of top contact. In panels (c) and (d) 
the y-axis is on a logarithmic scale, 
and the Fermi level is shifted to 0.  
The quantity represents the 
change in the electrode-electrode 
separation for a junction with its 
geometry slightly away from the 
equilibrium structure. 

Fig.2 The x-y-plane-averaged 
charge redistribution (top) when 
facial Alq3 molecules are 
adsorbed on a smooth cobalt 
surface, the resulting electro-
static energy (middle), and the 
electrostatic energy of the facial 
Alq3 molecule layer (bottom). A 
side view of the configuration is 
illustrated by the topmost 
picture. 
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one significant step beyond our effort [4] that generalizes the current implementation of 
planewave-based transport theory in PWCOND. The calculated transmission coefficients 
can be used as inputs in the Boltzmann equations to compute account for resistance of 
grain boundaries for metal junctions. [4] Fig.3 is a simplified flow chart of our new code. 
The blue blocks indicate the finished subroutines, and the orange ones are parts we plan 
to work on in near future.  
 
Plan for Now through 2014 
 
 In the remaining time of this funding period we plan to code calculations involving 
the non-local part of psudopotentials in a sequence of 2D slices in which the potential is 
to be constant. The orange blocks in Fig.3 are subroutines yet to be written. This part is 
very different from the layer KKR approach, because the non-local nature of the potential 
makes slices inseparable. Singular value decomposition is therefore used to reduce the 
computational intensity of the eigenvalue calculations. Our code is designed that when 
the scattering region can be physically divided into regions between which there is no 
overlap of core potentials, layer KKR techniques will be used to connect the regions (or 
slabs, see block 10).  
 We plan to continue investigations of electronic and transport properties of 
azobenezene molecules under various physical conditions and environments. We will 
continue to investigate the role of contact geometry in systems depicted in Fig.1, and the 
difference in transport behavior between 1D and 2D contacts. One other problem 
concerning azobenzene molecules is the electron-hopping rate between two quantum 
dots (Fig.4). In the quantum dot arrays, electron transport is mainly achieved by the 
hopping mechanism, as illustrated in our prior studies using a molecule much simpler 
than azobenzene [5]. In the next two years, we plan to investigate the hopping rate as a 
function of the size of quantum dots.  

Fig. 4 Two 1916-
atom CdSe particles 
connect by an 
azobenzene: left, 
trans; right, cis. 
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  The second molecular system is a complex containing a pyrene, a CH2 chain and 
two NO2 groups that is anchored on semiconducting carbon nano-tubes (CNTs). Upon 
optical excitation, we will investigate phonon-assisted charge transfer from CNTs to the 
two molecular NO2. Using reduced density matrix formulae, we plan to investigate 
electron relaxation dynamics and electron and hole relaxation times. To do so, it is 
necessary to obtain the interface binding between the molecular complex and CNTs for 
which the van der Waals functional is important, and needs to be validated by comparing 
with GGA+empirical vdW and experiments. 

  The third group of molecular systems belongs to the single molecule nano-
magnet family, which consists of a [MnO]n core organic ligands. The spin states of these 
molecules have been studied extensively. Our interest is on the molecular 

magnetocapacitance, a completely new concept we 
introduced recently [6]. We plan to study the charging 
energy of [MnO]n (n=3,12, etc) as functions of spin 
states, from which the magnetocapacitance can be 

defined, i.e. MC = CHS !CLS

CLS

, where HS and LS 

represents high and low spin states, respectively. The 
difference in capacitance between the two state 
results in an “on” and “off” switching in conductance 
when these molecules are used in single-molecule 
junctions. We plan to search for molecules with large 
MC and with a small magnetic field required to 
convert low spin ground state to high spin state. 
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First-Principles Investigation of Complex Materials Properties 
 

Principle investigator: Mei-Yin Chou 

School of Physics, Georgia Institute of Technology 

Atlanta, GA 30332-0430 

meiyin.chou@physics.gatech.edu 

 

 

Project Scope 
 

This project concentrates on studying complex materials properties using first-principles electronic-

structure methods. The computational tools that we will employ include density functional theory (DFT) 

within the local-density or generalized gradient approximation (LDA or GGA), the pseudopotential 

method with a plane-wave basis, quantum Monte Carlo methods for systems with considerable electron 

correlation, density-functional perturbation theory for the vibrational properties, and nonequilibrium 

Green’s function methods for electron transport. Our goal is to unambiguously explain the phenomena 

observed in the experiment and to reliably predict new materials properties. Recently, we have focused 

on low-dimensional electronic systems that exhibit interesting physics not present in typical bulk 

systems. In particular, we have concentrated on studying the interesting properties of graphene and 

semiconductor nanowires. Graphene has been recognized as a unique system containing two-

dimensional fermions with linear dispersions near the Fermi level. The recent success in fabricating 

graphitic samples consisting of only a few layers of carbon sheets has revealed intriguing properties of 

this system. We have initiated a computational effort in the current funding period and have identified 

several important projects to be covered in the next year. 

 

 

Recent Progress 
 

(a) Charge transport through graphene junctions with wetting metal leads 

 

Graphene is believed to be an excellent candidate material for next-generation electronic devices. 

However, one needs to take into account the nontrivial effect of metal contacts in order to precisely 

control the charge injection and extraction processes. We have performed state-of-the-art charge 

transport calculations for graphene junctions with Ti contacts using Green’s functions and density 

functional theory. The potential profile across the junction follows a simple exponential or power-law 

behavior at different sections. The calculated energy-dependent conductance exhibits strong 

fluctuations due to contact scattering. We have reported a quantitative estimate of the reduced 

transparency of these junctions and have analyzed its fluctuations statistically. We have shown that 

these fluctuations cannot be attributed exclusively to Fabry-Perot oscillations, but that they must be due 

to energy- and transverse k-point-specific contact scattering. The statistical distribution of transmission 

eigenvalues matches to numerical precision that of a diffusive wire. We conclude that transport through 

the studied junction is pseudo-diffusive to our statistical accuracy. Accordingly, the shot noise through 

the studied junctions has a Fano factor close to 1/3, in agreement with experiment. The results 

represent a vast improvement over the previous theoretical modeling of transport through graphene 

junctions, indicating the relevance of the electronic structure at the metal/graphene interfaces for 

graphene devices. 
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(b) Fractal Landau-Level Spectra in Twisted Bilayer Graphene 

 

The Hofstadter butterfly spectrum for Landau levels in a two-dimensional periodic lattice is a rare 

example exhibiting fractal properties in a truly quantum system. However, the observation of this 

physical phenomenon in a conventional material will require a magnetic field strength several orders of 

magnitude larger than what can be produced in a modern laboratory. It turns out that, for a specific 

range of rotational angles, twisted bilayer graphene serves as a special system with a fractal energy 

spectrum under laboratory accessible magnetic field strengths. This unique feature arises from an 

intriguing electronic structure induced by the interlayer coupling. Using a recursive tight-binding 

method, we systematically map out the spectra of these Landau levels as a function of the rotational 

angle. Our results give a complete description of LLs in twisted bilayer graphene for both commensurate 

and incommensurate rotational angles and provide quantitative predictions of magnetic field strengths 

for observing the fractal spectra in these graphene systems. 

 

 
Figure 1. Landau-level spectra for twisted bilayer graphene at three commensurate angles representing three 

ranges of the twist angle θ. 

 
 

(c) Enhanced optical conductivity induced by surface states in ABC-stacked few-layer graphene 
 

We have investigated the evolution of the surface states in ABC-stacked few-layer graphene and their 

effects on the optical conductivity. These surface states are localized on one single sublattice in the 

outermost layers, and the amplitudes decay exponentially into the inner layers. The surface bands are 

quite flat around K in the Brillouin zone, and the flat region increases as the layer number increases. The 

formation of these surface states is well elucidated by a tight-binding model. Compared with AB-stacked 

few-layer graphene, the surface states in ABC-stacked few-layer graphene have significant effects on the 

optical absorption spectra. The infrared optical conductivity is calculated within the single-particle 

excitation picture. These surface states introduce pronounced absorption peaks at around 0.3 eV in the 

optical conductivity spectra of ABC-stacked few-layer graphene when the polarization is parallel to the 

sheets, in good agreement with recent experimental measurement. As the layer number increases, the 

absorption amplitudes are greatly enhanced due to the strong localization of the surface states, and the 

absorption peak red-shifts as the layer number increases, providing a feasible way to identify the 

number of layers for ABC-stacked few-layer graphene using optical conductivity measurements. 
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Interestingly, the absorption due to the surface states is sensitive to the polarization direction. The 

enhanced absorption can only be found for the polarization parallel to the graphene sheets. 

 

 

 
 

 

 

Future Plans 
 

Wave-Packet Dynamics in Twisted Bilayer Graphene 

 

It has been shown recently that high-quality epitaxial graphene (EPG) can be grown on the SiC substrate 

that exhibits interesting physical properties. In particular, the multilayer graphene films grown on the C-

face show rotational disorder. It is expected that the twisted layers exhibit unique new physics that is 

distinct from that of either single layer graphene or graphite. In this work, the time-dependent wave-

packet propagation in twisted bilayer graphene (TBG) will be studied based on a tight-binding model 

with parameters derived from density functional theory. Our study is designed to reveal the intriguing 

dynamical behavior of electrons in TBG, which is related to the specific interlayer coupling. By varying 

the twist angle and the initial wave packet, we can effectively control the propagation of electrons in 

TBG. 

 

Magnetism in Graphene Derivatives 

 

Traditional magnetic materials are based on transition metals such as Fe, Co and Ni, where the magnetic 

ordering originates from the partially filled d bands. Metal-free carbon structures exhibiting magnetic 

ordering represent a new class of materials. The central problem is to understand the origin of 

magnetism in a system containing only s- and p-electrons and traditionally thought to show diamagnetic 

behavior only. Lieb’s theorem provides the base for theoretical studies of graphene magnetism, which 

states that for a bipartite system with NA and NB atoms, the number η of midgap states is given by the 

imbalance of A and B atoms in the system, η = |NA − NB|; If these midgap states are half-filled, the total 

spin of the ground state is, according to Hund’s rule, given by S = |NA − NB|/2. Lieb’s theorem was 

proved rigorously within the Hubbard model and has been applied successfully to count the ground-

state magnetic moments of graphene vacancy defects and graphene fragments with a simple edge. It is, 

however, physically unclear why the number of midgap states and the imbalance of atomic A and B sites 

are relevant. In additions, while the ground state magnetic moments of graphene derivatives have 

always been found to agree with Lieb’s theorem, it has also been known to undercount the midgap 

Figure 1. Band dispersions for 

(a) ABC, (b) ABCA, and (c) 

ABCAB few-layer graphene in 

the vicinity of the Fermi level. 

The surface states are the flat 

bands near the Fermi level. The 

valence and conduction bands 

are labeled. The main allowed 

optical transitions between 

different sets of valence and 

conduction bands are indicated 

by arrows. For clarity, transition 

1 between v2 and c1 is not 

marked. 
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states of some fragments with a complex geometry such as the Clar’s goblets. A counting rule based on 

the number of the dangling π-bonds will be developed for determining the midgap states and ground 

state magnetic moments consistently. Examples will be given to demonstrate their presence and the 

physical consequences of their interactions. 
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DYNAMICS OF THE MAGNETIC FLUX IN SUPERCONDUCTORS

Principal Investigator: Dr. Eugene M. Chudnovsky, Distinguished Professor

Department of Physics and Astronomy, Herbert H. Lehman College

The City University of New York

250 Bedford Park Boulevard West, Bronx, NY 10468-1589

Email: Eugene.Chudnovsky@Lehman.CUNY.edu

I. PROJECT SCOPE

Recently pursued research topics include dynamics of the magnetic flux induced by the motion

of dislocations in a type-II superconductor subjected to mechanical stress, instanton-glass model

of a superconductor-insulator transition in disordered thin films, spin-Hall effect in anisotropic

crystals, classical and quantum theory of electromagnetic coupling between superconducting weak

link and a nanomagnet, and a theory of macroscopic quantum tunneling of the magnetic flux in the

intermediate state of a type-I superconductor. Current work and research planned for the nearest

future include extension of the superinsulator model that takes into account quantized vortices,

studies of the magnetization reversal in a nanomagnet inside a Josephson junction, rotational dy-

namics of a two-state system and generic decoherence of a flux qubit due to conservation laws,

computation of the tunneling rate for a superconductor - normal metal interface in type-I super-

conductors, computation of the lifetime of skyrmions in cuprates and other layered materials, and

exploration of a skyrmion-molecule model of electron pairing in high-temperature superconductors.

The DOE sponsored research is integrated with education through involvement of graduate and

undergraduate students.

II. RECENT PROGRESS

Superinsulator as an Instanton Glass

We have studied correlations of the order parameter in a two-dimensional array of strongly coupled

superconducting grains in the presence of weak Gaussian noise [1]. The prevailing view has been

that the ground state of a granular superconductor depends on the ratio of the Josephson coupling

energy and the charging energy. If this ratio is large, the Cooper pairs move freely between the

grains and the system is a superconductor. If the ratio is small, then moving an excess charge into

the grain costs too much energy and the Cooper pairs are localized. We have shown that the phase

correlations decay exponentially, in both space and imaginary time, regardless of the above ratio

and of the amplitude of the noise, pointing towards the insulating state at temperatures below the

finite localization energy. This effect is pertinent to 2+1 dimensions and does not appear in a 3d

superconductor.

Dependence of the Spin Hall Effect on Crystal Symmetry

This study has been a continuation of the earlier work of the PI on spin Hall effect. Most of

the existing theoretical models use Boltzmann-type kinetic equation to describe spin and charge

transport under certain assumptions about spin-orbit interaction, nature of scatterers, band struc-

ture, and boundary effects. The PI suggested a simple theory based upon Aharonov-Casher effect.
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Parameter-free expression for the spin Hall conductivity was obtained for cubic crystals that agreed

with experiments. A number of experiments on spin Hall effect were performed in noncubic crys-

tals. In a follow-up paper [2] we derived the fictitious spin-dependent magnetic field for anisotropic

crystals. It produces the same effect on the orbital motion of electrons as the real magnetic field

does in the conventional Hall effect, but with the Hall currents having opposite directions for

electrons with opposite spin polarizations. This effect has been computed explicitly for crystals of

tetragonal symmetry and experiment has been suggested that can test our predictions.

Interaction of a Weak Superconducting Link with a Nanomagnet

In Ref. [3] we studied interaction between a nanomagnet and a superconducting weak link. The

magnetic field of the nanomagnet alters the Josephson current flowing through the link, while

the magnetic flux generated by the Josephson junction acts on the magnetic moment of the

nanomagnet. We derived and solved numerically the dynamical equations describing a coupled

nanomagnet - weak link system in classical and quantum limits. Three problems have been inves-

tigated: Shapiro-type steps generated by the magnet in the I-V curve of the link, the reversal of

the magnetic moment by a time-dependent bias voltage in the link, and Rabi oscillations of the

quantum spin induced by a constant bias voltage. A remarkable observation is that despite the

weakness of the field generated by the tunneling current of the link, for a certain time dependence

of the bias voltage it can effectively pump spin excitations into the magnet, leading to the reversal

of its magnetic moment. Study of the quantum problem has demonstrated that a spin qubit can

be successfully manipulated by the voltage on the Josephson junction.

Quantum Tunneling of Interfaces in Type-I Superconductors

Quantum tunneling of flux lines in type-II superconductors has been subject of intensive research

in the past. In Ref. 4 we demonstrated that similar effects exist in type-I superconductors. The

model of dissipative macroscopic quantum tunneling of normal-superconducting interface in type-I

superconductor was developed and the temperature of the crossover from thermal activation to

quantum tunneling was estimated. The PI has initiated experimental work that confirmed the-

oretical predictions through measurements of non-thermal low-temperature magnetic relaxation

of lead samples. In a follow up work [5] mathematical model has been developed, that describes

current-driven quantum depinning of the interface from a grain boundary or from artificially

manufactured pinning layer. Crossover between thermal activation and quantum tunneling has

been studied and the crossover temperature has been computed. Our results, together with recent

observation of non-thermal low-temperature magnetic relaxation in lead, suggest possibility of a

controlled measurement of quantum depinning of the interface in a type-I superconductor.

Conservation of Angular Momentum and Decoherence of a Flux Qubit

Rotational dynamics of a two-state system has been studied in application to decoherence of a

superconducting flux qubit [6, 7]. Entanglement of quantum states of the qubit with quantum

states of a macroscopic body, dictated by the conservation of angular momentum, has been in-

vestigated within an exactly solvable rigid-body model and for the elastic model that takes into

account internal elastic torques. We show that while the quantum state of a flux qubit is, in

general, a mixture of a large number of rotational states, slow decoherence is permitted if the sys-

tem is sufficiently large. Practical implications of this research include dependence of decoherence
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FIG. 1. Left: Skyrmion collapse in an antiferromagnet for different initial skyrmion sizes. The collapse time

scales as tc ∝ λ2.150 . Right: Skyrmion collapse in a ferromagnet. The collapse time scales as tc ∝ λ50.

on rotational states of nanomechanical devices incorporating SQUIDs, decoherence from strain

relaxation in solids, enhanced decoherence due to superradiant emission of acoustic waves by an

assembly of flux qubits, and others.

Lifetime of Skyrmions in Cuprates and Other Layered Materials

Many undoped parent compounds of high-temperature superconductors, such as cuprates and

pnictides, have weakly coupled antiferromagnetic layers that possess topological spin excitations

such as skyrmions. We have studied collapse of a skyrmion due to the discreteness of a crystal

lattice analytically and by numerical solution of equations of motion for up to 2000×2000 classical

spins on a square lattice coupled via Heisenberg exchange interaction J . Excellent agreement

between analytical and numerical results has been achieved. The lifetime of the skyrmion scales

with its initial size, λ0, as (λ0/a)5 in ferromagnets and as (λ0/a)2.15 in antiferromagnets, with

a being the lattice parameter, see Fig. 1. This makes antiferromagnetic skyrmions significantly

shorter lived than ferromagnetic skyrmions.

III. FUTURE PLANS

Instanton Glass in the Magnetic Field

So far we have studied the superinsulator state of a disordered film in the absence of the external

magnetic field. The magnetic field is known to suppress Josephson tunneling. A more subtle

effect of the field consists of the introduction of vortices into the film. It is easy to modify our

instanton equations to include N quantized vortices. Computation of the path integral for the

correlation function of the superconducting order parameter with account of vortices will be one

of the directions of our research. We are currently performing large scale computer simulations of

the random phase model in 2+1 dimensions. It resembles the random-anisotropy XY model that

has been studied in the past by renormalization group methods, with conflicting results obtained

by various groups. The increased computer capabilities now permit numerical studies of the weak

disorder regime, which has not been done before. Preliminary results show important contribution

of the topological defects to the correlation functions.
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Josephson Junction with a Nanomagnet

In a follow up on our study of the manipulation of a nanomagnet by voltage across the Josephson

junction, we are investigating the optimal regime for the reversal of the magnetic moment by a

time-dependent voltage. This problem is being addressed by us with the use of both, numerical

and analytical methods. We have already demonstrated that the analytical problem reduces to a

variance of the Landau-Zener problem and are now working on the exact analytical solution for the

magnetization reversal in the absence of damping. The problem with damping will be addressed

numerically. Preliminary results show that moderate damping does not prevent the magnetic

moment from the full reversal. The goal is to obtain the phase diagram that would show the areas

of the reversal plotted as function of the rate at which the voltage is changing, the amplitude of

the RF field at the location of the nanomagnet, and the damping parameter.

Electron-Skyrmion States in Parent Compounds of Layered Superconductors

The existence of competing magnetic and superconducting phases in layered high-temperature

superconductors has made many people to speculate about the role of spin fluctuations in pairing

electrons. Skyrmions have been studied in this context by a number of researchers. We have

recently contributed to these studies by computing the lifetime of skyrmions in 2d ferro- and

antiferromagnetic lattices. Very short lifetimes of antiferromagnetic skyrmions have been ob-

tained in the absence of interactions other than the exchange interaction between nearest-neighbor

spins in the lattice. The next step is to see whether doping can form stable electron-skyrmion

(hole-skyrmion) structures that may be relevant to the pseudogap and superconducting phases.

Modification of the skyrmion texture by the electron spin and by the interlayer coupling will be

studied. We also plan to investigate the renormalization of the coupling between skyrmion pairs

due to RKKY interaction in the background of charge carriers.
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Project Scope

This project focuses on understanding the properties of correlated electrons in two dimensional
(2D) frustrated systems. We propose a bottom-up approach to the theory of superconductivity (SC)
in organic charge-transfer solids (CTS) and related materials. We note that the antiferromagnetic-
to-superconductor transition found within resonating valence-bond (RVB) theories of the 1

2
-filled

band Hubbard model on a triangular lattice is an artifact of approximations [2]. Since transitions to
SC in the CTS occur from antiferromagnets as well as from correlated charge-ordered semiconduc-
tors, these different types of semiconductors must be linked. We discuss a pressure-induced lattice
frustration-driven transition from antiferromagnetism (AFM) to a paired-electron crystal (PEC),
within the dimerized 1

4
-filled band with strongly interacting electrons [6,9]. We propose that fur-

ther frustration drives a PEC-to-SC transition. The electron-pairs within our model are the mobile
pseudo-molecules in Schafroth’s theory of SC. We further propose that this theory can be applied
to the layered cobaltates, spinels, as well as the hydrocarbon superconductors K3phenanthrene,
K3picene, and K3dibenzopentacene, which we argue have effectively 1

4
-filled bands.

Recent Progress

Absence of superconductivity in the frustrated 1

2
-filled band Hubbard model [2]

Many authors have proposed RVB and spin-fluctuation mediated theories of pairing within
the ρ = 1 triangular lattice Hubbard model (ρ is the carrier density per site). In particular,
because of their dimerized structure with one electron or hole per dimer, the ρ = 1 anisotropic
model has long been proposed to describe the electronic properties of the κ-(BEDT-TTF)2X family
of superconductors. We have calculated superconducting correlations for large triangular lattices
using the Path Integral Renormalization Group (PIRG) technique [2]. The large lattice calculations
demonstrate unambiguously that (i) superconducting pair-pair correlations decrease monotonically
with increasing Hubbard repulsion U for inter-pair distances greater than nearest neighbor, and (ii)
the distance dependence of the correlations is the same as that within the noninteracting electrons
model. We conclude that SC is not obtained within the ρ = 1 frustrated Hubbard model, and this
model cannot describe SC in the CTS superconductors.

Layered cobaltates [3,5,7]

The organic CTS superconductors have often been compared to the cuprates because of their
two dimensionality and the existence of AFM adjacent to SC. We have recently pointed out that in
fact the organics are even more similar to another class of strongly-correlated superconductor, the
layered cobaltates. Both the organics and the cobaltates are 2D and have frustrated lattices. We
have recently shown that the same mechanism can explain the systematic variation of electronic
properties with carrier density in both the cobaltates and quasi-one dimensional CTS [7].

1
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Figure 1: Left: phase diagram of the 1

2
-filled Hubbard model on the anisotropic triangular lattice. Right: (a)

Long-range dx2
−y2 pair-pair correlation at zero temperature as a function of Hubbard U for t′/t = 0.5 (b)

∆P , the enhancement of the pairing over the noninteracting model, as a function of distance for U/t = 4.5.
In (a) and (b), circles, squares, and diamonds are for 4×4, 6×6, and 8×8 lattices, respectively. In all cases
we find that P (r) decreases monotonically with increasing U .

The unusual doping dependence of the electronic properties of the layered cobaltates NaxCoO2,
LixCoO2, and the “misfit” [Bi2A2O4][CoO2]m, has attracted wide attention and was considered a
theoretical challenge. These materials have a susceptibility that is characterized as Pauli paramag-
netic for small x but Curie-Weiss for large x. We have given a natural explanation of this carrier
concentration dependence within an extended Hubbard Hamiltonian with significant V/U (V is
the nearest-neighbor Coulomb interaction). As a measure of correlations, we calculate the normal-
ized probability of double occupancy, g(ρ) in the ground state, g(ρ) = 〈ni,↑ni,↓〉/〈ni,↑〉〈ni,↓〉. The
holes are assumed to occupy nondegenerate a1g orbitals on the Co-ions, based on photoemission
spectroscopy. Smaller (larger) g corresponds to stronger (weaker) e-e correlations and enhanced
(unenhanced) magnetic susceptibility. We performed exact calculations for six different finite clus-
ters with realistic U/t = 10 and 0 ≤ V/t ≤ 3. In all cases g is nearly x-dependent for V/t = 0;
for V/t 6= 0 the ρ-dependence is exactly as expected from experiments. The calculated crossover
between small g (strong correlations) and large g (weak correlations) is near ρ ≈ 0.30 − 0.35 and
not 0.5, which is precisely the density range where recent experiments find a crossover in magnetic
properties.

NaxCoO2 is superconducting when hydrated, NaxCoO2 · yH2O, for x ∼ 0.35. The original
assumption that the Na-concentration determines the hole density also in the hydrated material
has been found to be not true; some water molecules enter as H3O

+, and the actual ρ in the
superconductor is much smaller than the 0.65 that would be guessed from the Na-concentration.
There have been several reports that SC occurs over a very narrow range of hole density, and that
maximum Tc occurs at or very close to Co-ion valency 3.5+, corresponding to ρ = 0.5, the density
where SC is found in the organic CTS.

Future Plans

Search for the paired-electron liquid

We have shown that in the 2D correlated band with ρ = 0.5, a correlated insulating state,
the Paired Electron Crystal (PEC) can occur [4,6,9]. The PEC gains stability in the presence of
electron-electron interactions and lattice frustration, and can be viewed as the ρ = 0.5 equivalent

2
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Figure 2: Bonding (black) and antibond-
ing (red) molecular orbitals of the neutral
molecules, and electron occupancies of the
trinegative molecular ions, within near-
est neighbor tight-binding theory. Ener-
gies are in units of the hopping integral
|t|. The LUMO and LUMO+1 orbitals
are unusually close in phenanthrene and
picene, compared to anthracene and pen-
tacene. In coronene (not shown) the LU-
MOs are doubly degenerate.

of the ρ = 1 valence bond solid (VBS). In the PEC, pairs of electrons are separated by “vacant”
sites, so the PEC state necessarily contains coexisting charge, bond, and spin order. We further
propose that localized PEC pairs can gain mobility, resulting in a “paired electron liquid” which is
a realization of Schafroth’s theory of SC, which described a condensate of real-space pairs [3,6].

Except for our emphasis on ρ = 1

2
, our proposed model has strong parallels with other proposals

for theories of correlated-electron SC. Within most, if not all, these theories, the evolution to the
superconducting state occurs via a spin-singlet insulator at the boundary of a metal-insulator
transition. This is for example true for all RVB theories of SC, irrespective of whether the singlet
state appears as a function of doping of the ρ = 1 square lattice, or due to increased bandwidth
and frustration within the ρ = 1 triangular lattice. The key differences between our theory and
many of the existing proposals are that, (a) the occurrence of the spin-singlet insulating PEC state
in our case is not a conjecture, it has been already proved [6,9]; (b) these singlets have the same
character as that of the charged Bosons within Schafroth’s theory of SC; and (c) there appear to
be several classes of materials in which SC appears to occur at strictly ρ = 1

2
, without doping

[3]. At the very least, our proposed research in this subsection will give a definitive answer to the
question whether or not the similarities between the different classes of materials we have indicated
are merely coincidental or whether they are connected by a deep fundamental relationship.

Metal-intercalated hydrocarbon superconductors

A3phenanthrene, A3picene, A3coronene, and A3dibenzopentacene (A = K, Rb) are attracting
attention as unconventional superconductors. In addition to the high Tc in A3dibenzopentacene
(33 K), these systems exhibit other perplexing features: (i) while the doping concentration can vary
over a wide range, SC is limited to anionic compounds with charge -3 on the hydrocarbons, and (ii)
SC is absent in the charged acenes (anthracene and pentacene), which are obtained through “linear”
fusions of the benzene rings. Axpentacene is metallic but not superconducting. It is very likely
that the limitation of SC to a specific stoichiometry (reminiscent of superconducting A3C60) and a
specific molecular structure are both hints to a correct theoretical mechanism of the phenomenon.

Although electron-molecular vibration (e-mv) couplings in the doped acenes and phenacenes are
strong, multiple observations suggest that the mechanism of SC is primarily electronic, with e-mv
interactions playing however a significant role, as in the CTS. Early calculations giving strong e-mv

3
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coupling suggested that monoanions should be superconducting. The calculated couplings decrease
with increasing size of the hydrocarbon molecule, predicting a higher Tc in A3phenanthrene than
in A3picene, contradicting experiments. Secondly, pressure increases Tc in both A3phenanthrene
and A3picene. This is opposite to what is seen in BCS superconductors where pressure decreases
Tc due to decreasing density of states. Finally, any electron-phonon mediated mechanism will
fail to explain the absence of SC in acenes. Our goal is to derive a microscopic molecular site-
based description of the A3phenazine and A3coronene focusing on the charged anions only. We
believe that with exactly 3 extra electrons per phenacene (but not acene) molecule, the solid can
be described as a doubly-degenerate ρ = 1

2
system. If true, this will indicate a common theme

between intercalated hydrocarbons and CTS.
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Project Scope

Recent experiments highlight new kinds of superconductors, magnets, metals and insulators,

in which the spin and orbital physics, coupled relativistically and through structural chemistry and

geometry, provide a new setting for novel electronic behavior. This proposal describes research on

the role of coupled orbital, spin and geometrically frustrated degrees as drivers of new kinds of

correlated electron behavior. The science behind these phenomena has an important role to play

in establishing new concepts to underpin design and discovery of materials to transform our future.

The education of the postdoctoral and graduate students carried out as part of this research plays

an important part in helping to raise a new generation of leaders in research and development.

A. Topological Kondo Insulators

We are investigating, in collaboration with experimental and computational physicists, the

proposal that strongly spin-orbit coupled 4f states drive topological behavior in the family of Kondo

insulators. These insulating heavy electron materials have recently attracted renewed interest both

through their possible application as efficient thermo-electric materials and the proposal, that a

subset of these materials may exhibit topological insulating behavior[1]. While the high resistivity

of Kondo insulators and the simplicity of their cubic structure[2] would make them competitive

new entries into the family of topological insulators, the strong correlation of the f-bands makes

these systems currently inaccessible to conventional band-structure calculations.

The ongoing research is developing a tight-binding theory of cubic Kondo insulators, built

around an analytical model, to be later extended with band-theory input. This model will be

used to identify strong candidate topological Kondo insulators and to study the tunneling into the

hybridized surface Dirac cones of a topological heavy electron insulator. Our future work will

• Develop a scheme for selectively introducing a large spin-orbit coupling into the f-bands within

band theory, while preserving a realistic description of the conduction sea. We will use the

code “Wannier-90” to extract a tight-binding and a corresponding plane-wave decomposition

of the spd bands in real Kondo insulators. We shall use this technique to provide a tentative

prediction of which of the known Kondo insulators are topological.
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• Develop a theory of scanning tunneling microscopy into the two-band surface states of a

Kondo insulator. This will involve taking into account the direct tunneling into the conduc-

tion band and the co-tunneling into the f-band that produces STM Fano resonances.

• Calculate the bound-state spectrum and conductance of a dislocation line within a topolog-

ical Kondo insulator, with the view to future experimental studies of the conductivity in

dislocation-damaged Kondo insulators.

B. A tetrahedral approach to the Iron-based Superconductors

The discovery of iron-based superconductors in 2008 has attracted immense interest, adding

a new family of high temperature d-electron superconductors to complement the cuprate family of

superconductors[3]. Experimental studies suggest a range of electron correlation effects and a strong

correlation between the superconducting transition temperature and the tetrahedral symmetry of

the Fe-As unitse[4, 5]. In recent work with postdoc Tzen Ong[6], we have examined the physics of an

individual iron-based tetrahedron , showing that the interplay of Hunds coupling with the spin and

orbital fluctuations that develop near perfect tetragonality drive novel non-Fermi liquid impurity

physics. We found that Hund’s coupling selectively suppresses the spin Kondo temperature, while

leaving the orbital Kondo temperature unaffected. The high temperature quenching of the orbital

fluctuations leads to a “shapeless” magnetic moment in which magnetic scattering takes place in

the e2g channels, while preserving the orbital index, giving rise to an overscreened spin Kondo

model, with critical pair fluctuations[7] that may pay a role in the iron-based superconductivity.

The ongoing research will:

• carry out a Wilson renormalization group calculation on the tetrahedral mixed valence model

proposed by Ong and Coleman[6], aiming to verify the predicted Hund’s driven separation of

orbital and spin Kondo scales, examining the dynamical spin susceptibility to compare with

future neutron scattering and dilution experiments.

• Develop and study a series of BCS models in which local anisotropic pairing interaction is

aligned with the staggered iron tetrahedron structure. Initial work suggests that a model with

staggered dxy pairing, aligned with the iron tetrahedra gives a fully gapped Fermi surface.

• Develop a model of composite pairing within the staggered iron-tetrahedra. This work will

build on our previous experience with models of composite pairing for heavy electron systems.

Composite pairs formed between dx2−y2 and dz2 orbitals (in the staggered As basis) have the

potential to drive staggered dxy and hence s+/− pairing.

• Develop a a model for the pair breaking generated by scattering off Co subsituted iron

tetrahedra, both within a conventional s+/− BCS model, and within a model of composite

pairing, with the view to comparison with recent Co-substitution STM experiments.

84



3

FIG. 1: Interpenetrating triangular and honeycomb lattices. Bonds in the triangular or honeycomb lattices

are antiferromagnetic (afm) with strength J1. Bonds between the two lattices have afm strength J2.

C. Frustrated Magnetism and the emergent Clock Model.

Motivated by a renewed interest in the emergent discrete physics of frustrated Heisenberg

antiferromagnets[8, 9], we are currently studying a family of Heisenberg models with that develop

an emergent n-fold order parameter described by the n-state Clock-model. Simple arguments sug-

gesting the possibility of an emergent Berezinskii-Kosterlitz-Thouless transition, will be evalauated

and explored in detail[10]. 20 years ago, Chandra, Coleman and Larkin discovered a way in which

frustrated magnets can defeat the Mermin Wagner theorem through the development of nematic

Ising order[11], driven by order-from-disorder[12]. In the J1-J2 classical Heisenberg model, the

individual spins have a finite correlation, but the nematic order parameter

~S1(i) · ~S2(i) = ±S2

behaves as an emergent Ising variable that develops Ising order at a finite temperature due to the

effects of order-from-disorder. The fascinating lesson from this result, is that composite combi-

nations of spin, such as this Ising order parameter, can develop infinite range interactions, even

though the underlying spin physics involves a finite correlation length. This raises the possibil-

ity that order from disorder induce more complex forms of discrete order in the two-dimensional

Heisenberg model? For example, can we find discrete Z3 or Zn emergent clock models in appropri-

ately frustrated Heisenberg models. Jose et al have shown that for the n-state clock models with

n ≥ 5, a Berezinskii Kosterlitz Thouless phase develops in these systems at finite temperatures.

Motivated by the spinel magnets, the ongoing research is carrying out a study of the inter-

penetrating honeycomb-triangular lattice shown in Fig. (1). When the two lattices are coupled

via a weak J2, frustration causes them to decouple in the ideal classical ground-states, however,

once the effect of temperature on fluctuations isincluded, order-from-disorder will find entropic and
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energetic advantage by aligning the honeycomb antiferromagnetic order to become coplanar with

the triangular lattice spin order. This gives rise to an emergent clock model variable, in which

~S7(i).~S△(i) = S2 cos

[

2π

6
r

]

, (r = 1, 6)

where S7 and S△ denote neighboring spins on the two lattices within a single unit cell. Whereas

emergent Ising order develops via a single Ising phase transition, classical six-state order is expected

to develop via two separate Berezinski-Kosterlitz-Thouless transition. We have recently computed

the renormalization flows of J1-J2 hexagonal-triangular model, tentatively confirming the presence

of a finite temperature BKT transition. Ongoing work will

• Carry out Monte Carlo studies of this model to confirm the proposed phase diagram. By

measuring spin current fluctuations, we will follow the Heisenberg and spin wave stiffnesses

as a function of distance scale.

• Working with colleague Sang Cheong, attempt to identify quasi-two dimensional candidate

spinel structures that may exhibit some of the above clock-model physics over intermediate

temperature ranges.
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PROJECT SCOPE 

 

The research in this program focuses on the theoretical study of the emergence of complex 

collective electronic states in several families of materials. The possible competition, or 

cooperation, of these complex states in special regimes of temperatures, carrier densities, and 

external fields is studied by our team. The specific materials that are investigated include colossal 

magnetoresistance manganites, iron- and copper-based high temperature superconductors,  

cobaltites, molecule-based magnets, multiferroics, and also a variety of artificially-created 

superlattices and interfaces involving oxide perovskites. These compounds are characterized by 

having several simultaneously active spin, charge, and orbital degrees of freedom, forming states 

where the many competing tendencies are delicately balanced. At present, our work deals with 

three specific objectives: (1) the study of new collective states that may appear in artificial 

heterostructures, with associated exotic transport properties; (2) the study of competing 

interactions in frustrated magnets and associated multiferroic tendencies; (3) the study of the iron-

based superconductors in the intermediate Hubbard repulsion regime and also via spin fermion 

models, and the search for novel states with spin/orbital order. Our team takes advantage of the 

ORNL research environment via several collaborations with other local experimental and 

theoretical teams, and with researchers at the ORNL neutron and computational user facilities. 

 

RECENT PROGRESS 

 
(1) Iron-based High Temperature Superconductors. 

The superconducting pnictides and chalcogenides are of 

considerable importance because they may offer clues 

on the pairing process of high-Tc superconductors in 

general. Our team has recently used the Hartree-Fock 

(HF) technique and the Lanczos method on small 

clusters to study the two-dimensional multiorbital 

Hubbard model for electrons hopping between iron 

atoms. The hopping terms are from band-structure 

calculations or from fits of angle-resolved 

photoemission (ARPES) experiments. The HF method 

showed the presence of a metallic magnetic state with 

(π,0) wavevector in an intermediate range of Hubbard U and Hund JH couplings, compatible with 

several experiments [1.1].  

 

Recent developments in this field include the discovery of an exotic insulator in K0.8Fe1.6Se2 with 

√5x√5 Fe vacancies, as shown in Fig. 1(a). Neutron-scattering measurements suggest an 

associated magnetic state as shown in Fig. 1(a) as well. We have used the HF procedure to 

Fig. 1: (a) K0.8Fe1.6Se2 magnetic state found in 

HF studies. (b,c) are close competitors [1.2]. 
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analyze the Hubbard model with √5x√5 Fe vacancies [1.2]. At intermediate values of U and 

JH/U~0.25, the state in Fig. 1(a) indeed becomes stable, as in neutron results. Moreover, the states 

in Figs. 1(b) and (c) have competing energies. The regime of couplings is similar to the one 

identified by comparing theory with neutron, transport, and ARPES results for the pnictides [1.3]. 

 

Another of our recent studies focused on the exact solution of the electron-doped two-orbital xz-

yz Hubbard model on a small cluster, adding extra Heisenberg terms to enhance the (,0) spin-

order strength, thus inducing pairing even in small systems [1.4]. The main result was that an A1g 

state (s-wave) is the most favored pairing channel in a robust range of U and JH.  Competitors 

with B1g and B2g symmetries are stabilized by modifications in the electronic bandwidths [1.4].   

 

More recently, a review for Nat. Physics has been written where evidence is provided that Fermi 

surface nesting is not applicable in many of the iron-based superconducting materials [1.5]. 

 

(2) Magnetic Structures and Spin Dynamics of Multiferroic Materials. Oxides displaying 

non-collinear spin states are of much importance because they provide an opportunity to study the 

interplay between magnetism and ferroelectricity. Our recent work on CuFeO2 showed that the 

AFM coupling between nearest-neighbor S=5/2 iron ions within each hexagonal plane produces 

geometric frustration and a rich phase diagram.  With increasing magnetic fields, several 

additional transitions occur before magnetic saturation [2.1]. 

 

Collaborating with neutron-scattering experts from 

ORNL, our team recently studied several multiferroic 

materials. In particular, whereas the elastic spectrum 

of doped CuFeO2 contains only two peaks, the inelastic 

spectrum [Figs. 2(a,b)] contains a wealth of 

information that provides a “dynamical fingerprint” of 

the multiferroic ground state. The inelastic spectrum of 

3.5% Ga-doped CuFeO2 exhibits both primary and 

secondary Goldstone modes, the latter produced by 

lattice distortions [2.2].  Comparing the predicted [Fig. 

2(c)] [2.3] and measured inelastic spectrum, we have 

shown that the spin spiral state is characterized by 

alternating small and large turn angles [2.4].  

 

Complementary work on molecule-based magnets affords the opportunity to 

study competing interactions that can be readily tuned by magnetic fields, pressure, or the choice 

of organic cation. One of the most interesting molecule-based magnets, diruthenium 

tetracarboxylate (Cr(Ru2)3 for short) contains two interpenetrating cubic sublattices that are 

weakly AFM-coupled.  While materials that develop three-dimensional (3D) magnetic order due 

to the weak coupling between one-dimensional or two-dimensional sublattices are fairly common, 

Cr(Ru2)3 is the only known material where each of the weakly-interacting sublattices is already 

3D ordered. Because the AFM exchange between neighboring Cr and Ru2 complexes within each 

sublattice is much stronger than the weak AFM dipolar coupling between sublattices, each 

sublattice behaves as a giant rigid moment. Predictions for this metamagnetic transition based on 

a model containing Zeeman and Heisenberg interactions [2.5] are in agreement with experiments. 

 

(3) Electronic Properties of Strongly Correlated Heterostructures. Perovskite manganites 

La1−xSrxMnO3 (LSMO) are of great importance because of their FM metallic behavior, relatively 

high Curie temperatures TC, and large magnetic polarizations. Controlling the magnetic 

interaction at interfaces involving manganites could produce a technological breakthrough for 

Fig. 3:   (a, b) 

measured and (c) 

predicted inelastic 

scattering spectrum 

for 3.5% Ga-doped 

CuFeO2 [2.3]. 
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Fig. 3: Magnetic interaction between neighboring Cu 

and Mn layers. (a) Realistic model including two Cu eg 

orbitals, (b) simplified model focusing only on the x2-y2 

orbital. Magnetic states of manganite-cuprate-

manganite trilayers: (c) Antiparallel spin configuration 

and (d) parallel configuration without an applied 

magnetic field H. (e) Parallel spin configuration with H.   

electronic devices that use the tunneling magnetoresistance or exchange-bias effect. Thus, a 

Goodenough-Kanamori-type description of the interfacial magnetic interactions is desired. In 

recent efforts, these rules were developed for interfaces involving a manganite [3.1].  Considering 

the interaction derived from the 3z2−r2 orbitals, which have the largest hybridization across the 

interface, the sign of the interaction is fixed by the molecular orbitals formed at the interface.  

 
The scheme developed in [3.1] became the basis 

for recent interpretations of many experimental 

results [3.2; 3.3]. Interfacial magnetism explains 

several anomalous features of manganite-

cuprate-manganite trilayer systems. For 

example, the SC critical temperature Tc of 

YBa2Cu3O7 (YBCO) is more strongly 

suppressed when combined in superlattices with 

FM La1-xCaxMnO3 (LCMO) than with a 

nonmagnetic cuprate. Further, a robust inverse 

spin-switch effect (ISSE) was reported in 

LCMO/YBCO/LCMO trilayers. In contrast to the 

conventional exclusion between SC and 

magnetism, SC is favored by the parallel 

alignment of the LCMO FM moments layers in a 

magnetic field. Our research showed that the key 

ingredient for understanding this anomalous 

behavior is the interfacial AFM coupling [3.4]. This coupling induces a negative spin polarization 

inside the YBCO region and influences SC more strongly than merely injecting spin-polarized 

quasiparticles without the coupling [Fig. 3].  

 

In addition, models were used to study oxide heterostructures with ferroelectric (FE) components 

[3.5]. A generic DE system (LSMO) was employed as the conducting channel attached to a FE 

gate. Charge accumulation/depletion near the interface, achieved by switching the FE polarization 

orientation, drives interfacial metal-insulator transitions that induce robust magnetoelectric 

responses, as in previous density-functional theory calculations.  

 

FUTURE PLANS 

 

(1) The spin fermion model recently proposed for the iron superconductors will be studied using 

computational techniques similar to those widely applied before to study the manganites. In 

particular, we are searching for orbitally ordered states and also we are studying transport 

properties to compare against experiments that suggested the presence of nematic states. A review 

is also in preparation (by invitation for Rev. Mod. Phys.) about the iron selenides with alkaline 

layers separating the Fe2Se2 layers. It will be argued that these materials are in a regime where the 

Fermi surface nesting mechanisms to generate magnetism does not apply. Mott insulators could 

be the parent states of the superconductivity found in these compounds. 

 

(2) The study of frustrated magnets continues in our team. Quantum fluctuations will be 

incorporated in the analysis of several multiferroics, and lattice distortions will also be included 

to address secondary Goldstone modes. Phase diagrams varying magnetic fields are also being 

studied for a variety of materials, including CuFeO2. Very rich phase diagrams have been 

obtained for these compounds, with a variety of collinear and noncollinear phases being 

predicted. Also, competing energies in molecule-based magnets are being analyzed. This includes 
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collaborations with neutron scattering experts at ORNL to test the predicted ground states of 

some of these materials. 

 

(3) In the area of oxide interfaces, our current research is about the influence of strain in thin 

films of cobaltites, to be studied with dynamical mean field theory and DFT methods. Using 

models Hamiltonians, we are also studying the interface of manganites with several oxides, such 

as nickelates and cuprates. Transport properties are also being analyzed in this context. Interfaces 

grown along the [111] direction are being pursued as realizations of the Quantum Hall Effect. 

Also non-equilibrium phenomena in the Hubbard model context is being studied with time-

dependent DMRG methods, in collaboration with theorists at the nanocenter of ORNL. 
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First-Principles Calculation of Vibrational Mode Lifetimes in Complex 
Materials 

 

Principle Investigator: Dr. Murray S. Daw 
Dept of Physics & Astronomy, Clemson University, Clemson, SC 29634 
email: daw@clemson.edu 

 

Project Scope 

We will implement a new method for calculating vibrational mode lifetimes in complex 
materials based on first-principles electronic structure calculations, and to apply the 
method to several complex materials. The approach is to implement a recently devel-
oped scheme for calculating mode lifetimes. The new approach is based on techniques 
in non-equilibrium thermodynamics, using principally the Liouvillian operator to obtain 
dynamics, and is combined with the recursion method to study the properties of the re-
solvent. The result is an expression for the lifetime of a normal mode that is based on 
Monte Carlo evaluation of operators related to the mode occupation. This technique 
should represent a substantial improvement over existing techniques.  

 

Planned Activities: 2012-2013 

Our activities for the first year will include: 

(1.) Study dissipation in simple, low-dimensional models that exhibit chaotic behavior in 
some regimes. This combined numerical and analytical study will help to test the new 
approach in simple but non-trivial systems. 

(2.) Study mode lifetimes in simple extended systems with rattlers. This extends the 
work that was done previously using a simple non-linear vibrating lattice model.  

(3.) Implement the new method in LAMMPS, to allow the calculations to be done with 
empirical potentials already implemented there. 

 

Publications 

(This is a new award, so there have been as yet no publications under this grant.) 
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energy and spin transport and dynamics in nanoscale systems 
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Project scope 

 

The goals and objectives of this research program are the study of non-equilibrium 

phenomena associated with charge, energy and spin transport in nanoscale systems and 

atomic gases. A large part of this program aims at developing time-dependent density 

functional methods that are particularly suited for the above studies. In particular, we 

have extended time-dependent (current) DFT to open quantum systems, a theory we have 

named Stochastic TDCDFT, and applied it to simulate electrical and thermal transport. 

We are now in the process of developing a new DFT formulation that explicitly handles 

thermal currents. Part of this work is done in collaboration with Prof. Giovanni Vignale at 

the University of Missouri, Columbia. For instance, we have worked together on the 

calculation of the viscosity in nanostructures due to the geometrical constriction 

experienced by electrons scattering across it. This is an exciting new area of research that 

is leading to a better understanding of the transport properties of nanoscale systems, and 

has inspired us to include energy currents in the basic formulation of time-dependent 

DFT.  

 

Recent progress 
 

1. Viscous corrections to electrical currents 

 

It is well known that the viscosity of a homogeneous electron liquid diverges in the limits 

of zero frequency and zero temperature. A nanojunction breaks translational invariance 

and necessarily cuts off this divergence. However, the estimate of the ensuing viscosity is 

far from trivial. Together with Prof. Vignale we have proposed an approach based on a 

Kramers-Kronig dispersion relation, which connects the zero-frequency viscosity η(0) to 

the high-frequency shear modulus µ∞ of the electron liquid via η(0) = µ∞τ , with τ the 

junction-specific momentum relaxation time. We have first checked that this approach 

gives reasonable results for the Fermi gas by comparing it to the hydrodynamic solution 

obtained by Abrikosov and Khalatnikov. The agreement of the viscosity as obtained by 

this simple approach with the much more involved calculation by Abrikosov and 

Khalatnikov is impressive (see Fig. 1). 
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Confident of the strengths of this 

method we have then set to compute 

the viscosity in the case of a 

scattering potential. We have used a 

model potential that has allowed us 

to compute the viscosity analytically 

as a function of the single-particle 

transmission probability. We have 

then used this viscosity to calculate 

the corrections to the single-particle 

(Lanadauer) current for this 

scattering problem. In agreement 

with what was previously reported 

this “dynamical” resistance is 

relatively small at large 

transmissions due to the small 

variation of the density across the 

junction. However, it increases 

substantially at very low 

transmissions with values that can greatly exceed, for the particular model potential 

chosen, the dynamical resistances estimated previously (see Fig. 2). We feel we have now 

undoubtedly shown that there are dynamical corrections to the Landauer formula which 

are related to the viscous nature of the electron liquid.  

 

 

2. Fundamentals of transport in nanoscale systems and atomic gases 

 

We have used the micro-canonical 

picture of transport – a framework 

ideally suited to describe the 

dynamics of closed quantum systems 

such as ultra-cold atom experiments - 

which the PI (Di Ventra) has 

suggested in 2004 to show that the 

exact dynamics of non-interacting 

fermions and bosons exhibit very 

different transport properties when 

the system is initially in the ground 

state and set out of equilibrium by 

removing the particles from half of 

the lattice. We find that fermions 

rapidly develop a finite quasi steady-

state current reminiscent of electronic transport in nanoscale systems. This result is robust 

– it occurs with or without a harmonic confining potential and at zero or finite 

temperature. The bosonic current instead exhibits strong oscillatory behavior that decays 

Fig. 1. The comparison between the viscosity 

calculated by Abrikosov and Khalatnikov, ηAK, and 

the viscosity calculated using the proposed 

dispersion relation for different values of the 

density rs. The connecting lines are a guide to the 

eye. 

 
Fig. 2. Dynamical viscous resistance as a function 

of transmission coefficient. The inset shows the 

averaged density across the nanojunction for the 

longitudinal transmission coefficient 0.1 and 0.9.  
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into a steady-state of zero 

current only in the 

thermodynamic limit (Fig. 3). 

These predictions can be readily 

verified experimentally and 

show that the existence and the 

formation of a finite steady state 

current in fermionic systems is 

unrelated to the presence of 

interactions, a fact which is not 

fully appreciated by the 

community.  

 

In addition, unlike typical 

condensed-matter systems, ultra-

cold atoms loaded into optical 

lattices allow separate control of 

both the particle number and 

system size. As a consequence, 

there are two distinct 

”thermodynamic” limits that can 

be defined for these systems: i) 

”infinite-volume limit” at 

constant finite density, and ii) 

”empty-lattice limit” at constant 

particle number. To probe the 

difference between these two 

limits and their crossover, we 

have considered a partially 

occupied lattice and study the 

transport of non-interacting fermions and fermions interacting at the mean-field level into 

the unoccupied region. We find that in the infinite-volume limit, a finite steady-state 

current emerges. On the other hand, in the empty-lattice limit there is no finite steady-

state current. By changing the initial filling, we find a smooth crossover between the two 

limits. Again, these predictions may be verified using available experimental tools and 

demonstrate a fundamental difference between isolated small systems such as ultra-cold 

atoms and conventional condensed-matter systems. 

 

Planned activities 
 

As planned we would like to compare the assumptions and predictions of the Landauer 

formalism, semiclassical full-counting statistics (FCS), and microcanonical formalism of 

transport. Particularly we will focus on their applicability to ultra-cold atoms in 

engineered optical potentials where experiments can be performed that control both local 

and global interactions. For two lattices connected by a junction, we plan to determine the 

 
Fig. 3. (a) Currents in a uniform lattice for fermions (top) 

and bosons (bottom) with initial fiilling n = 1 at T = 0 

after the atoms on the right are removed. The fermionic 

currents for initial fillings n = 0.75, 0.5, 0.25 are also 

shown (labeled next to each curve).  (b) The bosonic 

current for initial filling n = 1. (c) The density profile for 

fermions at T = 0. (d) Fermionic currents in a lattice with 

a harmonic potential. 
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fully quantum-mechanical current and particle number fluctuations from the 

microcanonical formalism and the corresponding values predicted by the Landauer 

formalism and FCS assuming a binomial distribution. We would also like to investigate 

the fundamental question of whether the assumption of two reservoirs with Fermi-Dirac 

distributions in the Landauer formalism is necessary for a steady-state current to develop. 

 

In keeping with the planned activities of our proposal, we will develop a practical 

approach to electron conduction using Stochastic TD-CDFT, namely the extension of 

TD-CDFT for open quantum systems developed by the PI. We plan to implement this 

approach on an in-house code and apply it both to the study of the formation of steady 

states and universal conductance fluctuations.  

 

With Prof. Vignale we plan to explore a new formulation of TDCDFT which will include 

for the first time a space- and time-dependent temperature.  This formulation will allow 

us to study, within the DFT framework, heat transport, local heating, and thermoelectric 

phenomena.  In view of the growing interest in thermoelectricity, we anticipate that this 

formulation, if successfully completed, will be one of the most important outcomes of our 

efforts to date. 

 

 

Publications 
 

1) D. Roy, G. Vignale and M. Di Ventra, “Viscous corrections to the resistance of 

nanojunctions: A dispersion relation approach”, Phys. Rev. B 83, 075428 (2011). 

2) Chih-Chun Chien, Michael Zwolak, and Massimiliano Di Ventra, “Bosonic and 

fermionic transport phenomena of ultra-cold atoms in 1D optical lattices”, 

submitted to Phys. Rev. A 85, 041601 (2012), Rapid Communications.  

3) Chih-Chun Chien, and Massimiliano Di Ventra, “Dynamical crossover between 

the infinite-volume and empty-lattice limits of ultra-cold fermions in 1D optical 

lattices”, Europhysics Lett. (in press).  

4) Chih-Chun Chien, Michael Zwolak, and Massimiliano Di Ventra, “Interaction-

induced transport and conducting-nonconducting transition of ultra-cold atoms in 

1D optical lattices”, arXiv:1203.5094 
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Principle Investigator: Dr. V. V. Dobrovitski 
Ames Laboratory of the US Department of Energy, 
Iowa State University, Ames, IA 50011 
slava@ameslab.gov 
 
Project scope: 
The research in this program is focused on development and analysis of the quantum control 
approaches for the individual electronic and nuclear spins in solids, and ensembles of such spins. 
Understanding and controlling matter at the level of individual quantum particles is an exciting 
scientific endeavor, and is one of the Grand Challenges identified by the DOE Office of Science. 
The ability to preserve and manipulate quantum coherence of the spins opens many new 
opportunities for the research supported by the DOE: besides fundamental interest, the studies on 
quantum spin control are important for applications ranging from nanosciences to advanced 
electric and magnetic field sensing and quantum information processing. Since the possibility to 
access and probe individual spins in solids is very new, there is a pressing need to develop 
adequate theoretical approaches and experimental tools for such studies. Our successful works, 
presented here have become possible due to high degree of synergy between different FWPs, and 
close collaborative work with external experimental groups. 
 
 
Recent progress  
 
Protecting quantum coherence of a single spin in diamond and application to magnetic 
sensing 
 
For a number of years, our work has been focused on developing and using novel theoretical 
techniques for investigating and controlling the quantum spin dynamics of individual electronic 
and nuclear spins in solids, which are coupled to their environment [1]. With these tools, we are 
able to design efficient approaches for controlling quantum spins, including realistic 
imperfections, and reliably assess the protocols’ performance.  
 The analytical and numerical approaches which we have developed, and the 
corresponding software implementing them, has been particularly useful for understanding the 
dynamics and control of the electronic spins of the individual nitrogen-vacancy (NV) impurity 
centers in diamond [2]. These centers have attracted much attention recently due to their unusual 
properties, such as the possibility to probe the electronic spin state of a single center (perform 
quantum measurement of the electronic spin), the ability to prepare the NV center’s spin in a 
well-defined quantum state, and the possibility to manipulate the NV spin by magnetic fields and 
by optical illumination.  
 Our theoretical investigation of the quantum dynamics of the single NV spin under 
realistic experimental conditions has guided our joint theory/experiment work, and has enabled 
first demonstration of the dynamical decoupling of a single solid-state spin from its environment 
[3]. The work has been performed together with the experimental team of Prof. R. Hanson and 
the Delft University of Technology (the Netherlands). By applying a specially designed sequence 
of up to 136 magnetic field pulses, we were able to extend the coherence time of the NV spin by 
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a factor of 26. The experiments have also clearly 
confirmed other theoretical predictions. The 
coherence time Tc was increasing as Np

2/3 with the 
number Np of the applied pulses for all measured 
sequences, with N varied from 2 to 136, and the 
coherence decay had a universal form exp(-t3/Tc

3) for 
all studied values of Np (see Fig. 1). 
 The ability to use the quantum control tools 
for extending the coherence time of the single NV 
spin is an important advantage, which can seriously 
help improving the high-sensitivity magnetometry. 
Together with the group of Prof. R. Hanson, we have 
demonstrated that, using the NV spin as a magnetic 
probe for measurement of the oscillating magnetic 
field [4]. Moreover, besides controlling only the NV 
spin, it is possible to use the same ideas to control 
both the NV spin and its environment [5]. In this 
way, we were able to investigate the internal 
dynamics of the environment. Moreover, the control 
of the environment makes possible extending the 
bare dephasing time of the electronic spin of the NV 
center, which is important for measurement of 
arbitrary time-dependent magnetic fields with NV 
spins.  
 
Decoherence-protected entangling operation and 
nanoscale magnetic tomography with single-spin 
sensitivity 
 
Along with extending the coherence time of a single 
electronic spin of a NV center, it is important to be 
able to implement decoherence-protected operations 
on two spins. The second spin can be a nuclear spin belonging to the 14N nitrogen atom of the 
NV center, or the nuclear spin of a 13C atom in the diamond lattice. A fundamental problem 
arises on this path: the dynamical decoupling can insulate the electronic spin of a NV center from 
the environment, but it also insulates the two spins from each other, thus disrupting the coupling 
between them and precludes formation of the quantum-correlated (entangled) two-spin state.  
 However, our theoretical studies have shown that, by applying the decoupling pulses in 
exact resonance with the motion of the nuclear spin, it is possible to protect the electronic spin 
from decoherence, and at the same time preserve the coupling between the electronic and the 
nuclear spins [6]. This finding has opened the way to first implementation of the decoherence-
protected quantum entangling operation on two solid-state spins [6], performed in collaboration 
with the experimental groups of Prof. D. D. Awschalom (UC Santa Barbara) and Prof. R. 
Hanson (Delft, the Netherlands). One of the results of this work is that we were able to 
implement for the first time a full-fledged quantum algorithm on two individual solid-state spins. 

(a) 

 
(b) 

 
 
Fig. 1. Reprinted excerpts from Ref. 3, G. 
de Lange et al., Science 330, 60 (2010). 
Dynamical decoupling of a single 
electronic spin of a NV center in 
diamond. (a) Universal form of the 
coherence decay. (b) Increasing coherence 
time as a function of the number of 
decoupling pulses.  
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 Moreover, this work enabled us 
to perform tomography of the 
environment of the NV center, with 
nanometer resolution and the 
sensitivity to a single nuclear spin. By 
varying the timing of the decoupling 
pulses, we encounter special situations, 
when the pulses are applied in 
resonance with the motion of some of 
the 13C nuclear spins. These spins 
become entangled with the NV 
electronic spin, and the observed 
signal sharply drops. Thus, by varying 
the timing of the pulses, we can 
explore, one by one, the nuclear spins 
which form the environment of a given 
NV center, and map out their positions 
[7]. 
 
Future plans 
 
We plan to pursue further the studies of the quantum dynamics of the spins of individual NV 
centers in diamond. A host of unsolved problems related to the fundamental dynamics of the NV 
spin, its relation to the electronic structure of the NV center, and the phonon excitations in 
diamond, are to be studied in order to understand in detail the quantum spin properties of the NV 
centers. Our first attempt in this direction has efficiently utilized the joint expertise existing 
within different groups at Ames Laboratory [8], but much more research effort is needed to gain 
better knowledge of the NV spin properties in its orbital ground and excited states. 
 We will also continue working on the protocols for quantum control of single spins in 
various solid-state structures, focusing mostly on the NV centers in diamond, but also using our 
expertise to better understand other semiconductor systems, such as quantum dots, and impurity 
centers in silicon. In order to achieve that, we will work on improved numerical approaches to 
modeling the non-equilibrium quantum dynamics in many-spin systems. Such problems are very 
difficult to model efficiently, but a number of promising approaches, based on the mean-field 
theories and their extensions, may help modeling larger systems with better accuracy. We expect 
that our research in this direction, along with fundamental advances, will lead to novel 
approaches for nanoscale magnetic and electric field sensing with high spatial resolution and 
high sensitivity, as has been demonstrated in our previous works [4,7], and these tools will be 
valuable for nanosciences, and nanomagnetism in particular. 
 Moreover, we plan to use our expertise in modeling the quantum many-spin dynamics 
and in theoretical development of the tools for the quantum spin control in order to study the 
nuclear magnetic resonance (NMR) experiments. The solid-state NMR is an important tool for 
various research efforts related to the DOE mission, and a special FWP is devoted to the solid-
state NMR studies within Ames Laboratory. Due to a natural synergy between our work and the 
solid-state NMR, we expect that our analytical and numerical tools will be useful, and will 
greatly benefit both research directions. 

 
 
Fig. 2. Reprinted excerpts from Ref. 6, T. van der Sar et al., 
Nature 484, 82 (2012). Decoherence-protected entangling 
quantum operation on two spins (electronic and nuclear) 
belonging to a single NV center. Dynamical decoupling in 
general disrupts the coupling between the two spins and 
precludes formation of the entangled state (on the left). Our 
protocol allows protection of the electron spin from 
decoherence, and at the same time preserves the coupling 
between the electronic and the nuclear spin (on the right). 
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ELECTRONIC STRUCTURE AND NOVEL PROPERTIES IN COMPLEX OXIDES 
AND HETERO-INTERFACES 
 
Principal Investigator: Arthur J. Freeman 
Department of Physics and Astronomy, Northwestern University 
Evanston, IL 60208 
art@freeman.northwestern.edu 
 

Project scope 
 
In this program, we explore various kinds of interfaces such as transition metal interfaces, metal-
semiconductor interfaces and so forth. These interfaces possess rich physics including 
superconductivity, topological insulators, and electric-field driven magnetism. 
Theoretical/computational developments in electronic structure studies will provide an excellent 
tool for identifying striking phenomena as well as for guiding the exploratory synthesis of novel 
materials. This program now focuses on the elucidation of several striking, diverse and challenging 
phenomenon observed in perovskite hetero-interfaces, semiconductor hetero-bonded interfaces. 
More specifically, we focus on (i) interface electronic structure and the excitonic mechanism of 
superconductivity, (ii) electric field induced magnetism at surfaces and interfaces, (iii) topological 
insulators, (iv) LaAlO3/SrTiO3 hetero-interfaces and its possible interface superconductivity, and 
(v) structure and magnetic order in bilayer manganites. 

Recent Progress   
Topological Insulators  
In spite of the clear surface state Dirac cone features in the pristine Bi2Se3 slab, its Dirac point is 
quite close to the bulk states and both Dirac point and bulk states appear at the same energy level, 
which can be a source of scattering. By appropriate substitutions at the surface, the changes in the 
surface potential affect the level of the surface state and finally we can acquire the ideal Dirac cone 
which is placed inside the bulk band gap of Bi2Se3. 
 

 
FIG.1 Quasi-particle dispersions of Bi2Se3 slab with (a) 50% and (b) 100% O substitutions. 
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When we substitute O for the surface Se atom at the end of the Bi2Se3 film, the topologically 
protected surface state connecting the inverted bulk conduction and valence bands moves upward, 
showing an ideal and isolated Dirac cone with a point-like Fermi surface at Γ. Figs.1(a) and (b) are 
the electronic band structures with 50% and 100% O substitutions of the surface Se atoms, 
respectively. Comparing the two different surface coverage of oxygen atoms, the position of the 
Dirac point relative to the bulk valence bands moves upward as the coverage ratio increases. From 
these results, we can get a hint to tune the position of the Dirac point continuously by controlling 
the amount of O substitutions. 

 
FIG.2 (a) Superlattices of alternating band (BI) and topological (TI) insulators. (b) Dirac cones representing each 
interface state between the layers of band and topological insulators in (a). (c) 3D plot of the interface state of (a), and 
(d) its contour plot above and below the Kramers point. 
 
The extension of a single surface to multiple interfaces, i.e., a periodic array of alternating band 
and topological insulators or topologica/band insulator (TI/BI) superlattices, has not been 
attempted yet, although multiple interfacial Dirac cones in bulk led to new technological 
opportunities for practical applications such as thermoelectric and spintronic devices [4]. 
The Bi2Se3 crystal has a rhombohedral unit cell or a layered structure stacked along the c-axis of 
the hexagonal lattice, as shown as Fig. 3(a). One quintuple-layer slab has one formula unit in 
which the anion Se atom has two different sites. The Se atom at the center has covalent bonds with 
six Bi atoms, and the other Se site has three covalent bonds with Bi, but has van der Waals 
interactions with three Se atoms in the other quintuple-layer slab. To construct TI/BI superlattices, 
we use the hexagonal supercell structures whose (0001) interfaces correspond to a two-
dimensional hexagonal Brillouin zone, as in the film geometry. 
 

Electric field-induced magnetism phenomena at surfaces and intefaces 
The role of an electric field at a transition metal and MgO interface has been studied such as on 
magnetocrystalline anisotropy (MCA).[6,10] For the Fe/MgO interface, monolayer Fe gives rise to 
a perpendicular MCA, and the electric field introduces some modification. Interestingly, the MCA 
of Fe0.75Co0.25/MgO is gigantically modified. In this study, the existence of an FeO layer at the 
interface is mostly responsible for the resultant physics. Furthermore, possible switching by the 
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electric field between out-of-plane and in-plane MCA at the Fe/MgO interface was also 
investigated.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Multiplets in a ligand field within density functional theory 
The treatment of multiplets in a ligand field within density functional theory has been also 
explored.[1] Multiplet structures of transition metals in a ligand field can be dealt with multi-
dimensional Slater determinants, which however is computationally too demanding. We proposed 
alternative approach in determining multiplet structure within a density functional calculation by 
imposing a density-matrix constraint on d-orbital occupation number consistent with local site and 
state symmetries. We applied this method for the case of an isolated Fe phthalocyanine (FePc) 
molecule with overall D4h symmetry. Among possible three stationary states, 3Eg, 3A2g, and 3B2g 
symmetries of the Fe+2 ion, 3A2g turns out to be the lowest energy configuration. By contrast, a 
columnar stacking of FePc molecules (a-FePc) is found to change the ground state to 3Eg due to 
hybridization between adjacent molecules. 
 

Interface electronic structure and possible high-Tc superconductivity in a 
hetero-bonded metal-semiconductor superlattice 
 
To explore the excitonic mechanism of superconductivity, it is indispensable to know the screened 
Coulomb interaction. In other words, the dielectric function, εG,G’(q,ω)=δG,G’-4πV(q+G’)χG,G’(q,ω), 
where V(q+G) is the bare Coulomb potential. So far, the formulation of the susceptibility, 
χG,G’(q,w), has been done with matrix elements fully taken into account. To proceed, the validity of 
the summation to evaluate χG,G’(q,w), at first a constant matrix approximation has been invoked for 
the Sc case, where nesting along the (001) direction was identified in the 70’s. Our test result also 
shows nesting along the (001) direction which agrees with previous work. 
In addition to the exploration for excitonic mechanism, we also studied the recently discovered 
pnictide superconductor, SrPtAs, which is first hexagonal without the Fe atom. In this material, 
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Fig.3 Dependence of EMCA on the oxygen concentration x in the interfacial FeOx layer 
for the Au-capped Fe/MgO interfaces, for external electric fields of 1 VÅ (open circles) 
and -1 V/Å (closed circles). 
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due to large spin-orbit coupling at Pt, the admixture of spin singlet and triplet occurs. Despite the 
presence of the global inversion center as shown in Fig.4, locally broken inversion symmetry at the 
PtAs layer gives characteristics of non-centrosymmetric superconductivity. This is by far the first 
example of a non-centrosymmetric superconductor with global inversion center. 
. 

    Fig. 4 Crystal structure of SrPtAs 

Planned activities: 2011-2012 
 
Superconductivity  
Recent progress in code development of χ(q,ω) will provide a concrete result on the excitonic 
mechanism of superconductivity; it is now in the final stage of debugging and testing the validity 
of the code implementation. In addition, the microscopic model of the excitonic mechanism is 
pursued to extend the ABB model based on formulation of Eliashberg theory, which may enable us 
to estimate the transition temperature by first-principles. In parallel to exploration the for excitonic 
mechanism, manuscript on the first hexagonal pnictide superconducting material without Fe, 
namely SrPtAs will be finished, where the detailed calculation of local spin structure and phonon 
dispersion of SrPtAs are discussed.   
Topological insulator 
We plan to investigate the role of a magnetic impurity such as Fe in topologically protected surface 
states. The topologically protected state may be destroyed by the introduction of a magnetic 
impurity due to broken time-reversal symmetry, which also induces the anomalous Hall effect 
(AHE). This AHE is known to be directly associated with the non-trivial Berry’s phase, which we 
plan to calculate by first-principles. Also, in addition to well-explored Bi2Se3 and similar, there 
have been intensive research in exploration for new class of topological insulator – such as half-
Heusler alloy, cubic system and so forth. We push ourselves in the same context to investigate 
systems such as cubic-halides in perovskite structure.  
Electric field driven magnetism at interfaces and surfaces:  
The electric field induced spin-dependent surface/interface phenomena will be pursued further. 
More specifically, work function and spin-dependent transport in an electric field will be tackled 
with our film FLAPW method. For spin-dependent transport with an electric field, Landauer 
theory will be utilized. Calculations will focus first on transition-metal surfaces such as Fe, Co, 
and Ni with several surface orientations. Our ultimate goal is to treat half-metallic surface systems 
such Fe2O3 and Cr2O3, which would maximize the spin degree of freedom. These offer a new and 
exciting opportunity for controlling the magnetism by the application of an electric field. 
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Time-resolved photoemission, transmissivity, X-ray absorption spectroscopy and
resonant inelastic X-ray scattering in strongly correlated materials

Principal investigator: J. K. Freericks
Department of Physics, Georgetown University, Washington D.C., 20057, USA
freericks@physics.georgetown.edu

Project scope

The emphasis of this work is to develop new algorithms and solve and analyze the solu-
tions for a range of different pump/probe types of experiments taking place in the ultrafast
regime. Examples include time-resolved photoemission spectroscopy where experiments
have recently examined charge density wave systems and seen a transient filling in of the
gap with a nonvanishing order parameter. Another example is high harmonic generation
in the solid state from applying a pump that generates Bloch oscillations, whose Fourier
components are odd multiples of the fundamental frequency of the pump pulse. Our
work will strive to understand and explain these experiments as well as examine newer
experiments like time-resolved X-ray absorption spectroscopy or time-resolved Compton
scattering. Our main emphasis is on exact solutions which can be found for noninteracting
models, or with techniques like dynamical mean-field theory, generalized to nonequilib-
rium situations. We are part of a CMCSN team on pump/probe spectroscopies (also
supported by DOE) and collaborate with the Devereaux group at SLAC and Stanford as
well as with international researchers in the Ukraine and India.

Recent Progress

Nonequilibrium “melting” of a charge density wave

Figure 1: False-color image of the transient closing of a charge-density-wave gap (light green and cyan
for times between −15 and 30) when pumped by an electric field (shown schematically above the image).
The gap closes and reforms while the order parameter (not shown) remains large. One time step is on the
order of 4 fs. Note also how the higher band is filled and remains filled for long times due to the heating of
the system from the pump pulse.
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We have found a simple noninteracting model that can be solved exactly for the nonequi-
librium behavior of a charge density wave that is pumped by a large amplitude ultrafast
pulse. The model is just that of noninteracting electrons in a lattice with a basis where
the site energy is 0 on one sublattice and U on the other. This model can be solved
exactly in nonequilibrium by working in momentum space and determining evolution op-
erators of the two coupled momenta k and k+Q via a Trotter formula for 2 × 2 matrices
(Q = (π, π, . . .)). The solution is exact for all spatial dimensions, although we illustrate our
results on a d-dimensional hypercubic lattice in the limit as d → ∞.

The solution for the transient density of states is shown as a false color image in Fig. 1.
One can see for intermediate times, both when the pulse starts and for some time after
it ends, the gap becomes filled in and then reforms. This is exactly the scenario seen in
experiments, except there the transient region lasts longer due to an energy exchange
between the electronic system and the phonons which takes a longer period of time to
damp out.The order parameter is reduced by about 20% during this time, but never goes
to zero, even when the gap vanishes, so the nonequilibrium “melting” is qualitatively dif-
ferent from the equilibrium phase transition where the order either occurs simultaneously
with the gap formation or after the gap formation (as the temperature is lowered). This
work is under review at Nature Physics.

High harmonic generation from Bloch oscillations

Figure 2: Semilog plot of HHG from a
nearest-neighbor tight-binding hypercubic
lattice in any dimension. The peaks occur
at odd harmonics of the fundamental fre-
quency of the pump pulse before they hit
a noise floor at high frequencies. At low
frequencies, the peaks develop additional
subpeak structure that is not well under-
stood.

When a system is hit with a large pulse, it causes a current to flow that oscillates
rapidly. Because the wavevector cannot evolve outside the Brillouin zone, but is Bragg
scattered back in, the oscillations will have many high order harmonics in them. By as-
suming that the acceleration of the electrons leads to photon emission, one can construct
the radiation spectra from the Fourier transform of the current versus time. We have ex-
amined the simplest systems in this problem, including high harmonic generation (HHG)
in metals (see Fig. 2), in photodoped silicon, and photodoped ZnO. We also have inves-
tigated effects due to impurity scattering and phonon scattering. We find in many cases,
the response is similar regardless of the details of the bandstructure or the crystal orien-
tation that the light shines on. The results also look similar to those seen in HHG from
atoms. We have one paper to appear in Physica Scripta and one under review at New
Journal of Physics.
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X-ray photoemission spectroscopy and X-ray absorption spectroscopy
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Figure 3: Core-hole XPS (left) and XAS (right) for a Mott insulator at high (top) and low (bottom) tem-
perature. Note the similarity between the two spectroscopies and the development of large peaks as the
temperature is lowered. The main difference is the additional low-energy features in the core-hole propaga-
tor (XPS) signal.

We have been studying both core-level X-ray photoemission spectroscopy (XPS),
where an X-ray shines on a material with enough energy to eject a core electron out from
the material and be detected by a detector, and X-ray absorption spectroscopy (XAS),
where the X-ray energy is tuned to excite a core electron up to unoccupied states in the
conduction band of the material. The two spectroscopies in Fig. 3 are closely related,
with the former being given by the core-hole propagator and the latter by a mixed core-
hole/conduction-electron correlation function. Both spectra can be calculated exactly in
the Falicov-Kimball model with dynamical mean-field theory and both processes illustrate
the orthogonality catastrophe in their response. This work has been submitted to Con-
densed Matter Physics.

Future work for 2012-2013

We have a number of different projects we will be working on during the next year. We will
continue the charge-density-wave work by examining the exact solution of the nonequilib-
rium Falicov-Kimball model in the ordered phase. This solution can be done with dynam-
ical mean-field theory at the expense of working with a spatially inhomogeneous system.
Matrix sizes that need to be inverted double, and the computations must be done at
lower initial temperatures, which will increase the computational time by about an order
of magnitude relative to normal phase calculations. We will examine the TR-PES in this
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system to see what the systematic behavior is as the order parameter is reduced, which
creates significant additional scattering in the system. We also will examine HHG in the
simpler charge-density-wave model we described above. This result is particularly inter-
esting because we can directly model both the photoexcitation and the Bloch oscillations
in the system as a function of time. We find interesting oscillatory behavior for the energy
absorbed by the charge-density wave during HHG as a function of the gap size.

We plan to extend the XPS and XAS work from equilibrium into the time domain to
see what new effects might be present there. This problem can also be solved exactly
within dynamical mean-field theory for the Falicov-Kimball model. We hope that we can
find interesting new effects in the XAS spectra that will interest experimental groups in
looking into this behavior.

Finally, we plan on examining the effect of electron-phonon coupling by treating phonons
within a perturbative approach, similar to Migdal-Elisahberg theory, but in nonequilibrium.
We will examine relaxation phenomena, the time-dependent momentum distribution (as
measured by Compton scattering), and charge-density-wave systems that are formed via
the electron-phonon interaction.

Publications supported by DOE 2009-2012

[1] O. P. Matveev, A. M. Shvaika, and J. K. Freericks,Nonresonant Raman and inelastic
X-ray scattering in the charge-density-wave phase of the spinless Falicov-Kimball model,
Phys. Rev. B 79, 115130 (2009). 10.1103/PhysRevB.79.115130 .
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1 PROJECT SCOPE

This DOE-supported program focuses on the fundamental theory of fluctuation phenomena in
superconductors. The physical systems of interest include high-temperature cuprate supercon-
ductors, two-dimensional disordered superconducting films, superconducting proximity systems,
superconducting heterostructures involving nanowires and ferromagnets, and topological super-
conductors. The main general goals of the project are to improve fundamental understanding of
these systems and to provide solid theoretical basis for a number of relevant recent and ongoing
experimental studies. A particularly important project is to further develop the theory of paired
electron pockets in the underdoped cuprate superconductors and suggest new experiments that
would unambiguously confirm or rule out this scenario of the pseudogap. Another ambitious
component of this program is to develop a substantially new theoretical framework to investigate
non-perturbative quantum fluctuation effects in broken-symmetry phases of quantum matter.

2 RECENT PROGRESS

2.1 ARPES in a current in the underdoped cuprates

One of the major questions in the field of high-temperature superconductivity is whether the pseu-
dogap phase in the underdoped cuprates contains a “ghost” electron pocket that was possibly seen
in the quantum oscillation experiments, but so far has not been directly visualized by any other
means. Putting aside controversial debates about the nature of the pseudogap, it is reasonable
to look for a new experiment that would unambiguously resolve the stand-alone question of the
existence of the ghost pocket and provide a clear “yes” or “no” answer. Such an experiment in-
volving ARPES in the presence of a current was first mentioned in Ref. [3], and recently the PI has
made further progress in working out its detailed predictions assuming the paired electron pocket
scenario [V. Galitski and S. Sachdev, Phys. Rev. B 79, 134512 (2009)]. The logic is as follows:
suppose that an electron pocket indeed forms due to a Brillouin zone folding and then a strong elec-
tron pairing occurs there, hiding the electron Fermi surface from low-energy ARPES. If a strong
magnetic field is applied (for example, B ∼ 50 T as in the quantum oscillation experiment), it
disrupts Cooper pairing and opens up the electron pocket leading to the quantum oscillations.
However, ARPES can not be performed in such a strong magnetic field and consequently direct
visualization of a Fermi surface that gives rise to the oscillations is impossible. To access it, one
needs to suppress strong pairing in the pocket by some other means without smearing out the
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Fermi surface (hence, temperature and disorder alone are not appropriate). This however can be
achieved by performing a photoemission experiment while running a current through the sample.

Figure 1: The left panel shows the spectral function for
photon energy right below the pseudogap energy. In this
regime, the electron pocket is hidden, while the hole pockets
are visible. The right panel shows the same spectral func-
tion but in the presence of a current along the antinodal
direction. Notice, a part of the electron pocket showing up.

In a recent (to-be-published) work,
the PI has developed a comprehensive
theory of such an experiment. Two
different regimes have been identified:
(i) a strongly non-linear regime, where
a strong current exceeds the critical cur-
rent and opens up and shifts the electron
pocket in a predictable way; and (ii) a
linear regime, where a weak current is ap-
plied and ARPES is performed using pho-
tons with an energy, ω, just below the
pseudogap. Without the current, only
unpaired hole-like parts of the Fermi sur-
face are seen, but even a small current ap-
plied in an antinodal direction effectively
tilts the dispersion one way and makes a
part of the electron pocket visible at the
same energy. This predicted phenomenon
is shown in Fig. 1, where the left panel has only hole-type Fermi pockets corresponding to zero
current, while the right panel has the electron pocket showing up. The full picture of the ARPES
in a current experiment is rather involved due to strong anisotropy, but the main phenomena of
Fermi surface tilting and suppression of the pairing gap should provide a smoking gone test of the
presence of electron pockets in the pseudogap phase.

2.2 Fluctuations in proximity systems

A very interesting recent experimental study has shown that a ferromagnetic Cobalt nanowire
can be made superconducting by placing it in contact with a conventional superconductor (see,
Fig. 2). Proximity-induced superconductivity was observed in the wire over a distance of a few
hundred nanometers. A surprising and peculiar observation of Wang et al., Nature Physics 6, 389
(2010), was that transition to superconductivity was preempted by a large and sharp resistance
peak (see, Fig. 2). The resistance peak disappears when the Co wire is replaced by a gold wire,
indicating a direct connection between it and the ferromagnetism of the wire.

In a recent theoretical paper [5], the PI argued that the observed phenomena are consistent
with the scenario of a ferromagnetic wire, proximity-coupled to a superconductor through a spin-
orbit-coupled barrier, so that p-wave superconductivity is induced. As to the most surprising
experimental finding – the resistance peak – it was naturally explained as a density-of-states
(DOS) fluctuation effect. As we approach the transition temperature of the Tungsten electrodes,
Cooper pair fluctuations grow. By virtue of the Rashba spin-orbit coupling at the W-Co inter-
faces, singlet Cooper pairs inside W are converted and triplet fluctuations permeate into the Co
wire. The Aslamazov-Larkin correction to the conductivity arises due to the transport of these
fluctuating Cooper pairs through the wire. However, Cooper pair tunneling across the interface is
strongly suppressed because it is a higher-order process in both tunneling and the singlet-triplet
conversion rate. The single-electron tunneling and the DOS correction, on the other hand, are
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Figure 2: Left panel: Experimental data of Wang et al., Nature Physics 6, 389 (2010) – displays the typical
T-dependence of the resistance of a fluctuating ferromagnet-superconductor proximity heterostructure.
Note the surprising upturn in the resistance. Right panel: The data points here represent raw data (courtesy
of J. Wang) for a 80 nm thick Cobalt nanowire in zero field. The red curves represent a theoretical fit that
includes fluctuation corrections to the

lower-order tunneling processes that require no spin flipping. Therefore, the DOS correction is
initially parametrically larger than the AL contribution, thus giving a negative overall correction
to the Drude conductivity. This qualitatively explains the anomalous upturn in the resistance as a
function of temperature. Fig. 2 (right panel) shows a comparison between the experimental data
and a calculation that takes into account fluctuations in the Andreev scattering at the interface.

2.3 Topological superconductivity proximity-induced from a high-temperature
superconductor

In Ref. [6] and ongoing work, we have considered topological superconductivity proximity-induced
from a cuprate high-temperature superconductor (HTSC). We first considered a ballistic planar
junction between a HTSC and a metallic ferromagnet. Bogoliubov-de Gennes equations were
obtained by explicitly modeling the barrier, and taking account of the transport anisotropy in the
HTSC. The self-consistent boundary conditions were derived. For a ferromagnet layer deposited
on a (100) facet of the HTSC, triplet p-wave superconductivity is induced. For the layer deposited
on a (110) facet, the induced gap does not have the p-wave orbital character, but has an even
orbital symmetry and an odd dependence on energy. For the layer on the (001) facet, an exotic f
-wave superconductivity is induced. We also consider the induced triplet gap in a one-dimensional
half-metallic nanowire deposited on a (001) facet of a HTSC. Due to the breaking of translational
symmetry in the direction perpendicular to the wire axis, the expression for the gap receives
contributions from different perpendicular momentum eigenstates in the superconductor. We
find that for a wire axis along the a-axis, these different contributions constructively interfere and
give rise to a robust triplet p-wave gap. For a wire oriented 45 degrees away from the a-axis the
different contributions destructively interfere and the induced triplet p-wave gap vanishes. For the
appropriately oriented wire, the induced p-wave gap should give rise to Majorana fermions at the
ends of the half-metallic wire that would exist in a much wider range of temperatures compared
to the hybrid structures involving conventional superconductors.
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3 PLANNED ACTIVITIES: 2012-2013

The following are the goals of PI’s DOE research in 2012-2013:

1. To develop a quantitative theory of angle-resolved photoemission spectroscopy in the under-
doped cuprates in the presence of currents in various theoretical scenarios. In particular, this
theory will provide a means to unambiguously determine whether the enigmatic pseudogap
phase contains a strongly fluctuating paired electron pocket.

2. To develop a theory of proximity effect from a fluctuating cuprate superconductor in the
pseudogap phase into a normal metal. Recent experiments [Phys. Rev. Lett. 103, 197003
(2009)] have observed a proximity-induced pseudogap, which strongly suggests that the latter
indeed contains strongly fluctuating Cooper pairs - a scenario that the current project will
help elucidate.

3. To study further topological superconductivity proximity-induced from a high-temperature
superconductor [6]. In particular, the possibility of inducing Majoranas from the pseudogap
phase will be explored. This project will both help increase temperature scales at which
topological superconductivity is present and provide an additional insight into the nature
of the pseudogap.

4. To further develop non-perturbative theoretical methods introduced by the PI in Refs. [1, 2]
to describe quantum dynamics in fluctuating superconductors. In particular, the project
will involve studies of possible quantum soliton excitations in superconducting/superfluid
phases and explicitly identify the Higgs mode deep in the superfluid along with other com-
peting non-linear modes. The importance of this project is in that it will shed light on the
fundamentals of the spontaneous symmetry breaking phenomenon.
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Superconductor,” Rapid Communication in Physical Review B 84, 060503(R) (2011).

[4] J. Mitchell, A. Gangopadhyay, V. M. Galitski, and M. Mueller, “Two-component Coulomb
glass in insulators with a local attraction,” Physical Review B 85, 195141 (2012).

[5] S. Takei and V. M. Galitski, “Microscopic theory for a ferromagnetic-
nanowire/superconductor heterostructure: Transport, fluctuations and topologi-
cal superconductivity,” to be published in Physical Review B (2012) [preprint:
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SEMICONDUCTOR	
  NANOSTRUCTURES	
  BY	
  SCIENTIFIC	
  DESIGN	
  

PI:	
  Giulia	
  Galli,	
  University	
  of	
  California,	
  Davis	
  (gagalli@ucdavis.edu)	
  	
  

 
Project	
  Scope	
  
We	
  develop	
  and	
  use	
  quantum	
  simulation	
  techniques	
  to	
  predict	
  structural,	
  electronic,	
  optical	
  and	
  
transport	
  properties	
  affecting	
  the	
  scientific	
  design	
  of	
  semiconductor	
  nanostructures.	
   	
  We	
  focus	
  
on	
  the	
  study	
  of	
  surfaces	
  and	
  interfaces	
  at	
  the	
  nanoscale,	
  in	
  particular	
  assembly	
  and	
  embedding	
  of	
  
semiconductor	
   nanoparticles,	
   with	
   the	
   goal	
   of	
   providing	
   a	
   microscopic	
   description	
   of	
  
nanostructured	
   materials	
   in	
   realistic	
   environments,	
   directly	
   comparable	
   with	
   experimental	
  
conditions.	
  	
  We	
  address	
  four	
  major	
  problems:	
  (i)	
  devise	
  realistic	
  structural	
  models	
  of	
  integrated	
  
nanostructures,	
   e.g.	
   quantum	
   dots	
   embedded	
   in	
   solid	
   matrices;	
   (iii)	
   provide	
   an	
   accurate	
  
description	
  of	
  weak	
  interactions	
  (in	
  particular	
  van	
  der	
  Waals	
  forces)	
  within,	
  e.g.	
  self-­‐assembled	
  
monolayers	
   on	
   surfaces;	
   (iii)	
   provide	
   an	
   efficient	
   and	
   accurate	
   description	
   of	
   excited	
   state	
  
properties	
  of	
  nanostructures,	
  beyond	
  standard	
  Density	
  Functional	
  Theory;	
  and	
  (iv)	
  provide	
  an	
  
efficient	
  and	
  accurate	
  description	
  of	
  thermal	
  transport	
  properties	
  at	
  the	
  atomistic	
  level.	
  Our	
  goal	
  
is	
   to	
   understand	
   and	
   predict	
   properties	
   of	
   nanostructured	
  materials	
   of	
   interest	
   to	
   renewable	
  
energy	
  applications,	
  for	
  example	
  solar	
  conversion	
  and	
  thermoelectric	
  devices.	
  	
  

 
Recent	
  Progress	
  
	
  
1.	
  	
  Electronic	
  and	
  thermal	
  properties	
  of	
  semiconducting	
  nanoparticles	
  	
  
	
  
1.1 Electronic	
  structure	
  calculation	
  using	
  many	
  body	
  perturbation	
  theory	
  	
  

	
  
We	
  recently	
  completed	
  the	
  development	
  of	
  an	
  algorithm	
  and	
  related	
  codes	
  to	
  solve	
  the	
  Bethe-­‐Salpeter	
  
equation	
   (BSE)	
  without	
   the	
  need	
  to	
  compute	
  empty	
  electronic	
  states	
  and	
   inverting	
  explicitly	
  dielectric	
  
matrices	
  [D.Rocca	
  et	
  al.,	
  JCP	
  2010].	
  In	
  our	
  approach,	
  the	
  quantum	
  Liouville	
  equation	
  is	
  solved	
  iteratively	
  
within	
  first	
  order	
  perturbation	
  theory,	
  with	
  a	
  Hamiltonian	
  containing	
  a	
  static	
  self-­‐energy	
  operator.	
  This	
  
procedure	
  is	
  equivalent	
  to	
  solving	
  the	
  statically	
  screened	
  BSE.	
  Full	
  absorption	
  spectra	
  may	
  be	
  obtained	
  
with	
   a	
   computational	
   workload	
   comparable	
   to	
   ground	
   state	
   Hartree–Fock	
   calculations.	
  We	
   obtained	
  
results	
  for	
  small	
  molecules,	
  for	
  the	
  spectra	
  of	
  1-­‐	
  2	
  nm	
  Si	
  clusters	
  in	
  a	
  wide	
  energy	
  range,	
  for	
  a	
  dipeptide	
  
exhibiting	
  charge	
  transfer	
  excitations	
  and	
  for	
  aromatic	
  molecules.	
  We	
  also	
  generalized	
  our	
  approach	
  to	
  
solids	
  and	
  computed	
  absorption	
  spectra	
  of	
  elemental	
  and	
  compound	
  semiconductors.	
  	
  
	
  
1.2 Embedded	
  Nanoparticles	
  	
  

	
  
We	
  carried	
  out	
  coupled	
  classical	
  and	
  quantum	
  simulations	
  of	
  1	
  to	
  2	
  nm	
  Si	
  nanocrystals	
  (NCs)	
  embedded	
  
in	
  amorphous	
  SiO2	
  [Li	
  and	
  Galli,	
  PRL	
  2010]	
  and	
  we	
  fond	
  that	
  by	
  tuning	
  the	
  density	
  of	
  the	
  oxide	
  matrix,	
  
one	
  may	
  change	
   the	
   relative	
  alignment	
  of	
  Si	
  NC	
  and	
  SiO2	
  electronic	
   states	
  at	
   the	
   interface.	
  We	
   found	
  
that	
  interfacial	
  strain	
  plays	
  a	
  key	
  role	
  in	
  determining	
  the	
  variation	
  of	
  the	
  nanaoparticle	
  gap	
  as	
  a	
  function	
  
of	
  size,	
  as	
  well	
  as	
  of	
  conduction	
  band	
  offset	
  with	
  the	
  oxide.	
  In	
  particular,	
  our	
  results	
  show	
  that	
  it	
  is	
  the	
  
variation	
  of	
  the	
  valence	
  band	
  offset	
  with	
  size	
  that	
  is	
  responsible	
  for	
  the	
  gap	
  change.	
  Our	
  findings	
  suggest	
  
that	
  the	
  elastic	
  properties	
  of	
  the	
  embedding	
  matrix	
  may	
  be	
  tuned	
  to	
  tailor	
  the	
  energy	
  levels	
  of	
  small	
  Si	
  
NCs	
  so	
  as	
  to	
  optimize	
  their	
  performance	
  in	
  opto-­‐electronic	
  devices	
  and	
  solar	
  cells.	
  Work	
  is	
  in	
  progress	
  on	
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Si	
  nanoparticles	
  embedded	
  in	
  nitride	
  matrices,	
  exploiting	
  methods	
  similar	
  to	
  those	
  developed	
  to	
  study	
  
freezing	
  of	
  tetrahedral	
  liquids	
  from	
  the	
  melt	
  [Li	
  et	
  al,	
  JCP	
  2009	
  and	
  Nat.	
  Mat.	
  2009];	
  these	
  methods	
  will	
  
be	
  used	
  to	
  derive	
  structural	
  models.	
  

	
  
1.3 Thermal	
  transport	
  in	
  nanoporous	
  Si	
  
	
  
We	
  carried	
  out	
  molecular	
  and	
   lattice	
  dynamics	
  calculations	
  of	
  the	
  thermal	
  conductivity	
  of	
  nanoporous	
  
silicon	
   (np-­‐Si;	
   see	
   Fig.1)	
   [He	
   at	
   al.,	
   ACS	
   Nano	
   2011],	
   for	
   several	
   samples	
   generated	
   using	
   empirical	
  
potentials.	
  We	
  found	
  that	
  the	
  thermal	
  conductivity	
  of	
  np-­‐Si	
  may	
  attain	
  values	
  10-­‐20	
  times	
  smaller	
  than	
  
in	
  bulk	
  Si	
  for	
  porosities	
  and	
  surface-­‐to-­‐volume	
  ratios	
  similar	
  to	
  those	
  obtained	
  in	
  nanomeshes	
  recently	
  
fabricated	
  by	
  the	
  group	
  of	
  Prof.	
  J.Heath	
  at	
  Caltech	
  and	
  in	
  np-­‐Si	
  fabricated	
  at	
  UCB.	
  Further	
  reduction	
  of	
  
almost	
   an	
   order	
   of	
   magnitude	
   is	
   obtained	
   in	
   thin	
   films	
   with	
   thickness	
   of	
   20	
   nm,	
   in	
   agreement	
   with	
  
experiment.	
  We	
  found	
  that	
  the	
  presence	
  of	
  pores	
  has	
  two	
  main	
  effects	
  on	
  heat	
  carriers:	
  appearance	
  of	
  
non-­‐propagating,	
  diffusive	
  modes	
  and	
  reduction	
  of	
  the	
  group	
  velocity	
  of	
  propagating	
  modes.	
  The	
  former	
  
effect	
  is	
  enhanced	
  by	
  the	
  presence	
  of	
  disorder	
  at	
  the	
  pore	
  surfaces;	
  the	
  latter	
  is	
  enhanced	
  by	
  decreasing	
  
the	
  film	
  thickness.	
  Work	
  is	
  in	
  progress	
  to	
  compute	
  the	
  figure	
  of	
  merit	
  of	
  small	
  np-­‐Si	
  samples	
  by	
  carrying	
  
out	
  a	
  series	
  of	
  Boltzman	
  transport	
  calculations	
  of	
  the	
  electronic	
  conductivity	
  and	
  Seebeck	
  coefficient.	
  	
  
	
  

 
Figure	
  1:	
  Representative	
  microscopic	
  picture	
  of	
  nanoporous	
  Si	
  investigated	
  in	
  the	
  present	
  work.	
  

	
  
2.	
  Self-­‐assembled	
  monolayers	
  on	
  surfaces	
  and	
  study	
  of	
  weak	
  binding	
  	
  
	
  
We	
  developed	
  and	
  applied	
  techniques	
  to	
  study	
  weak	
  interactions	
  between	
  self-­‐assembled	
  monolayers	
  
on	
  surfaces	
  [Steele	
  et	
  al.,	
  PCCP	
  2009;	
  Lu	
  et	
  al.,	
  PRL	
  2009;	
  Li	
  et	
  al.,	
   JPCA	
  2010,	
  and	
  Li	
  et	
  al,	
   JCTC	
  2009].	
  	
  
These	
   techniques	
   are	
   based	
   on	
   the	
   calculation	
   of	
   exact	
   exchange	
   and	
   correlation	
   energy	
   within	
   the	
  
Random	
   Phase	
   Approximation	
   (RPA).	
   The	
   response	
   functions	
   involved	
   in	
   the	
   evaluation	
   of	
   the	
   RPA	
  
correlation	
   energy	
   were	
   efficiently	
   obtained	
   with	
   methods	
   similar	
   to	
   those	
   developed	
   to	
   compute	
  
excited	
   state	
   of	
   molecules	
   and	
   solids,	
   within	
   many	
   body	
   perturbation	
   theory.	
   	
   We	
   also	
   carried	
   out	
  
accurate	
  Quantum	
  Monte	
  Carlo	
   calculations	
  of	
  weak	
  binding	
  energies,	
  e.g.	
   in	
  graphite	
   [Spanu,	
  Sorella	
  
and	
   Galli,	
   PRL	
   2009].	
   Work	
   is	
   in	
   progress	
   to	
   apply	
   the	
   approaches	
   developed	
   for	
   flat	
   surfaces	
   to	
  
functionalized	
  surfaces	
  of	
  nanoparticles	
  and	
  assemblies	
  of	
  nanoparticles.	
  
	
  
Planned	
  activities	
  	
  
	
  
We	
  are	
  continuing	
  our	
   investigations	
  of	
  embedded	
  nanoparticles	
  with	
   two	
  main	
  goals:	
   (i)	
  generate	
  
realistic	
  models	
  of	
  the	
  nanoparticles	
  by	
  combined	
  classical	
  and	
  ab-­‐initio	
  MD	
  simulations;	
  (ii)	
  extract	
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embedded	
  semiconducting	
  nanoparticles	
  with	
  an	
  appropriately	
   thick	
   	
   interface	
   shell,	
   and	
  carry	
  out	
  
excited	
  state	
  calculations	
  using	
  many	
  body	
  perturbation	
  theory	
  (see	
  Fig.	
  2).	
  	
  We	
  aim	
  at	
  providing	
  an	
  
accurate	
   description	
   of	
   semiconducting	
   nanoparticles	
   in	
   realistic	
   environments	
   and	
   at	
   comparing	
  
directly	
  with	
  experiment.	
  
	
  

 
Figure	
  2:	
  Si	
  nanoparticle	
  embedded	
  in	
  a	
  SiO2	
  matrix;	
  the	
  left	
  and	
  right	
  hand	
  side	
  show	
  the	
  square	
  modulus	
  of	
  
the	
  	
  highest	
  occupied	
  molecular	
  orbital	
  (HOMO,	
  blue)	
  and	
  lowest	
  unoccupied	
  molecular	
  orbital	
  (LUMO,	
  red)	
  
respectively.	
  Identification	
  of	
  a	
  interface	
  shell	
  is	
  in	
  progress.	
  	
  
We	
  are	
  developing	
  Monte	
  Carlo	
  based	
  techniques	
  to	
  solve	
  the	
  Boltzmann	
  Transport	
  Equation	
  (BTE)	
  
and	
  compute	
  the	
  thermal	
  conductivity	
  of	
  complex,	
  nanostructured	
  materials	
  with	
  tens	
  of	
  thousands	
  
of	
  atoms,	
  e.g.	
  the	
  SiGe	
  superlattices	
  shown	
  in	
  Fig.	
  3.	
  The	
  technique	
  is	
  readily	
  generalizable	
  to	
  ab	
  initio	
  
Hamiltonians,	
  although	
  its	
  tests	
  are	
  being	
  conducted	
  with	
  empirical	
  potentials.	
  In	
  addition,	
  solutions	
  
of	
  the	
  BTE	
  for	
  electrons,	
  with	
  approximate	
  lifetimes,	
  will	
  be	
  implemented,	
  so	
  as	
  to	
  build	
  an	
  atomistic	
  
computational	
  tool	
  to	
  compute	
  the	
  figure	
  of	
  merit	
  of	
  thermoelectric	
  materials.	
  

 

Figure 3 Superlattices	
   (SL),	
   embedded	
  
nanowire	
   (NW)	
   and	
   embedded	
   nanodots	
  
(ND)	
  of	
  SiGe;	
  work	
   is	
   in	
  progress	
  to	
  study	
  
heat	
   transport	
   in	
   these	
   nanostructured	
  
materials	
  (as	
  a	
  function	
  of	
  the	
  period	
  L	
  and	
  
the	
  diameter	
  d	
  	
  of	
  the	
  Ge	
  and	
  Si	
  inclusions)	
  
using	
   the	
   Boltzmann	
   transport	
   equation	
  
and	
   newly	
   developed	
   Monte	
   Carlo	
   based	
  
integration	
  techniques. 	
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ELECTRON COHERENCE AND INTERACTIONS IN NANOSTRUCTURES
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Prof. Alex Kamenev, Department of Physics, University of Minnesota, 116 Church St.,
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I. PROJECT SCOPE

The program addresses kinetic phenomena in quantum wires, metallic rings, and loops made

of small Josephson junctions. In the part devoted to quantum wires, we are developing

kinetic theory for interacting electrons with a generic dispersion relation (the nonlinear

Luttinger liquid). We apply this theory to explain the observed particle-hole asymmetry

of electron relaxation in single-mode wires, and to predict electron relaxation rates in edge

modes formed in a two-dimensional electron liquid by a quantizing magnetic field. In the

metallic rings direction, we are interested in the nonlinear dc response to a microwave field

of an array of nanorings; the aim is to elucidate the effect of microwave radiation on the

persistent currents. In the part devoted to quantum kinetics of Josephson junctions arrays,

we consider the effects of coherent phase slips; we aim at understanding the relaxation

mechanisms of low-energy excited states in a loop of junctions. All parts of the program are

related to ongoing experiments.

II. RECENT PROGRESS

Electron energy partition and relaxation in quantum wires

Fabrication of semiconductors-based parallel quantum wires facilitated the studies of

momentum-resolved electron tunneling. Experiments in the group of Prof. Amir Yacoby

(Harvard University) revealed a puzzle: the relaxation of charge carriers apparently was

strongly dependent on the polarity of the bias which injects the carriers into the wire. That

prompted us to investigate the electron energy partition and relaxation in quantum wires.

Some energy re-distribution occurs already in the vicinity ∼ h̄s/(eV ) of the injection point

(here s is the charge mode velocity, and V is the applied bias). In Ref. [1] we elucidated the

salient features of that re-distribution. Tunneling, e.g., of right-movers into a quantum wire

disturbs the distributions of both right- and left-movers due to the interaction between them.

In the case of momentum-conserving injection and energy-resolved sensing, see Fig. 1a,

the non-equilibrium carriers would be detected at energies below εRmax = (1/2)(eV + skV )
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(b) 

(c) 

FIG. 1: (a) A setup to probe the energy partitioning. The momentum-conserving injection is

achieved by tunneling between parallel quantum wires. Resonant tunneling currents through the

quantum dots serve as the probes of energy partitioning. (b) Experimental setup used by Barak

et al. [2]. A bias applied to lead 1 injects the current I1 through the left tunnel junction into the

grounded wire; the current I2 through the right tunnel junction is collected in lead 2. Depending

on the bias polarity, particles or holes are injected. The injection occurs in a window of momenta

around a value k controlled by the magnetic field B. (c) Injected current I1 (dark dots) and

collected current I2 (light dots) as a function of the magnetic field. The two currents coincide in

the case of hole injection. If particles are injected, then the collected current exceeds the injected

one due to relaxation. The dashed line is a theory plot obtained by solution of the rate equations.

Adapted from Ref. [2]

and εLmax = (1/2)(eV − skV ) for the right- and left-movers, respectively (kV is the excess

momentum of electrons entering the wire). The differential conductances measured by the

energy-resolving probes depicted in Fig. 1a are dIR/dV ∝ (εRmax − εRout)φ−1 and dIL/dV ∝
(εLmax−εLout)3φ−

√
φ(φ−1), where φ = (K+1/K−2)/4, and K is the Luttinger liquid parameter.

The linear Luttinger liquid theory predicts no further evolution of the distribution beyond

the vicinity of the injection point and no difference in relaxation between particles and

holes. That latter conclusion was in a clear contradiction to the results of the tunneling

experiment [2]. The idea of the experiment is depicted in Fig. 1b. In the case of hole

injection, the collected current I2 ≈ I1, whereas in the case of particle injection the collected

current I2 was considerably higher than the injection current I1, see Fig. 1c. That striking

result found a natural explanation in the nonlinear Luttinger liquid theory [3]. It predicts

slow relaxation of holes (which move with velocities less than s) and much faster relaxation

of particles (having velocities higher than s). We developed a detailed perturbative theory

of the particle-hole asymmetry of the relaxation rates for spin-degenerate electrons in a

single-mode quantum wire [4]. The rate equations [2] based on the evaluated rates explained

quantitatively the observations, see Fig. 1c.
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III. RESEARCH AGENDA FOR THE NEXT ACADEMIC YEAR

Persistent currents under microwave irradiation

The persistent currents in normal-metal rings at equilibrium were measured with high

precision in the group of Prof. Jack Harris at Yale University. Their results agree well with

our detailed theory [5]. Next on the agenda is to elucidate the effect of external irradiation

on the persistent currents. The preliminary data disagrees with the existing theoretical

literature. While experiment indicates the current suppression, a string of theory papers

predicts its giant enhancement. Our preliminary analysis indicates that at least some of the

said papers are missing a family of diagrams which would cancel the large effect predicted

there. However a correct and clear theory is not built as of yet. It must include the effects

of rectification, charge pumping, and heating which in principle may affect the persistent

currents. While the latter effect probably suppresses the current, the two former ones may

increase the mesoscopic fluctuations of the current, and maybe even create a net average

current. We plan to address these questions. We plan to employ the Cooperon-diffuson

diagrammatic technique within Keldysh formalism to derive a proper kinetic equation.

The latter should be sensitive to Aharonov-Bohm flux through the rings, as well as to

the magnetic fields penetrating the rings.

Collective modes and charge disorder in long superconducting arrays

The notion of a static superconducting order parameter comes from the mean-field theory

of superconductivity. In reality, order parameter in meso-scale superconductors exhibits

quantum fluctuations. Quantum phase slips lead to tunneling between different classically-

allowed states of the order parameter. Our theory [6] gave tools to recognize the phase slips

interference in an experiment with a loop made of small superconducting islands connected

by Josephson junctions. The observation of interference demonstrated the quantum nature of

phase slips. The observation was made possible due to the charges which reside on the islands

and cause the Aharonov-Casher effect in the phase slips interference (the Aharonov-Casher

effect is dual to the broader-known Aharonov-Bohm effect). While consisting of relatively

large (N ≈ 40) number of junctions, the experimentally studied loops were apparently short

enough for the electric field produced by the charges to stay inside the loop. In longer loops

such electrostatic screening becomes ineffective, and the electric field does escape from the

loop. That must modify the amplitudes of the phase slips and the interference conditions for

slips occurring in different junctions of the array. We plan to extend our theory of quantum

phase slips to include Josephson junctions arrays which are longer than the electrostatic

screening length. We will also explore the role of Bogoliubov quasiparticles in the slow

charge dynamics, extending some results of our earlier work [7].
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Project Scope 
 
Transient and long time properties of quenched quantum systems have given rise to a wealth of 
theoretical activity as well as experimental applications. A combination of numerical methods 
and conformal field theory has been crucial to their understanding. The phenomenology of 
intermediate time behavior is potentially even richer, and often involves crossovers between 
different physical regimes - such as weak and strong coupling in the Kondo model. These 
crossovers are related to, but different from, other crossovers in out of equilibrium physics, 
such as those taking place when voltage or gate voltage are varied in tunneling experiments.  
While potential applications are numerous, the subject is not fully developed theoretically. In 
particular, the methods of conformal field theory apply only in very special cases, and therefore 
new, more involved approaches are needed. In this project, we develop such approaches by 
using ideas of integrability - in a nutshell, developing further the ideas of Bethe ansatz out of 
equilibrium. These ideas are combined with different numerical techniques - exact 
diagonalization and t-DMRG - and used to investigate a variety of interesting physical problems, 
such as non equilibrium transport through quantum point contacts.  

 
Recent Progress 
 
During the first year of this project, starting in September of 2011, we have developed in 
parallel analytical and numerical techniques to examine the dynamics of quantum systems, 
following a quench. In particular, we have devised a mean field approach to study the time 
evolution of entanglement in the presence of an energy current. Furthermore, we studied 
numerically the propagation of disturbances caused by local quenches in quantum systems with 
degeneracies. Finally, we used conformal field theory to examine the presence/absence of 
'healing' effects in one-dimensional systems with impurity links. During the period covered by 
this report, these activities have resulted in a total of 2 published [1-2] papers and 1 submitted 
manuscript.  
 
In the first project, we considered a one-dimensional Ising model with an additional 
Dzyaloshinskii-Moriya (DM) term, which introduces an effective energy current in the system. 
The phase diagram for this model, shown in the figure to the left, contains three phases, which 
are tuned by the applied magnetic field (shown on the y-axis) and the energy current (on the x-
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axis).  In the absence of the energy current, there is an ordered ferromagnetic regime, 
separated from a disordered paramagnetic 
regime at a critical field h/J=1. The introduction 
of the energy current leads to a third, current-
carrying phase. Studying the quench dynamics 
of entanglement in these three regimes, we 
considered two interesting quench protocols. 
The usual schemes consider quenches from an 
initial ground state. This scenario effectively 
corresponds to a quench from an initially 
excited state of the Ising spin chain in a 
transverse field (without DM interaction). The 
main result of this analysis showed that the 
ballistic picture previously presented by Cardy 
and Calabrese (P. Calabrese and J. Cardy, J. Stat. 

Mech.: Theory Exp. (2004) P06002.) is still valid, although with a significantly different aspect. In 
particular, the entanglement saturation time in the current-carrying phase depends on the 
details of the evolving Hamiltonian. This is an indication of the role played by the evolving 
Hamiltonian on the propagation of excitations. This result is of relevance in tuning the dynamics 
of the system in regions with a different rate for the propagation of entanglement. 
Furthermore, it also provides a characterization of the regions in the phase diagram that can be 
simulated more efficiently with DMRG-like techniques. From a general point of view, the 
scheme we considered also suggests a simple way to study the quench dynamics of initial 
excited states in integrable systems. The addition of a commuting term in the Hamiltonian 
causes a reshuffling of the spectrum that, without changing the integrability of the model, 
allows us to obtain nontrivial results about the excitations in the original model. The same trick 
can in principle be applied to other systems of interest. 
 
In our second project, we examined  the effects of local magnetic field quenches in a 
degenerate quantum system, i.e. the one-dimensional frustrated J1 -J2 Heisenberg Hamiltonian 
at and close to the Majumdar-Ghosh point. Quenches were considered using a local magnetic 

field. We found that the degenerate 
Majumdar-Ghosh ground state allows 
disturbances which carry quantum 
entanglement to propagate throughout the 
system and thus dephase the entire system 

within the degenerate subspace. These disturbances can also carry polarization, but not energy, 
as all energy is stored locally. The local evolution of the part of the system where energy is 
stored drives the rest of the system through long-range entanglement. We also examined 
approximations for the ground state of this Hamiltonian in the strong field limit and studied 
how couplings away from the Majumdar-Ghosh point affect the propagation of disturbances. 
We found that even in the case of approximate degeneracy, a disturbance can be propagated 
throughout a finite system. 
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In current work, we are examining the effects of 
impurity links on measures of entanglement and 
fidelity in one-dimensional systems, amenable to 

conformal field theory methods. The simplest non-interacting realization would be the set-up 
shown in this figure.   Amazingly, even in this toy model, we observe an interesting differences 
between the cases of one vs. two-impurity links. While for one impurity link there is a strong 
dependence of these observables on the value of impurity coupling, for two adjacent impurity 
links we find large regimes for which the scaling properties of these observables are 
independent on t'. This can likely be attributed to the cancellation of two overlapping defect 
induced Kondo clouds, constituting a healing effect. We are currently studying this effect 
numerically, using exact numerical diagonalization, and are planning to investigate it in the 
context of interacting systems, such as Heisenberg chains.   
 

Planned Activities 
 
We are planning to study crossover phenomena for local quenches in a variety of systems. Our 
objective is twofold. On the one hand, transients are unavoidable in experiments, and it seems 
important to have an idea of what their main characteristics are. On the other hand, transients 
should also tell us a lot about systems and the associated renormalization group flows - 
screening in time being hopefully easier to access that screening in space such as occurs in the 
Kondo cloud problem. Numerically, we rely on a combination of exact diagonalization and time 
dependent density matrix renormalization group (t-DMRG) methods. Specifically, we wish to 
study the evolution of quantum states, i.e                          , where a quench on 
the initial state is performed at time t=0. This can either be achieved by direct time 
propagation, i.e. Trotter decomposition followed by iterative application of the Hamiltonian, or 
alternatively by full diagonalization of the Hamiltonian, followed by 
                                , where   are the eigenenergies and    are the 
eigenstates. Both numerical techniques can be improved to achieve larger system sizes and 
higher accuracy. For direct time propagation, we will introduce Chebyshev polynomial 
expansions, which are already standard in quantum chemistry calculations, but have not been 
used in the present context, according to our knowledge. Regarding the alternative approach, 
we wish to explore truncated diagonalization schemes, such as Lanczos, which certainly will 
allow us to go to larger Hilbert spaces at the expense of sacrificing higher-frequency 
contributions. This trade-off needs to be carefully examined. Crossovers can also occur in 
steady regimes with systems involving several characteristic energy scales. Foremost in this 
direction are problems of transport through impurities, and the simplest of all systems in this 
case is probably the (spinless) interacting resonant level model. There, transport depends in a 
highly non trivial way on several energy scales: the thermal scale    and the external voltage 
scale eV , but also a scale (     ) (the equivalent of the Kondo scale in this case) associated 
with the tunneling through the impurity and the Coulomb interaction between the charge on 
the impurity and on the wires nearby. Highly non trivial I-V characteristics can be observed in 
this problem. Because the physics of interest occurs only in the presence of interactions and 
out of equilibrium, new methods have to be developed to obtain analytical results. Such 
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methods, based again on perturbed CFT and integrability, have been successfully used in the 
Interacting Resonant Level Model, with results for the current as well as the shot noise at 
vanishing temperature that have been recently checked against extensive t-DMRG calculations. 
One of the physically most fascinating aspects of these problems in interaction is that they 
involve quasiparticles whose charge does not have to be the same as the electron charge. Such 
cases are well known in the fractional quantum Hall effect where charges       have been 
observed experimentally in the case of the filling fraction 1/3. In general, the crossovers involve 
smooth interpolations between the effective charge of the carriers being    in some regime and 
another charge simply related with the electron charge in another. In the quantum Hall, the 
crossover is thus between e/3 and e. In the Interacting Resonant Level Model the crossover is 
between 2e and e/2. How these crossovers affect for instance the full counting statistics is an 
entirely open question. Another question is how this FCS might be related with the 
entanglement rate in the system. Indeed, in the presence of a steady current owing between 
two wires connected by an impurity, entanglement between the wires is going to grow linearly 
with time, in a fashion that depends non-trivially on the voltage and other scales. It has been 
speculated that the rate might be connected to the even cumulants of the full counting 
statistics. While established in the free case, there is no evidence for or against the proposal in 
the interacting case. Note that, if true, this would be a most exciting result, as the FCS is in 
principle accessible experimentally, hence could lead via the proposal, to an experimental way 
of measuring entanglement. 
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Scope	
  

	
   We	
  are	
  concerned	
  with	
  magnetic	
  interactions	
  where	
  at	
  least	
  one	
  dimension	
  
is	
  on	
  the	
  order	
  of	
  nanometers	
  (or	
  less).	
  	
  Two	
  examples	
  will	
  be	
  presented.	
  	
  The	
  first	
  
having	
  to	
  do	
  with	
  a	
  predicted	
  new	
  type	
  of	
  surface	
  magnetism	
  involving	
  the	
  small	
  
gap	
  antiferromagnetic	
  insulator:	
  BaMn2As2.	
  	
  The	
  surface	
  states	
  are	
  conducting	
  and	
  
not	
  spin	
  degenerate.	
  	
  Another	
  recent	
  (submitted)	
  project	
  involves	
  the	
  resolution	
  of	
  a	
  
long	
  time	
  conundrum	
  in	
  understanding	
  the	
  physics	
  of	
  Sr	
  doped	
  LaCoO3,	
  a	
  narrow	
  
gap,	
  non-­‐magnetic	
  semiconductor,	
  which	
  becomes	
  ferromagnetic	
  with	
  doping	
  or	
  
even	
  with	
  increasing	
  temperature.	
  	
  Hundreds	
  of	
  papers	
  have	
  been	
  written	
  about	
  
this	
  material	
  and	
  we	
  think	
  we	
  have	
  a	
  definitive	
  analysis	
  of	
  the	
  rather	
  subtle	
  physics	
  
involved.	
  	
  The	
  work	
  is	
  in	
  collaboration	
  with	
  x-­‐ray	
  scattering	
  groups	
  at	
  Argonne	
  and	
  
UC	
  Santa	
  Cruz.	
  	
  A	
  large	
  percentage	
  of	
  the	
  work	
  in	
  the	
  last	
  two	
  years	
  has	
  been	
  in	
  
collaboration	
  with	
  local	
  (Ames	
  Lab)	
  experimental	
  groups	
  who	
  have	
  had	
  a	
  great	
  
impact	
  in	
  the	
  field	
  of	
  the	
  new	
  FeAs	
  based	
  superconductors	
  and	
  related	
  compounds.	
  	
  	
  
	
  

Recent	
  Progress	
  

	
   FeAs	
  Superconductors	
  –	
  There	
  is	
  a	
  continuing	
  surge	
  of	
  activity	
  at	
  Ames	
  
Laboratory	
  on	
  these	
  materials.	
  	
  We	
  have	
  provided	
  theoretical	
  investigations	
  and	
  
support	
  for	
  many	
  of	
  the	
  studies	
  of	
  the	
  structural,	
  magnetic,	
  electronic,	
  and	
  
dynamical	
  properties.	
  	
  Our	
  early	
  paper	
  on	
  the	
  pressure	
  dependence	
  of	
  the	
  
magnetism	
  quenching	
  with	
  pressure	
  in	
  CaFe2Fe2	
  has	
  well	
  over	
  140	
  citations	
  since	
  
published	
  (2008).	
  The	
  most	
  recent	
  work	
  (submitted)	
  deals	
  with	
  the	
  first	
  principles	
  
calculation	
  of	
  the	
  lattice	
  dynamics.	
  	
  The	
  comparison	
  with	
  measured	
  phonon	
  spectra	
  
of	
  LaFeAsO	
  	
  at	
  room	
  temperature	
  (above	
  the	
  AF	
  ordering	
  temperature)	
  could	
  be	
  
matched	
  much	
  better	
  with	
  spin	
  polarized	
  calculations,	
  indicating	
  the	
  presence	
  of	
  
magnetic	
  fluctuations	
  extending	
  well	
  above	
  the	
  Neél	
  temperature.	
  	
  	
  
	
   BaMn2As2	
  	
  -­‐	
  	
  	
  This	
  material	
  is	
  a	
  small	
  gap	
  antiferromagnetic	
  semiconductor	
  
with	
  the	
  same	
  crystal	
  structure	
  as	
  the	
  corresponding	
  superconducting	
  FeAs	
  analogs.	
  	
  
Our	
  calculations	
  show	
  that	
  the	
  surface	
  bands	
  cross	
  the	
  Fermi	
  level	
  and	
  are	
  not	
  spin	
  
degenerate!	
  The	
  calculations	
  indicate	
  the	
  z-­‐axis	
  relaxation	
  of	
  the	
  Mn	
  surface	
  atoms	
  
depends	
  on	
  the	
  z-­‐axis	
  field,	
  and	
  can	
  result	
  in	
  substantial	
  net	
  magnetization	
  at	
  the	
  
surface	
  within	
  the	
  surface	
  electronic	
  states.	
  Up	
  until	
  a	
  few	
  weeks	
  ago,	
  there	
  was	
  no	
  
experimental	
  confirmation	
  for	
  these	
  theoretical	
  predictions.	
  	
  Recent	
  magneto-­‐
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optical	
  imaging	
  of	
  the	
  surface	
  shows	
  magnetic	
  domains	
  forming	
  on	
  the	
  surface	
  as	
  
the	
  temperature	
  is	
  lowered	
  below	
  ~140K	
  in	
  the	
  presence	
  of	
  a	
  500G	
  field.	
  	
  These	
  
domains	
  appear	
  randomly	
  positioned	
  on	
  the	
  surface.	
  
	
   La1-­xSrxCoO3	
  –	
  The	
  so-­‐called	
  LCO	
  material	
  has	
  been	
  the	
  object	
  of	
  numerous	
  
studies.	
  	
  It	
  is	
  a	
  small	
  gap	
  non-­‐magnetic	
  semiconductor,	
  which	
  becomes	
  strongly	
  
ferromagnetic	
  at	
  high	
  temperatures	
  and	
  also	
  upon	
  doping	
  with	
  Strontium.	
  	
  Our	
  
calculations	
  using	
  supercells	
  are	
  able	
  to	
  quantitatively	
  explain	
  the	
  behavior	
  of	
  this	
  
material,	
  including	
  recent	
  x-­‐ray	
  absorption	
  and	
  the	
  x-­‐ray	
  magnetic	
  circular	
  
dichroism	
  data	
  taken	
  by	
  collaborators.	
  	
  A	
  manuscript	
  has	
  recently	
  been	
  submitted	
  to	
  
PRL.	
  	
  Collaborators	
  include:	
  	
  F.	
  Bridges	
  (UC	
  Santa	
  Cruz),	
  J.	
  W.	
  Freeland	
  and	
  J.	
  F.	
  
Mitchell	
  (Argonne),	
  and	
  Yongbin	
  Lee	
  from	
  Ames.	
  
	
   Some	
  work	
  has	
  been	
  with	
  Kai	
  Ming	
  Ho	
  and	
  C.	
  Z.	
  Wang	
  on	
  Materials	
  Discovery	
  
for	
  magnetic	
  materials	
  using	
  Petaflop	
  computing	
  as	
  part	
  of	
  the	
  INCITE	
  program.	
  
	
   In	
  the	
  last	
  year	
  Bruce	
  Harmon	
  also	
  chaired	
  review	
  panels	
  for	
  the	
  DOE	
  
supercomputer	
  operations	
  at	
  Argonne	
  and	
  ORNL;	
  and	
  also	
  at	
  the	
  Swiss	
  
supercomputing	
  center	
  at	
  Lugano.	
  
	
  

Future	
  Plans	
  

	
   We	
  will	
  undertake	
  more	
  careful	
  and	
  through	
  analysis	
  of	
  the	
  surface	
  
magnetism	
  and	
  conductivity	
  of	
  BaMn2As2	
  to	
  understand	
  the	
  physics	
  of	
  the	
  surface	
  
domain	
  formation	
  and	
  determine	
  if	
  there	
  are	
  possible	
  implications	
  for	
  spintronics.	
  
	
   We	
  will	
  continue	
  work	
  with	
  local	
  experimentalists	
  exploring	
  the	
  properties	
  
and	
  particularly	
  the	
  possible	
  mechanisms	
  of	
  superconductivity	
  in	
  the	
  FeAs	
  
materials.	
  
	
   We	
  will	
  push	
  new	
  approaches	
  for	
  materials	
  discovery	
  for	
  desired	
  magnetic	
  
properties.	
  	
  	
  
	
   We	
  will	
  undertake	
  calculations	
  in	
  support	
  of	
  non-­‐equilibrium	
  phenomena	
  at	
  
surfaces	
  associated	
  with	
  femto-­‐second	
  (pump/probe)	
  experiments	
  in	
  collaboration	
  
with	
  Prof.	
  Jigang	
  Wang	
  of	
  Ames	
  Lab	
  /	
  Iowa	
  State	
  University.	
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Project Scope 
 
The research in this program is devoted to series of problems related to 
superconducting pairing, magnetism, and disorder in unconventional superconductors.   
While in the past phenomenological properties of such systems have been the focus, 
the P.I. and co-workers are moving towards studies directed towards understanding the 
microscopic mechanism of Fe-based and other novel superconductors, and developing 
quantitative and even predictive methods.  The optimal materials for high-temperature 
superconductivity almost certainly represent a set of measure zero in the space of all 
possible materials. Finding them by conventional experience-based methods has 
proven frustrating. Working with collaborators in the ab initio community, we aim to 
develop computational methods to guide the search for new superconductors, focusing 
on unconventional pairing mediated by electronic excitations treated within the 
fluctuation exchange approximation.  We will create an approximate ab initio method 
which can be applied to a family of materials, or a single material where an external 
control parameter like pressure, uniaxial strain or doping can be varied. The goal will not 
be a quantitative predictor of the critical temperature Tc for a given material, but an 
understanding of how crystal structure, Fermi surface electron orbital character, and 
local interactions influence it. Studies will include single-layer cuprates, a variety of Fe-
based superconductor families, heavy fermion and other superconductors. 
 

Recent Progress 
 
THEORY OF SPIN FLUCUTAION PAIRING IN IRON PNICTIDE SUPERCONDUCTORS, with  

T. Maier,  D.J. Scalapino, M. M. Korshunov, I.I. Mazin and A. Chubukov  

 

Figure 1.    Spin fluctuation phase diagram of 122 Fe-pnictides.  Inserts are  gap maps with 

magnitude and sign of gap ∆(k) on displayed Fermi surface indicated by false color. 
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We have continued our Random Phase Approximation (RPA) calculations of the 

magnetic susceptibility and pairing interaction within a 5-band model accounting for 

Hubbard and Hund’s rule interactions on each Fe site.   The basic picture which 

emerges is summarized in Fig. 1.  For both electron-and hole-doped systems, optimal 

doping corresponds to the most isotropic superconducting gap.  Moving away from 

optimal doping, pair scattering processes which frustrate the basic s+/- interaction, 

including scattering processes between electron pockets and intraband  Coulomb  

interaction, grow in importance.   In Refs. 23 and 25,  the RPA results were 

parameterized in terms of Fermi surface harmonics, allowing us to see the progressively 

more competitive d-wave channel grow in importance near the electron- and hole- 

doped “end points” of the phase diagram.  On the hole-doped side, the isotropic state 

was stabilized further by the appearance (in the standard electronic structure model) of 

a third hole pocket of dxy character which pair scatters with the electron pocket dxy 

segments with the same (π,0) wavevector as the basic s+/-  interaction.  

 

Future Plans 
 
The really interesting systems which remain to be understood within this picture are 

therefore those which are so far overdoped that they consist of only hole (e.g. KFe2As2) 

or only electron pockets (e.g. KFe2Se2).  According to conventional wisdom, the 

mechanism for spin-fluctuation induced s+/-  pairing should fail in these situations.   The 

former compound is a 7K anisotropic superconductor with nodes on the hole pockets 

which may be s or d-wave, while the latter is a mysterious system fabricated until now 

only in the form of multiphase samples that include a 31K superconductor coexisting 

with a antiferromagnet with nearly 600K Neel temperature and large 3 µB block ordered 

moment set between ordered Fe vacancies.   We have focused out attention on the 

latter system since it is important to discover if there is an entirely new high-temperature 

mechanism at play.  It could be that the superconducting phases are merely doped such 

that they have the conventional band structure (ARPES says this is not the case),  or 

that interactions between electron pockets alone or with hole states away from the 

Fermi level, or  that disordered vacancies can play a role.  We have pursued two 

avenues: on one track we simply assume a Fermi surface like that found by ARPES and 

solving the RPA equations for the superconducting state; we find a d-wave state, which 

evolves into an s-wave state as one hole dopes, and made predictions for neutron 

scattering experiments which were recently confirmed by the Stuttgart group.  In 

parallel, we have asked the question how such a Fermi surface can arise in the 

presence of the ordered AF state.  We found, using an ab initio disorder method 
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pioneered by Wei Ku’s group, that disordered vacancies can induce a Fermi surface 

very similar to the one we assumed in the microscopic calculations (Berlijn et al, 

arXiv:1204.2849).   

    The next year or two of the grant will be primarily devoted to the systematizing of a 

code which calculates the downfolded tight-binding band structure near the Fermi level 

using DFT or LDA+DMFT and with it the pairing interaction,  eigenvalues and 

eigenvectors (gap symmetry).  While this will be within the same general spin fluctuation 

picture, we intend to include full 3D Fermi surfaces and self-energy effects.  The goal 

will then be to try to understand systems where changing a single parameter (e.g. 

pressure or element on a given doping site) changes Tc strongly, to see if we can 

develop a semiquantitative understanding of these trends and relate them to  structure, 

orbital character, etc. 
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Theory of topological quantum numbers in low dimensions

Institution The Pennsylvania State University

Address 104 Davey Laboratory
Physics Department
Penn State University
University Park, PA 16802

Principal Investigator Jainendra K. Jain

Telephone Number 814 574 7497

Email jain@phys.psu.edu

Scope Many remarkable states in two dimensions, especially the fractional quantum Hall
states, topological insulators, and Chern insulators, have topological underpinnings: their
Hall conductance is characterized by a Chern number, which is the number of times a map
from a 2-torus to a 2-sphere wraps around the latter. The insulating states with non-trivial
Chern numbers are distinguished by the appearance of gapless modes at the boundary, i.e.
at the edge for a two dimensional system and at the surface of a three dimensional system.
It is theoretically predicted, though not yet experimentally confirmed, that the long distance
properties of the edge states are also “quantized,” and governed by the physics of the gapped
state of the interior. In addition, some of these states, such as chiral p-wave paired state of
composite fermions, present interesting topological aspects in the interior, such as Majorana
zero modes obeying nonabelian statistics. The research supported by this grant has several
goals including: (i) study of the 5/2 states, aiming for an understanding of the Majorana
modes from a microscopic perspective and also of the role of Landau level mixing that
selects between the Pfaffian and the anti-Pfaffian states; (ii) study of the edge states of the
FQHE, hoping to explain why the observed edge exponents are not quantized, and under
what conditions they would be quantized; (iii) exploring the possibility of other topological
states, both in the context of the FQHE and topological insulators; (iv) collaboration with
experimentalists on a subset of these topics.

Recent Progress We have made progress on a number of these issues, resulting in publi-
cations given at the end. Here is a brief description.

(i) 5/2 FQHE: [Publication 3] The 5/2 FQHE state is believed to be a paired state of
composite fermions (CFs), which supports two kinds of excitations: vortices and unpaired
composite fermions (UCFs; these have also been called “neutral fermions” in the literature).
Prior to our work, no satisfactory wave function was known for the unpaired composite
fermion. In Ref. 3, we begin from a “bipartite” representation of the Pfaffian wave function
for an even number of particles, in which composite fermions are divided into two equal
partitions; they form 1/3 state in each partition; they have a simple inter-partition correla-
tion; and the wave function is antisymmetrized with respect to all exchanges. We generalize
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this form to construct an explicit microscopic description of the state with an odd number
of composite fermions, which ensures that one composite fermion is necessarily unpaired.
This construction brings out an internal structure of the UCF as consisting of two Majorana
quasiparticles (vortices). We demonstrate our description to be extremely accurate for a
3-body model interaction (namely the interaction for which the Pfaffian wave function is the
exact ground state), and provide evidence that it is adiabatically connected to the Coulomb
solution. Our theory shows how two quasiparticles can fuse into two distinct states, called
ordinary and topological excitons, differing by one composite fermion, and that these two
modes are degenerate when the two quasiparticles are far apart.

In addition, in Ref. 2, we consider the issue of whether Landau level mixing favors the
Pfaffian or the anti-Pfaffian state at 5/2, which are believed to be topologically distinct and
can have experimentally distinguishable signatures. We find that an effective interaction
derived by Bishara and Nayak leads to the Pfaffian state as having lower energy. Our
conclusion is inconsistent with another study by Simon and Rezayi, where they directly
implement Landau level mixing at 5/2 in exact numerical diagonalizations. The experimental
situation in this regard has been unclear and controversial.

(ii) FQHE edge Luttinger liquid: [Publications 4 and 5] The study of the FQHE edge
has motivated many remarkable ideas by Wen and others, who argue that it is an example
of a Luttinger liquid with quantized exponents. While experiments clearly show it to be a
non-Fermi liquid, they also reveal that the exponents are not quantized. Earlier microscopic
studies of the FQHE edge have focused largely on the 1/3 state. We have carried out
extensive studies of the edge states at 2/5 [4] and 2/3 [5] for both spin polarized and spin
singlet states. These are the simplest states beyond 1/3, in that they are described in terms
of two filled CF Landau levels, and thus have two sets of edge modes. The addition of
an electron at the edge is a nonperturbative process and it is not a priori obvious in what
manner an added electron distributes itself over the different edges. The issue is of relevance
to experiments that probe the nature of the edge modes by tunneling an electron into it.
We show, from a microscopic calculation, that the addition of an electron at the edge of the
2/5 state, it is equivalent to adding a composite fermion in one of the edges, which does
not create inter-edge excitations in the asymptotically low-energy limit. We also compute
the spectral weights and find that while the individual spectral weights are complicated
and nonuniversal, their sum is consistent with Wen’s effective two-boson description of the
2/5 edge. Composite fermions experience a negative effective magnetic field at 2/3, which
suggests backward moving edge modes. Our microscopic calculation shows that the 2/3 edge
has a charge neutral mode moving in the up-stream direction (opposite to the direction of
the current flow), which is a pure spin mode in the case of the 2/3 spin singlet state. The
spin singlet 2/3 state thus constitutes a rather neat example of spin charge separation, with
the spin and charge excitations moving in opposite directions. All of the results from our
microscopic studies in Refs. [4,5] are consistent with Wen’s effective theory.

(iii) CF pairing beyond 5/2: [Publication 6] It is of interest to ask if there might exist
FQHE states other than 5/2 that owe their origin to pairing of composite fermions. We have
predicted in Ref. [6] that 3/8 is a likely candidate, and should allow a study of physics similar
to that envisioned in the context of the 5/2 state. At 3/8 composite fermions fill 1+1/2 levels,
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and we provide evidence from exact numerical studies, that the composite fermions in the half
filled second level capture two additional vortices and form pairs. Furthermore, we find that
the anti-Pfaffian is favored over the Pfaffian. Our work leads to several predictions, including:
a FQHE state at 3/8 for fully spin polarized particles; presence of backward moving neutral
modes; tunneling exponents; nonabelian braid statistics. Due to very small excitation gap
this state is expected to be very fragile, but we are trying to get experimentalists interested
in a more careful investigation of the 3/8 state; a resistance minimum here was seen more
than a decade ago, and it is possible that, with improved mobility and lower temperatures
available today, FQHE can be confirmed and studied.

(iv) Fractional Chern insulator states: [Publication 7] Fractional Chern insulators are
lattice systems that produce bands with non-zero Hall conductance (non-zero Chern number)
in a zero net field. (The system does break time reversal symmetry, but in a manner that
preserves the lattice symmetry.) Recently there has been much interest in the possibility
of gap openings due to interactions at partial fillings of these bands. We have shown that
the nontrivial bands of Chern insulators in a zero net field can be adiabatically connected
to the bands of a Hofstadter lattice in a uniform magnetic field. This gives a new handle
on the fractional Chern insulator states – we can begin with the familiar fractional quantum
Hall effect (FQHE) states of the Hofstadter lattice and then ask how many survive as we
slowly modify the Hamiltonian to produce a Chern insulator. We have shown that the states
at 1/3 and 1/2 fillings of the Chern bands are adiabatic cousins of the 1/3 and 1/2 FQHE
states. Our work demonstrates that we can produce any FQHE state in the Chern insulator
by taking a sufficiently complex unit cell.

(v) Interaction effects in topological insulators: [Publication 1] The experimental col-
leagues at Penn State have studied single crystal thin films of Bi2Se3 grown by molecular
beam epitaxy, both with and without Pb doping. Angle-resolved photoemission data demon-
strate topological surface states with a Fermi level lying inside the bulk band gap in the Pb
doped films. Their transport data show weak localization behavior, as expected for a thin
film in the two-dimensional limit (when the thickness is smaller than the inelastic mean free
path). We carried out a detailed analysis within the standard theoretical framework of diffu-
sive transport and found that the temperature and magnetic field dependences of resistance
cannot be reconciled in a theory that neglects inter-electron interactions. We demonstrated
that an excellent account of quantum corrections to conductivity is achieved when both dis-
order and interaction are taken into account. These results demonstrate that it is crucial to
include electron-electron interaction for a comprehensive understanding of diffusive transport
in topological insulators. While both the ordinary bulk and the topological surface states
presumably participate in transport, our analysis does not allow a clear separation of the
two contributions.

Plans for near future I list here a subset of the issues that we wish to pursue in the near
future.

Pfaffian or anti-Pfaffian?: We will further investigate the issue of whether the Pfaffian or
the anti-Pfaffian is stabilized in realistic situations. The question is a subtle one, given the
rather small corrections, but we believe we can resolve the discrepancy between our results
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and those of Simon and Rezayi.

Multipartite CF states: Given the success of the bipartite representation of the Pfaffian
wave function in capturing the physics of excitations, it is natural to ask if a tripartite, or a
multi-partite, generalization of the FQHE will also be useful. A wave function proposed by
Read and Rezayi can be cast in the tripartite form, and we plan to explore if its excitations
can be described as combinations of excitations in each of the individual partitions. We will
again first test this idea for a model interaction for which the Read-Rezayi ground state is
exact, and then ask if the physics continues adiabatically to the Coulomb interaction.

Chern insulators: We showed that fractional Chern insulator states are similar to the
FQHE states on a Hofstadter lattice. We plan to explore if this analogy helps us uncover
new physics for fractional Chern insulators.

Unconventional excitations at 1/3?: While there has been much work on the nature
of excitations of the 5/2 state, it is a less appreciated fact that we do not have a good
understanding even of the excitations of the state at 2 + 1/3. Exact diagonalization studies
show that the quantum numbers of its excitations are different from that of the corresponding
1/3 state in the lowest Landau level, suggesting the interesting possibility of new physics.
We have ideas on how CF pairing tendency may affect the nature of the 2 + 1/3 state itself,
which we plan to investigate.

Publications (since the beginning of the grant in August 2010)

1. Evidence for electron-electron interaction in topological insulator thin films, J. Wang,
A.M. DaSilva, C.-Z. Chang, K. He, J.K. Jain, N. Samarth, X.-C. Ma, Q.-K. Xue, and
M.H.W. Chan, Physical Review B 83, 245538 (2011).

2. Bipartite composite fermion states, G. J. Sreejith, C. Toke, A. Wójs, and J.K. Jain,
Physical Review Letters 107, 086806 (2011).

3. Unpaired composite fermion, topological exciton, and zero mode, G.J. Sreejith, A.
Wojs and J.K. Jain, Physical Review Letters 107, 136802 (2011).

4. Microscopic study of the 2/5 fractional quantum Hall edge, G.J. Sreejith, S. Jolad, D.
Sen, and J.K. Jain, Physical Review B 84, 245104 (2011).

5. Microscopic study of edge excitations of spin-polarized and spin-unpolarized 2/3 frac-
tional quantum Hall effect, Y.-H. Wu, G. J. Sreejith, and J. K. Jain, submitted to
Physical Review B; arXiv:1207.3566.

6. Possible anti-Pfaffian pairing of composite fermions in the lowest Landau level, S.
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Correlation Effects and Magnetism in the Actinides: Elements and Compounds 

Principal Investigator: Gabriel Kotliar 

Physics Department, Rutgers University 

kotliar@physics.rutgers.edu 

 

Project Scope 

Actinide based materials are of fundamental  important from a basic science perspective as model 
systems where we can explore the physics of strong correlations  in  elements and simple 
compounds.   Understanding the solid state physics of actinides is also very important for the DOE  
in view of their applications as nuclear fuels and to ensure the safe storage of already accumulated 
radioactive material 

 The objective of our research program  is to achieve a fundamental understanding of the solid 
state phases of materials containing elements from the actinide series. To reach this  goal  we  
develop first principles relativistic  electronic structure many body  methods  based on extensions 
of the Dynamical Mean Field Theory (DMFT) and apply them to elemental actinides and 
compounds.  We then develop simplified models to guide the search for  materials with desirable 
properties.  We also develop DMFT based theoretical spectroscopies  and  use them to interpret  
the outcome of   photoemission, optical conductivity and neutron scattering experiments.  

 

Overview: In the last three year period of funding we carried out several important advances 
 On the methodological side we  carried out the first fully  relativistic fully self consistent 
implementation of the  GW method in an  LAPW basis set.  This will be the basis of an 
implementation of a GW+DMFT approach which will remove most of the ambiguities in the 
determination of parameters of the LDA+DMFT method. In the area of developments of 
theoretical spectroscopies, we added a new capablitity to the LDA+DMFT method, the ability to 
compute two particle responses including realistic calculations of elastic and inelastic neutron 
scattering. This approach yielded new insights into the mixed valent nature  electronic structure of 
the high temperature superconductor PuCoGa5.   This capability, has enabled a  new 
collaborations with national laboratory facilities which is testing this method on the recently 
discovered iron based superconductors.  

 Recent Progress:  

Study of photoemission spectra in plutonium pnicitides and chalgogenides: Valence Fluctuations 
and Quasiparticle Multiplets in Pu Chalcogenides and Pnictides .  Chuck-Hou Yee, Gabriel 
Kotliar, Kristjan Haule, Phys. Rev. B 81, 035105 (2010) 
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We  applied the  LDA+DMFT methodology to understand  pnictides and chalcogenides.   
The spectra of Pu chalcogenides and pnictides were computed with LDA+DMFT and interpreted 
with the aid of valence histograms and slave-boson calculations. We find the chalcogenides are 
mixed-valent (nf = 5:2) materials with a strongly T-dependent low-energy density of states and 
atriplet of quasiparticle peaks below the Fermi level. Furthermore, we predict a doublet of peaks 
above the Fermi level. In the pnictides, the raising of f6 states relative to f5 suppresses valence 
uctuations, resulting in integral-valent (nf = 5:0) local moment metals.  This sheds new light on the 
the quasiparticle multiplets ad spectroscopic fingerprints of multiplets in the low energy spectra of 
plutonium compounds.  

 

We introduced a new formalism to compute the neutron magnetic form factor  within a first-
principles LDA+DMFT approach.  The approach treats spin and orbital interactions on the same 
footing and reduces to earlier methods in the fully localized or the fully itinerant limit. We test the 
method on various actinides of current interest NpCoGa5, PuSb and PuCoGa5, and we show that 
PuCoGa5 is in a mixed valent state, which naturally explains the measured magnetic form factor. 

 

Photoemission spectra of two 

complex actinide compounds with 

different degree of localization of the 

f electron adapted from  Chuck-Hou 
Yee, Gabriel Kotliar, Kristjan 
Haule, Phys. Rev. B 81, 035105 
(2010) 

 

The magnetic form factor of delta Pu is not 

described by either atomic physics or band 

theory. LDA+DMFT is in reasonable 

agreement with the experimental data and 

highlight the mixed valent character of Pu . 

Experiments from  theory from Pezzoli Haule 

and Kotliar  Phys. Rev. Lett. 106, 016403 
(2011).  
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We  developed  the  methodology to  study the momentum and  frequency  dependent spin 
susceptibility within LDA+DMFT .   At this point  formalism ignores the effects of spin orbit 
coupling but treats the Hunds rule coupling  and the Hubbard interaction.  We tested our approach 
in a  BaFe2As2 a 3d compound which is the subject of extensive experimental investigations, and 
which shares almost all the difficulties (strong itinerancy , strong correlations, substantial effects of 
spin orbit coupling ) with the actinides, but where we can neglect the spin orbit coupling. The 
results are in excellent agreement with experiments performed at ONRL.  
 
We developed a relativistic fully self consistent GW, and quasiparticle GW code. This work will 
be a platform for  a relativistic GW +DMFT  for actinide materials which will remove the  most 
important remaining shortcomings in the DMFT machinery for the treatment of actinide materials.  
 
 
 
Planed Activities: 2012-2013: 
 
We will generalize our  calculations  of the inelastic neutron scattering   to the relativistic case, 
including the spin orbit coupling in a fully self consistent manner. We will expand our earlier 
LDA+DMFT CTQMC studies of the delta phase, and use the previous development 
to compute the inelastic scattering cross section of delta Pu. The results will be compared with 
ongoing experiments at LANL.  
 
We will compute the magnetic form factor of delta Pu using the methodology previously 
developed and tested on Pu and Np 115’2.  
 
We will carry out a comparative study of the Plutonium 115’s and delta Pu  to elucidate how  
important differences  emerge at low energies, given their similarities at high energies.    
 
We will  begin investigations of the sctructural   the properties of the alpha phase of Plutonium, 
using a recently developed slave boson solver including all the multiplets and crystal field states. 
This study will be a first test of the degree of site differentiation that takes place I this compound, 
and the results will be compared to those of the delta phase, to guide the development of a theory 
of the physical factors that govern the  phase stability in this class of materials. The studies will 
serve to guide future calculations planned for alpha Pu with LDA+DMFT+CTQMC  at a later 
stage.     

 

 

 

138



 

 

 

 List of publications resulting from this program 2009-2012 

 
1) Valence Fluctuations and Quasiparticle Multiplets in Pu Chalcogenides and Pnictides  
Chuck-Hou Yee, Gabriel Kotliar, Kristjan Haule  Phys. Rev. B 81, 035105 (2010) 
 
2) Computational modeling of actinide materials and compounds  Per Soderlind G. Kotliar, 
K. Haule, P. Oppeneer and D. Guillaumong, MRS Bulletin vol 35, 883, (2010). 
 

3) Jian-Xin Zhu, P.H. Tobash, E.D. Bauer, F. Ronning, B.L. Scott, K. Haule, G. Kotliar, R.C.    
Albers, and J.M. Wills .  Europhysics Letters  97 (2012) 57001. 

 
 
4) Neutron Magnetic Form Factor in Strongly Correlated Materials: Maria Elisabetta Pezzoli, 
Kristjan Haule, and Gabriel Kotliar Phys. Rev. Lett. 106, 016403 (2011) 

5)  Maria E. Pezzoli, Matthias J.Graf, Kristjan Haule, Gabriel Kotliar and Alexander V. Balatsky. 
Accepted for publication in physical review B.  

6) Andrey Kutepov, Kristjan Haule, Sergey Y. Savrasov, and Gabriel Kotliar Phys. Rev. B 85, 
155129 (2012) 

7) Nature of magnetic excitations in superconducting BaFe_{1.9}Ni_{0.1}As_{2},  Mengshu Liu, 
Leland W. Harriger, Huiqian Luo, Meng Wang, R. A. Ewings, T. Guidi, Hyowon Park, Kristjan 
Haule, Gabriel Kotliar, S. M. Hayden, Pengcheng Dai.  Nature Physics 8, 376-381 (2012) 

 

139



 

 

Fig. 1. Polar plot of the real and imaginary part of the effective 

dielectric constant vs direction of propagation in the x−y plane for 

three photonic crystals of alumina cylinders with εa = 9.4(1 + 0.006i) 

and filling fractions f = 0.1, 0.2, and 0.26. The unit cell is a rectangle 

with ratio 2:1 of side lengths along x and y. Note much stronger 

anisotropy for the imaginary part, Ref. [2]. 

Effective medium theory 
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Project scope 
This project includes theoretical study of wave processes in different media: ordered and disordered. The 

main goal is to derive analytical results for the effective parameters -- index of refraction, bulk modulus, 

mass density, localization length, transmission coefficient, etc. For the ordered (periodic) systems the 

effective parameters completely define wave propagation in the long-wavelength limit. Calculation of the 

effective parameters becomes important in relation with recent progress in fabrication of so called 

metamaterials, i.e. structures with ‘exotic’ properties. New theoretical methods – transformation optics 

and transformation acoustics -- proposed for manipulation with waves in metamaterials require acoustic 

and dielectric materials with prescribed anisotropy. Here we concentrate on the theory of homogenization 

for anisotropic and absorbing periodic and plasmonic structures. Acoustic transmission through narrow 

fluid channels is a long-standing problem of fluid dynamics. Here, in relation with recent experiments, we 

reconsider the old results and propose a new theory which takes into account excitation of coupled 

Rayleigh waves. Study of disordered systems is concentrated on calculations of Anderson localization in 

real DNA molecules. The nucleotide sequence in DNA exhibit long-range correlations which strongly 

affect electron transport. The strength and spatial extension of the correlations are different in exons and 

introns, which are the cording and “junk” segments of DNA respectively. Our goal is to demonstrate that 

there are energy bands with extended quantum states in exons, unlike introns, which contain only 

localized states. Finite conductivity due to extended states inside exons may be relevant to the ability of 

the DNA molecules to detect and heal mutations (including cancerous ones).  

 

Recent progress    
Dissipative photonic crystals A periodic arrangement of parallel cylinders with dissipative dielectric 

constants is considered and a general formula for the effective dielectric constant                    is 

derived using the plane waves expansion method [1]. The 

results for the real and imaginary part are represented in a 

form of expansions over the reciprocal-lattice vectors. Fig. 1 

shows angular plots for       and        vs direction of propagation in a rectangular lattice. Later we 

performed a series of experiments in the laboratory of Prof. Sánchez-Dehesa at the Polytechnic University 

of Valencia (Spain) measuring the electromagnetic absorption for a photonic crystal of FR4 cylinders [1] 

and for alumina (Al2O3) cylinders in air [2]. In both cases we obtained a good agreement between theory 

and experiment for the E- and H-polarized modes. We also measured the anisotropy of the real and 

imaginary parts of the effective dielectric constant for the H-polarization. Theory predicts stronger 

anisotropy for the imaginary part (see the plot in Fig. 1), which was confirmed in the experiments.  

 

Surface plasmons on anisotropic substrates The main source of attenuation for a propagating surface 

plasmon is Joule losses in the metal. At room temperatures there are very limited options for variation of 
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Fig. 2. Dynamical mass density (normalized to the density of 

air) calculated vs filling fraction of Al cylinders. Arrow indicates 

the filling fraction f = 0.14 of the phononic crystal studied 

experimentally by L. Zigoneanu, et al., J. Appl. Phys. 109, 

054906 (2011). At f = 0.14 we obtained the values   ρx  / ρair  = 

2.70 and ρy  / ρair  = 1.19 that are indistinguishable from those 

reported in the experiment. Insert shows the unit cell of the 

phononic crystal. 

Fig. 3. Experimental setup for observation of the effect of resonant 

coupling of Rayleigh waves.  

the propagation length. One possibility is to affect the level of dissipation through the properties of the 

substrate. In particular, we propose the use of dielectric substrates with high optical anisotropy oriented 

appropriately in order to maximize the propagation length [3,4]. We consider that the dielectric slabs on 

either side of the metal film possess uniaxial anisotropy. In order to determine the most favorable 

orientation of the optical axis of the dielectric substrates with respect to the interface, we calculated the 

propagation length. In Refs. [3,4] we analyze the plasmon propagation length over a wide range of 

frequencies, including the telecommunication wavelengths (1.3–1.6 µm) and determine which orientation 

of the optical axis is most favorable from the point of view of dissipation losses. In Ref. [3] we also 

propose a solvable Kronig-Penney model for a plasmonic anisotropic crystal. 

 

Metafluid with anisotropic mass density Here we propose a method for calculating the dynamic mass 

density tensor of a fluid with embedded lattice of solid cylinders [5]. A homogeneous fluid is isotropic, 

i.e. longitudinal sound propagates with the speed         independent of the direction of propagation. 

If, however, an anisotropic structure of solid scatterers is embedded into this fluid, the medium behaves in 

the long-wavelength limit as a homogeneous metafluid with anisotropic mass density. This kind of 

anisotropic medium with coordinate-dependent anisotropy is required for the design of an acoustic cloak. 

The method of calculation of the mass density tensor is based on our previous result for the effective 

speed of sound in phononic crystal, Phys. Rev. Lett. 91, 264302 (2003). The obtained results are shown in 

Fig. 2 for a square lattice of Al cylinders in air. The anisotropy of the lattice is due to the rectangular 

cross-section of the cylinders with an aspect ratio of 1:5.  

 

Resonant excitation of coupled Rayleigh waves The effect of coupling of Rayleigh waves through a 

narrow fluid channel was studied theoretically and compared with the experiment on acoustic 

transmission for the set up shown in Fig. 3. The Rayleigh waves propagate along the surfaces of metals. A 

fluid is apparently a weak link since the acoustic impedance of a fluid is much less than that of the metals. 

Thus, the coupling of two Rayleigh waves is a rather subtle effect that may be observed only under 

special conditions. We observed minima at the frequencies which can be calculated from a transcendental 

equation derived in Ref. [6]. This equation takes into account the effect of weak coupling. Two modes, 

symmetric and anti-symmetric have been studied in Refs. [6,7] for the 

channels formed by identical and different metals, respectively. A new 

effect of frequency cut-off for acoustic transmission has been 

predicted and observed.   

 

Josephson plasma waves in slabs of layered superconductors We studied propagation of electromagnetic 

waves within a layered type II superconductor [8]. Layered superconductors are either artificially grown 
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Fig. 4. Localization length for human ADAM10 gene measured 

in the number of base pairs. The length of the exon (intron) is 

1,030 (31,752) bps. Inset shows the fine structure of one of the 

peaks. Exon regions contain narrow bands of practically 

delocalized states. By comparison, introns contain only well-

localized states, i.e. they are insulators. 

stacks of Josephson junctions, such as Nb/Al-AlOx/Nb, or natural high-temperature superconductors, such 

as Bi2Sr2CaCu2O8+δ. We calculate the spectrum of Josephson plasma waves in a finite-thickness slab. 

Unlike most previous publications, we take into account the impedance boundary conditions and classify 

a rich spectrum of collective modes. We have found two types of eigenwaves: The “true” surface modes, 

which decay exponentially from the slab boundaries, and the waveguided modes, the fields of which 

oscillate across the layers. As an example, we also study theoretically the problem of excitation of one of 

the waveguide modes by the attenuated-total-reflection method. For certain geometrical parameters, we 

predict an interesting effect: Total suppression of specular reflection due to resonant excitation of the 

waveguided modes. 

 

Swelling kinetics of a microgel shell Here we studied experimentally and theoretically the kinetics of the 

swelling of a polymer gel -- poly-N- isopropylacrylamide (PNIPAM). The swelling of polymer gels is 

one of the classical problems in both macromolecular science and technology. The previous studies have 

focused on the swelling kinetics of solid gel structures, i.e. structures without internal cavities. What 

actually motivates this work is the current synthesis of monodisperse polymer gel shells using 

microfluidic devices. These gel shells have radii of ∼60 μm and have characteristic swelling times that 

range around several tens of seconds. The kinetics of these shells is easily measurable, but there is a lack 

of theoretical description. The study of the swelling kinetics of gels with shell structure may aid in the 

development of applications ranging from controlled drug release to cell encapsulations. In Ref. [9] we 

propose a theoretical model which is applicable to the case of a shell and obtain a good agreement 

between our theoretical and experimental results. 

 

Anderson localization of conduction electrons in DNA molecules The parts of DNA sequences known as 

exons and introns play very different roles in the coding 

and storage of genetic information. Here we show that 

their conducting properties are also quite different. Taking 

into account long-range correlations among the four basic 

nucleotides that form the double-stranded DNA sequence, 

we calculate the electron localization length for exon and 

intron regions. By analyzing different DNA molecules, we find that the exons have narrow bands of 

extended states, unlike the introns where all the states are well localized. These bands of extended states 

arise due to a specific form of the binary correlation function of the sequence of basic DNA nucleotides. 

Some results of our study based on the two-stranded model of DNA molecule are shown in Fig. 4.  

 

Memory effects in fractional Brownian motion Fractional Brownian motion (FBM) is a generalization of 

ordinary Brownian motion that has been the subject of active research because the anomalous scaling and 

the memory properties of many diffusion processes are considered to be the attributes of FBM. There are 

two important parameters associated with FBM: the Hurst exponent H and the persistent exponent  . 

These two exponents are related and it is commonly believed that      . In Ref. [10] we show that 

the relation between H and   depends on H. In particular, we prove, both analytically and numerically, 

that that within the interval  0< H < 1/3 the previous relation is replaced by                                                                    

We show that for 0< H < 1/3 the memory effect on the trajectories of the FBM are much stronger than for 
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the case of 1/3 < H < 1. The new relation means that previous studies of the FBM based on the renewal 

assumption must be reconsidered.  

Review on Anderson localization in disordered systems with correlations This recently published review 

[11] is a result of a 3-year cooperative effort with my co-authors from the Universidad Autònoma de 

Puebla (Mexico) to summarize the recent progress in the theory of Anderson localization within 

disordered systems with special correlations in the disordered potentials. It contains results on low-

dimensional systems with diagonal and off-diagonal disorder.  We also consider short- and long-range 

correlations in the tight-binding and Kronig-Penney discrete models. This comprehensive review covers 

the results obtained in the field of Anderson localization during the last 15 years. 

Future plans 

I am going to study a new mechanism of non-plasmonic enhancement of photoluminescence in hybrid 

metal-semiconductor quantum structures. This effect has been recently observed experimentally in the 

optical laboratory led by Prof. Neogi at the University of North Texas (UNT).  Our theoretical 

explanation for the experimental results is based on Coulomb interaction between the carriers in a 

semiconductor quantum well and the metallic inclusions. The enhancement has been observed for 

InGan/GaN quantum well with gold nanoparticles imbedded in the body of the quantum well. Since the 

frequency of the plasmonic resonance for Au is well below the frequency of emitted light, the known 

plasmonic mechanism of enhancement is completely ruled out. Our results show that the observed 

enhancement is due to attractive forces between the electrons and holes and neutral metal nanoparticles. 

This mechanism is a non-resonant one and may be applicable for wide-band solid state light emitters. 
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Project scope 

In direct connection to one of the department’s main thrust in functional correlated materials, this program intends to 

conduct first-principles-based theoretical studies of electronic structure and excitation properties of transition metal 

compounds that are of great scientific and technical interest.  Particular focus will be given to the physics of nano-

scale short-range correlations and effects of nano-scale disorder in these materials.  These include the newly 

discovered Fe-based superconductors, high-Tc cuprates, thermoelectric cobaltates, intercalated graphite, transition 

metal dichalcogenides, Ir-based correlated materials, and doped semi-conductors alloys.  Besides having intriguing 

properties that challenge our current fundamental understanding, these materials also possess great potential in a 

wide range of energy-related applications essential to the central missions of DOE-BES and BNL. 
 

Recent progress 

Electronic structure of Fe-based high-temperature superconductors 

The newly discovered Fe-based high-temperature superconductors has 

triggered intense investigations of this new class of materials.  This 

program has actively contributed to this rapid evolving field: 
 

1. Essential role of ferro-orbital correlation:  Our DFT solution 

indicates that the system has a strong tendency to break the degeneracy 

between xz and yz orbital (c.f.: Fig. 1) and that the higher-temperature 

structure transition is in fact an ferro-orbital order transition.  This 

“nematic” correlation leaves only one of the orbital active in boosting up 

the stiffness of C-type magnetic correlation that is intimately tied to the 

superconductivity. 
 

2. Unified picture of rich magnetic structure:  Our DFT+model 

analysis shows that the rich and variable magnetic structure in families 

of Fe-SC (C-type, E-type, and block-type) can all be understood from 

the competition between kinetic energy of the itinerant carriers, and the 

exchange energy of the local carriers, under the strong Hund’s coupling. 
 

3. Special parity-switching band folding from alternating As position:  Our DFT analysis of the effects of 

translational symmetry breaking due to alternating As position has revealed a non-trivial “parity switching” folding 

of the band structure that alter the orbital character of each bands across 1-Fe zone boundary.  The study not only 

explains the puzzling 1-Fe like neutron and ARPES spectra, but also indicates that the essential electron pockets are 

only created because of the broken translational symmetry, implying important roles of electron-lattice coupling in 

short-range correlation. 

 

4. Effects of disordered chemical substitution of Fe:  Fe-SC can be doped by substituting Fe with Co and other 

close transition metals.  The role of such a substitution has recently been under heavy debate.  Some theoretical and 

experimental studies propose that the substitution is actually isovalent and thus not doping.  We conducted the first 

DFT calculation with random disorder and clarified that the substitution does dope additional carriers, but at the 

same time, some of the itinerant carriers become more diffusive in nature.  This opens doors to potential new 

mechanisms of enhancing superconductivity. 

 

Novel first-principles methods 

Fig. 1 Leading coupling paths, and ferro-
orbital / C-type AF correlation. 
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To help investigating the short-range correlation, we 

have recently developed two methods: 
 

1. Unfolding first-principles band structure:  We 

have proposed a simple method to reveal the influence 

of broken translational symmetry (due to presence of 

impurities or long-range / short-range order) on the one-

particle propagator, by representing the propagator in 

the more periodic basis.  The information that used to be 

hidden in the wave functions is then explicitly shown in 

spectral weight. 
 

2. One-particle propagator of materials with 

disordered impurities:  Introduction of impurities 

(substitution, intercalation, vacancy) is one of the most 

common methods to trigger experimentally the rich 

behavior of correlated functional materials.  However, 

the physical effects of the accompanied disorder have 

been mostly ignored.  We have developed a first-

principles based method that allows efficient computation of averaging large systems containing disordered 

configurations.  Figure 2 shows the resulting spectral function containing clear impurity levels of local Cu moments 

and large-sized oxygen vacancy orbitals, which clearly has a strong momentum dependent (non-local) self-energy. 

 

First-principles theory for exciton propagation 

We have recently developed a new theory to describe the propagation of tightly bound excitons.  By integrating out 

the de-pair degree of freedom, the tightly bound exciton can then be viewed as a composite object, with a irreducible 

hopping kernel that gives the propagation.  This description is exact in both weak and strong coupling limit and has 

a natural approximation of high quality.  The real-space nature of the theory allows applications in lower dimension, 

or in the presence of impurities or surfaces.  It also allows a more accurate treatment of local interaction for strongly 

correlated materials. 

 

Future Plans 

Effects of nano-scale disorders in real material 

We plan to extend our study of disorders in real materials to resolve the following scientific questions: 
 

1. Effects of Fe vacancy in Fe-SC:  The newest member of the Fe-SC family is the so-called 245 system 

K2Fe4Se5.  This family is particularly interesting due to its rich behaviors and the large amount (20%) of Fe vacancy.  

With a good vacancy order, the system is known to be a magnetic insulator.  However, the system often contains 

“other region” (some considers it phase separation) that contains either no vacancy, or disordered vacancy.  It is 

currently unclear why the ARPES measurements don’t see a strong reconstruction of the band structure reflecting 

the Fe-vacancy order.  Furthermore, it is currently mostly unclear how disordered Fe vacancy would modify the 

electronic structure. 
 

2. Missing interlayer bands in intercalated graphite:  Intercalated graphite demonstrated interesting 

superconducting property.  Almost all theoretical studies points to the important role of electron-phonon coupling 

involving the intercalant band.  However, these bands are never observed in ARPES.  We plan to investigate this by 

considering the local rattling of the intercalant. 
 

3. Impurity Level and Band Gap Bowing in Doped Semiconductor:  The functionality of most semiconductors is 

derived from introduction of dopings or vacancies that give rise to the n-type or p-type carriers residing in the 

impurity levels within the band gap.  The energy of the impurity level is however difficult to calculate accurately 

with current DFT methods.  As shown in Fig. 2 above, our method allows a direct production of the impurity level, 

localized or semi-localized.  Since we have the information unfolded back to the regular normal cell, the result even 

gives direct information of the intensity of optical process involving the impurity levels.  A related well known 

phenomenon is the band gap bowing.  It is often found that the alloys of semiconductors show a smaller 

Fig. 2 One-particle spectral function of Zn1-xCuxO1-y 
showing partially ordered Cu moment and large-sized 
oxygen vacancy orbital. 
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fundamental gap than a naïve linear interpolation between the pure compounds.  A simple general microscopic 

mechanism for this observation, however, is not yet available.  At least two possible scenarios can be formulated as 

the potential mechanism.  It could be that the bowing is related to reduction of bonding-anti-bonding splitting as a 

result of frustrated kinetic energy.  Or, it could be that it is actually the impurity levels that define the band gap and 

thus controls the band gap bowing.  We plan to investigate this general property of the semiconductor alloys and 

provide a simple intuitive picture in real materials. 

 

Effects of strong short-range correlation on one-particle spectral function 

Strongly correlated materials often possess large correlation functions at short-range, regardless whether the 

correlations develop into long-range orders.  The short-range correlations should in principle manifest themselves in 

the one-particle spectral function as well.  We plan to extend our method to include fluctuating local order 

parameters and study their influence: 
 

1. Thermal fluctuation of large spin moment in paramagnetic phase:  In DFT community, paramagnetic phase is 

often restricted to the Pauli paramagnetism.  Recent ARPES measurement of the paramagnetic phase of EuO offers 

a good example of non-trivial development of one-particle spectral function within Curie paramagnetism.  We plan 

to conduct formal extension of DFT to describe the thermal fluctuation of the local moment and compute the 

corresponding one-particle spectral function.  The new theory should allow a Mott gap in the paramagnetic phase. 
 

2. Nematic phase of Fe-based superconductors above orbital/magnetic transition temperature:  The new theory 

would allow an investigation of the so-called nematic phase in Fe based superconductor.  We plan to investigate 

whether thermal fluctuation of the local order parameter can explain the experimentally observed strong nematic 

susceptibility in the absence of long-range order, and how the correlation extend to such a high temperature. 
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Project Scope 

Investigations of fundamental materials physical and chemical processes and of the microscopic 

origins of materials properties, and explorations aiming at novel materials preparation and design, 

are major thrusts of our research. This research program emphasizes  the development and 

implementation of computational and simulation methodologies of predictive capabilities, and 

their use as tools of discovery in a broad range of materials problems of fundamental and 

technological interest, with a focus on nanoscale systems, where “small is different”. Topics of 

our research and educational program include: 

1. Joint First-principles theoretical and experimental investigations of atomic-scale mechanisms 

of  mutations in DNA, involving proton-coupled electron transfer reactions of ionized DNA with 

water. The  targets of our research are reactions of one-electron ionized  A/T-rich regions in DNA  

and fundamental understanding of the sequence dependence  and  pathways of  reactions  

underlying  mutations, caused by endogenous and exogenous one-electron oxidation of A/T rich 

DNA, which are implicated in early stages  of cancer development. 

2. Investigations of metal/water cluster complexes, and first-principles explorations of the 

elementary steps of charging and water splitting reactions. These first-principles simulations, 

joint with laboratory experiments, aim at contributing to the development artificial photosynthesis 

systems.   

3. Computational explorations of the properties of confined electron systems which exhibit  

highly correlated electron states and spontaneous symmetry breaking, weak disorder in two-

dimensional electron gases underlying Wigner crystallization under fractional quantum Hall 

effect conditions, semiconducting, metal, and graphene quantum dots (QDs) at field-free 

conditions  and under the influence of magnetic fields, Aharonov-Bohm oscillations in graphene, 

edge reconstruction and edge states engineering of the properties of graphene QDs, and optical 

properties of small graphene QDs targeted for possible application in photo-voltaics. 

 

Recent Progress 

 

Proton-Coupled Electron Transfer (PCET) mechanism of thymine 

deprotonatoion   One-electron oxidation, endogenous and exogenous, of A/T-rich 

DNA leads to mutations at thymine. Experimental investigation of DNA containing 

methyl-deuterated thymine reveals a large isotope effect establishing that cleavage of this 

carbon-hydrogen bond is involved in the rate-determining step of the reaction. Extensive 

first-principles quantum simulations reveal that the radical cation (electron hole) 

generated by DNA oxidation, initially located on adenines, localizes on thymine as the 

proton is lost from the methyl group demonstrating the role of proton-coupled electron 
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transfer (PCET) in thymine oxidation. Proton transport by structural diffusion along a 

segmented “water-wire” culminates in proton solvation in the hydration environment, 

serving as an entropic reservoir that inhibits reversal of the PCET process. These findings 

provide insight into replication fork stalling in A/T-rich DNA that is implicated in early-

stage carcinogenesis. 

Figure: (A) Atomic configuration (side-view) of part of the 11-base-pair DNA duplex used in QM/MM 

simulations of the PCET deprotonation process. The central region (colored atoms) comprises the five 

base-pair segment (5′–UUAUU-3′)/(5′-AATAA-3′) is treated quantum mechanically (QM). (B) Bottom 

panel: a close-up view of the PCET reaction region. (C-E) evolution of the PCET process – (bottom) 

atomic configuration , and (top) corresponding spin-density (hole)  distributions (blue iso-surfaces) , 

illustrating initial delocalization,  and  final (E) localization on the thymine.                                                                                                        

 

Dielectrons & Hydrogen evolution in charged water clusters 

Figure: Dielectron hydrogen evolution reaction mechanism in a (H2O)105
-2

 cluster, evaluated with steered 

first-principles quantum MD simulations. 

Binding of excess electrons to 

nanosize water droplets, with a 

focus on the hitherto largely 

unexplored properties of 

doubly-charged clusters, were 

investigated experimentally 

using mass spectrometry and 

theoretically with large-scale 

first-principles simulations 

based on spin-density-

functional theory, with all the 

valence electrons (that is, 8e 

per water molecule) and excess 

electrons treated quantum 

mechanically. Singly-charged 

clusters (H2O)n
-1

 were detected 

for n = 6 - 250, and our 

calculated vertical detachment 

energies agree with previously 

measured values in the entire range 15 ≤ n ≤ 105, giving a consistent interpretation in 
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terms of internal, surface and diffuse states of the excess electron. Doubly charged 

clusters were measured in the range of 83 ≤ n ≤ 123, with (H2O)n
-2

 clusters found for 83 ≤ 

n ≤105, and mass-shifted peaks corresponding to (H2O)n
-2

 (OH
-
)2 detected for n ≥105.  

The simulations revealed surface and internal (see figure) dielectron, e
-
2, 

localization modes and elucidated the mechanism of the reaction (H2O)n
-2

 → (H2O)n-2 

(OH
-
)2 + H2 (for n ≥105), which was found to occur via concerted approach of a pair of 

protons belonging to two water molecules located in the first shell of the dielectron 

internal hydration cavity, culminating in formation of a hydrogen molecule 2H
+
 + e

-
2 → 

H2. Instability of the dielectron internal localization impedes the reaction for smaller (n < 

105) doubly charged clusters. 

 

Unified microscopic theory of pinned-Wigner-solid and liquid behavior   

of the lowest Landau-level states in the neighborhood of ν = 1/3    
Most recent microwave absorption observation showing experimental signatures associated with 

a pinned Wigner crystal in the immediate neighborhood of ν = 1/3 represents a rather surprising 

development. Using the rotating-and-vibrating electron-molecule (RVEM) theory developed in 

our earlier work, in conjunction with exact diagonalization, a unified microscopic approach was 

developed,  Our work reveals that away from the exact fractional fillings, weak pinning 

perturbations (due to weak disorder) may overcome the energy gaps between adjacent global 

states and generate pinned broken symmetry ground states as a superposition of symmetry-

conserving LLL states with different total angular momenta. The electron densities of such mixed 

states (without good angular momentum quantum numbers) exhibit oscillating patterns that 

correspond to molecular crystallites. These pinned Wigner 

crystallites represent finite-size precursors of the bulk 

Wigner-solid state. It is further shown that the emergence 

of these molecular crystallites is a consequence of the 

presence of RVEM components in the symmetry-

conserving LLL states.  
Figure: Electron densities of wave function constructed as a 

superposition of two good angular momentum eigenstates of a 

rotationally invariant Hamiltonian in the lowest Landau level (7 

electrons).  (a) the electron density corresponding to a vanishing 

coefficient  α illustrating a uniform azimuthal density for  L2 = 

63 . (b) the electron density corresponding to equal  coefficient  

α and β,  illustrating an oscillatory azimuthal density, 

corresponding to the broken symmetry  crystalline Wigner 

crystallite  state.  Underlying the  formation of the rotationally 

symmetry broken state is a pining potential caused by disorder. 

 

Planned activities: 2012 – 2013 
In addition to continuation of our current work on grapheme quantum dots, metal nanocrystals, 

and post-ionization of DNA, we plan the following studies:   

 

1. First-principles quantum simulations of charging of water nanoclusters (with up to 100 water 

molecules) through the attachment of multiple excess electrons, in the presence of solvated metal 

ions. Dependencies of the excess electrons attachment modes (surface and interior attachment) 

and of the excess-charge-limit (ecl, namely the maximum number of excess  electrons bound to a 

given cluster) as a function of the number and chemical identity of the metal ions (in particular 

valence structure), as well as a function of  the nanocluster size, will be explored. Water-splitting 

(hydrogen evolution) reactions will be investigated, as well as the effect of an externally applied 
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electric fields which are expected to distort the shape of the water naosclusters. Electric-field 

induced phase transformations will be studied.   

 

2.  Exploration of the adsorption of metal clusters (e.g. palladium clusters with 10 to20 atoms) on 

a monolayer of graphene supported on a metal substrates (e.g. Ru(0001)), with an emphasis on: 

(i) the optimal adsorption sites on the graphene/metal Moire; (ii) the nature of binding (i.e., 

cluster-induced graphene rehybridization);  (iii)  cluster isomerization and dimensionality 

crossovers (two-dimensional and three dimensional clusters), and  (iv) cluster diffusional 

characteristics. Moreover, the chemical reactivity and catalytic activity of the supported metal 

clusters will be explored, using the catalyzed oxidation of CO (to form CO2 ) as a test reaction. 
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Superconductivity in correlated and spin-orbit 
materials 
Principle investigator: Dr. Dung-Hai Lee 
Physics Department, University of California at Berkeley, and the Material 
Science Division, Lawrence Berkeley National Laboratory, Berkeley, CA 
94720. 
dunghai@berkeley.edu 

Project scope 
 
The research in this program studies superconductivity in correlated materials. 
The program focuses most heavily on iron-based superconductors, less on 
cuprates, and search for topological superconductors. The main goal of the 
proposed research on the iron-based superconductor is to understand the recent 
potential paradigm-shifting experimental results: for KyFe2-xSe2  (Tc,max=48K under 
pressure) , and a single-unit-cell-thick FeSe on SrTiO3 substrate (Tc>55K) there is 
no hole pockets at the Brillouin zone center. This is in conflict with the conven-
tional wisdom that antiferromagnetic fluctuations associated with the “stripe” 
ordering wavevector is the primary trigger of Cooper pairing. In the proposed 
research focus will be on the contribution to Cooper pairing due to magnetic 
fluctuations associated with other ordering wavevector and phonons.  For the 
cuprates focus will be on the exciting recent discovery of incipient checkerboard 
charge density ordering in (Y,Nd)Ba2Cu3O(6+x) by resonant soft X-ray scattering. 
Six years ago the PI proposed such charge density wave ordering is responsible 
for the large pseudogap. In addition, efforts will be made to understand the recent 
light induced transient superconductivity at room temperature in YBCO. For topo-
logical superconductivity the focus will be on non-centrosymmetric systems with 
large Rashba spin-orbit interaction.  

Recent progresses  
Iron based Superconductors 
Functional renormalization group (FRG) and variational Monte-Carlo calculations 
were combined to study the pairing mechanism of iron-based superconductors 
[1].  The main results indicate that, like cuprates, the iron-based superconductors 
possess many competing instabilities: superconductivity, antiferromagnetism, 
Fermi surface (Pomeranchuk) instability, and charge density wave instability [2]. 
These are shown in figure 1.  
 
FRG places the main cause of these instabilities as the high energy magnetic 
fluctuations at [1,2].  Aside from superconductivity the Fermi surface instability 
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is also interesting. It is 
found a Fermi surface 
reshaping which breaks 
the 90o rotation symme-
try of the crystal is a 
close rival of 
antiferromagnetism and 
superconductivity. This 
band version of “orbital 
order” couples to 
antiferromagnetism 
strongly hence they 
reinforce each other. 
This Fermi surface 
distortion is likely to be 
closely related to the 
growing eviden-ces of a 
non-magnetic ``nema-
tic'' state. The above 
insta-bilities are also 
confirmed by a 
variational Monte-Carlo 
calcu-lation [3]. The 
significance of this is 

the fact that, unlike FRG, the variational Monte-Carlo is an inherently strong 
coupling approach; hence the agreement reinforces the reliability of FRG.  
 

Topological 
superconductivity 
Near 1/4 doping in 
graphene 
 
The electronic insta-
bilities of near 1/4 
electron doped 
graphene was studied 
using the FRG and 
variational Monte-
Carlo method [3].  At 
1/4 doping the ground 
state is a chiral spin 
density wave exhibit-
ting quantized anoma-
lous Hall effect. When 
the doping drops 
below 1/4, the dx

2
-y

2+i 
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dxy Cooper pairing 
becomes  
the leading instability. This 
result suggests near 1/4 
electron or hole doping 
graphene is either a topo-
logical insulator or a time-
reversal breaking topo-
logical superconductor 
(see figure 2). Hopefully in 
the recent future material 
fabrication will allow the 
quarter doped graphene to 
be realized.  
 
Time reversal invariant 
topological supercon-
ductivity 
 
The condition favoring 
time reversal invariant 
topological superconduc-
tivity in systems lacking 
inversion symmetry was 
studied using FRG[4]. The 
results imply the most 
favorable condition for 
topological pairing is near 
ferromagnetic instability. 

A model calculation demonstrating this is shown in figure 3.    
 
Many non-centrosymmetric superconductors appear near antiferromagnetic 
phase rather than the ferromagnetic phase. These include CePt3Si, CeRhSi3, 
CeIrSi3 and CeCoGe3. For these materials topological superconductivity is 
unlikely. There are also many materials where superconductivity appears near 
ferromagnetism. Examples include Li2Pd3B, URhGe, HoMo6Se8, ErRh4B4, Fe 
under pressure and the interface superconductivity of LaAlO3/SrTiO3. In these 
systems topological pairing should more likely to be found. 
 
Planned activities: 2012-2013 
 
The recently discovered high Tc  in pressurized KyFe2-xSe2  [1] and single-unit-cell-
thick FeSe on SrTiO3 [2] call for an reexamination of the “conventional wisdom” 
concerning the Cooper pairing mechanism in iron-based superconductors.  
According to which the magnetic fluctuation associated with the so-called “stripe” 
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ordering wavevector, which scatters a pair of electron from the hole pockets to 
the electron pockets is responsible Cooper pairing [5]. What’s found in the new 
materials is there is no hole Fermi surfaces. As a result the stripe magnetic 
fluctuation cannot even scatter electrons among Fermi surfaces. In an earlier 
theory we proposed magnetic fluctuations associated with a different wavevector 
is responsible for the pairing in KyFe2-xSe2  [6]. If long range order associated with 
this wavevector is realized, the magnetic pattern will be checkerboard rather than 
stripe like. In addition, recently we found polar phonons in SrTiO3 can screen the 
long-range part of the Coulomb interaction and sufficiently raise Tc [7]. We 
propose to further investigate these possibilities.    
 
Six years ago we proposed a checkerboard charge density wave is responsible 
for the large pseudogap in the cuprates [4]. Very recently resonant soft x-ray 
scattering has discovered an incipient checkerboard charge density wave 
ordering in underdoped (Y,Nd)Ba2Cu3O(6+x) . This result gives one the hope that 
the understanding of the origin of pseudogap is within reach. This makes 
revisiting our proposal for the pseudogap very timely and pressing.  
 
In searching for new topological superconducting materials, focuses will be on 
non-cenrosymmetric systems with large Rashba coupling. An example is the 
recently discovered BiTeI with a very interesting Fermi surface topology. We 
propose to explore the possibility of topological superconductivity in this new 
material.  
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Production and Detection Schemes of Majorana Bound States

Principle Investigator: Patrick A. Lee
Department of Physics, MIT, Cambridge, MA 02139
palee@mit.edu

Project Scope

A Majorana fermion is a fermion which is its own antiparticle. It is sometimes described
as half a fermion because a conventional creation operator can be written as f † = a + ib, where
a and b are Majorana operators satisfying a = a†, b = b†. If a Majorana fermion is localized
in space, it is expected to obey non-Abelian statistics, i.e., the exchange of two such localized
objects lead to a new state vector in the Hilbert space, as opposed to a sign change or a change
in the phase of the wavefunction in the case of fermions or anions. These objects have attracted
great interest because they have been proposed as the first step towards fault tolerant topological
quantum computers. Regardless of potential applications, it is clear that these objects are of
fundamental interest in their own right, but up to now they have not been seen in Nature.

In solid state physics we are familiar with Bogoliubov quasiparticles in superconductors which are
superpositions of particles and holes with amplitude u and v, respectively. If |u| = |v| and if the
quasiparticles are localized, they will form Majorana bound states (MBS) and will possess all the
exotic properties described above. Under suitable circumstances, the MBS arises as a single zero
energy mode in the solution of the Bogoliubov-deGennes (BdG) equation. (It is important to
be single because two MBS will hybridize to form one fermion.) For example, in a spin aligned
px + ipy paired superconductor, a single MBS is predicted to exist as a zero mode in the vortex
core. Another example is the proposal by Kitaev that MBS exists at the ends of a chain of p wave
superconductors. Unfortunately, px + ipy superconductors are not common in Nature. The goal
of this project is to study practical schemes to produce MBS in the laboratory and to verify their
existence.

Recent Progress

While many schemes have been put forward, we have focused our attention on making
wires using materials with Rashba spin-orbit coupling and proximity coupled to a conventional
superconductor. In the presence of a magnetic field, px + ipy pairing is induced and MBS are
predicted to exist at the end of the wires. This proposal was originally made for semiconductor
nanowires by Sau et al and Oreg et al. We realized that the nanowire scheme which was originally
proposed for the strictly one dimensional situation, i.e., restricted to the lowest transverse
sub-band, is in fact readily generalized to multi sub-bands.[R1] The only requirement is that
the wire width has to be smaller or comparable to the superconducting coherence length, which
is typically thousands of angstrom. We found that MBS alternately appears and disappears as
each sub-band becomes occupied as a function of chemical potential. Furthermore, this even-odd
picture is highly robust, and remains even if the transverse width is randomized to the extent
that the notion of transverse sub-band is no longer meaningful.[R2] This opens up the quasi-one
dimensional geometry to a much broader class of materials than the nanowires.
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FIG. 1: (a) Proposed geometry to create Majorana bound states (MBS). Superconductivity is induced in
the Au film and in the surface states on the top Au (111) surface by proximity effect. Upon application of a
magnetic field parallel to the wire, MBS appears at the wire ends. The requirement is simply that the film
width is smaller than the superconductivity coherence length. (b) Phase diagram for the topological regime
(red color) which supports MBS as a function of chemical potential µ/t where t is the hopping parameter
and parallel magnetic field B/∆ where ∆ is the induced pairing gap. For example, at a fixed chemical
potential, MBS appears and disappears as a function of B. A first step to detect MBS is by tunneling to
observe a zero bias peak as shown in (a).

We went on to study the effect of disorder on the various schemes to produce MBS.[R3] We found
that the Fu-Kane scheme using topological insulators is immune to disorder, because that system
preserves time reversal symmetry, and a form of Anderson theorem holds. In contrast, the scheme
using Rashba and magnetic field breaks time reversal, and impurity is pair breaking. The strength
of the pair breaking depends crucially on the relative size of Rashba energy and the Zeeman splitting
due to the magnetic field. If this ratio is small, the induced superconductivity is hyper-sensitive to
disorder, i.e., the induced gap closes even if the mean free path is much greater than the coherence
length. Unfortunately, the semiconductor nanowire is in this regime. Due to the relatively large
cross-section of the nanowire, the Rashba energy which comes from the surface effect is very small,
estimated to be 50 µV or 0.5 K. This means that all other parameters need to be optimized to see
the MBS, and even then very low temperature of order mK will be needed.

We then turn to look for other systems where the Rashba energy scale is much larger.[R4] A
promising example we found is the well studied surface state on the (111) surface of Au and Ag.
The Rashba splitting of the parabolic surface state in Au was measured by ARPES to be of order
20 meV, several hundred times larger than that of the semiconducting nanowires. Furthermore,
we found that the even-odd appearance of MBS persists up to many sub-bands. (See Fig. 1b.)
We propose a simple structure where a thin film of Au of width one to two thousand angstrom is
deposited on a conventional superconductor (Fig. 1a.). When a magnetic field is applied parallel to
the length of the film, MBS are predicted to appear and disappear at the ends of the long film as a
function of the magnetic field strength. We are currently collaborating with Jagadeesh Moodera’s
group at the Magnet Lab at MIT to develop this idea experimentally.
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Besides the creation of MBS, an important question is how to detect them once they are created.
The first step is likely to be the observation of a zero bias peak in the tunneling spectrum.
Indeed, a recent experiment reporting the signature of MBS is based on the observation of
the zero bias peak under certain conditions. However the predicted signature that the peak
conductance should reach 2e2/h [R5] has not yet been verified. The next key experiment will
likely be the verification of the so-called 4π Josephson effect, first pointed out by Kitaev. Due to
the existence of a zero energy quasiparticle, there should be a Josephson current which depends
on the pair phase φ as J0 sin(φ/2), in addition to the conventional Josephson current J sin φ.
We have studied the robustness of this prediction in the presence of the so-called mini-gap
states located at the ends of the wire.[R6] We have found from our studies of multi-channel
wires that with the filling of every two sub-bands, a new low energy quasiparticle appears.[R2]
Thus the MBS in generally accompanied by in-gap fermion states which are called mini-gap
states. We have found numerically that the level spacing scales as ∆√

N
where N is the num-

ber of filled sub-bands. The presence of these mini-gap states is a cause of concern for the
robustness of the 4π Josephson effect. In pub. (R6) we showed in a general model where
mini-gap states exist on both sides of the tunnel junction and are coupled to the MBS with
arbitrary strength, the 4π Josephson effect survives. However, its amplitude is suppressed at
finite temperatures by thermal excitations to the mini-gap states and we predict that at finite
temperatures, the 4π Josephson effect is exponentially suppressed once the temperature exceeds
the mini-gap spacing. This makes the 4π Josephson junction difficult, but not impossible to detect.

Planned Activities

Recent reports by the Delft group and several others reporting a “signature” of Majorana
bound states have generated a great deal of excitement in the community. The main observational
evidence is the appearance of a zero bias peak which appears in certain ranges of gauge voltage
and applied magnetic field parallel to the nanowires. We are suspicious of this claim because based
on our previous work, we think that the Rashba coupling in the InSb wires are too weak and the
disorder too strong to support MBS. We have been carrying out simulations of the quantum wires
using realistic parameters and we are finding that zero bias peaks are fairly common features.
They may occur because the disorder is pair breaking in the presence of a magnetic field and can
induce low energy bound states in the gap. We will continue this study and try to gain more
understanding of this phenomenon analytically.

I also plan to explore realization of MBS beyond electronic systems. An interesting possibility is
to use cold atoms. It has been demonstrated that artificial gauge magnetic field and spin-orbit
coupling can be generated using a two photon Raman transition. Recently, my colleague
Martin Zwierlein and collaborators have applied this to a degenerate Fermi gas of Li atoms
and observed the Rashba split bands by a special form of spectroscopy. Their Hamiltonian
corresponds to an equal sum of Rashba and Dresselhaus terms. I have been discussing with
them the possibility of creating quasi-one dimensional confinement of the Li gas and creating
MBS at chain ends. An interesting twist is that the gas is generally confined by a smooth
parabolic potential along the chain. As a result, one expects transitions between segments where
even and odd number of transverse sub-bands are occupied. The MBS will then live at the
junction of these segments. We plan to do some calculation to optimize the length L of the
sub-band segments which can be controlled by tuning the parabolic potential. If the segments
are too long the MBS will be accompanied by many long energy sub-gap states whose energy
spacing will scale as 1/L. If the segments are too short, the MBS will tunnel and annihilate
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each other. It will be useful to estimate what the optimal segment length is. The advantage
of the cold atom system is that the Rashba energy can be controlled and disorder is less of
an issue. As a first step, the MBS can be observed as zero energy states by a special form
of spectroscopy which amounts to a form of photoemission spectroscopy. This is not a con-
clusive demonstration of MBS and I plan to explore ways to find more definitive signatures of MBS.
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Studies of the Marginally Jammed Solid 
Andrea J. Liu, University of Pennsylvania 

ajliu@physics.upenn.edu 
 
Project Scope: 
A collection of idealized spheres can jam into a disordered solid when it is compressed at 
zero temperature and zero shear stress.  Our work has shown that this jamming transition 
is singular, in that the number of inter-particle contacts at the transition is exactly the 
minimum number needed for mechanical stability.  In the manner of an ordinary critical 
point, this singularity controls the harmonic as well as the anharmonic properties of the 
solid in the vicinity of the transition.  Our project addresses the following questions:  (1) 
How does the system behave when pushed beyond the harmonic regime so that 
anharmonic effects become important?  Our preliminary results show that the most 
anharmonic vibrational normal modes are at low-frequency where they are quasi-
localized.  These modes are exquisitely sensitive to stress or temperature because they 
have low energy barriers to particle rearrangements.  Can these modes be used to predict 
where local failure might occur? Can we predict from the harmonic spectrum or the 
anharmonic response how close a system is to the edge of failure?  At the jamming 
transition, anharmonic effects diverge.  How do they evolve as the system is compressed 
above that transition? (2) What is the effect of temperature?  Could the anharmonic quasi-
localized modes herald the existence of two-level systems or dynamical heterogeneities?  
How is the jamming transition related to the glass transition?  (3) How do generalizations 
of the model, such as non-spherical particle shapes, attractive interactions and three-body 
interactions affect the picture developed for idealized spheres? 
 
Recent progress: 
Heat transport in model jammed solids: 

We calculated numerically the normal modes of vibrations in three-dimensional 
jammed packings of soft spheres as a function of the packing fraction and obtain the 
energy diffusivity, a spectral measure of transport that controls sound propagation and 
thermal conductivity. The crossover frequency between weak and strong phonon 
scattering is controlled by the coordination and shifts to zero as the system is 
decompressed toward the critical packing fraction at which rigidity is lost. We present a 
scaling analysis that relates the packing fraction dependence of the crossover frequency 
to the anomalous scaling of the shear modulus with compression. Below the crossover, 
the diffusivity displays a power-law divergence with inverse frequency consistent with 
Rayleigh law, which suggests that the vibrational modes are primarily transverse waves, 
weakly scattered by disorder. Above it, a large number of modes appear whose 
diffusivity plateaus at a nearly constant value before dropping to zero above the 
localization frequency. The thermal conductivity of a marginally jammed solid just above 
the rigidity threshold was calculated and related to the one measured experimentally at 
room temperature for most glasses. 
 
Anharmonicity and quasi-localization of the excess low-frequency vibrations in jammed 
solids: 
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A starting point for understanding any solid is a calculation of its harmonic 
vibrational excitations. However, many important properties require an understanding of 
anharmonic effects as well. For example, in a crystal, heat transport and thermal 
expansion are governed by anharmonic coupling of the modes. Anharmonic effects 
become even more essential when one considers how a solid, be it crystalline or 
amorphous, disintegrates and loses rigidity. Such behavior requires the system to depart 
from the harmonic regime as it continually moves over potential-energy barriers to 
explore different configurations.  We studied harmonic and anharmonic properties of the 
vibrational modes in 3-dimensional jammed packings of frictionless spheres interacting 
via repulsive, finite-range potentials.  A crossover frequency is apparent in the density of 
states, the diffusivity and the participation ratio of the normal modes of vibration.  At this 
frequency, which shifts to zero at the jamming threshold, the vibrational modes have a 
very small participation ratio implying that the modes are quasi-localized.  The lowest-
frequency modes are the most anharmonic, with the strongest response to pressure and 
the lowest-energy barriers to mechanical failure. 
 
Mapping the slowdown of the dynamics of soft spheres onto hard sphere behavior: 

Relaxation in a liquid proceeds by numerous pathways that each depend on 
temperature and pressure.  It has remained an enduring challenge to delineate different 
modes of relaxation and to bring them into a common framework where they can be 
treated on a common footing.  To reach such a goal, it is necessary to understand what 
combinations of variables control liquid dynamics in different regimes of temperature 
and pressure.  We have shown that dynamics of soft repulsive spheres near their glass 
transition can be described in terms of the dynamics of hard spheres by introducing an 
effective hard sphere diameter that is determined via the Andersen-Weeks-Chandler 
approximation.  We have shown that this approximation, which is known to describe 
static properties of liquids remarkably well, also describes a dynamical quantity, the 
relaxation time.  These results indicate that the dynamics of soft spheres depend on an 
effective free volume in a universal way. 
 
Soft spots in disordered packings 
Like liquids, solids can flow under applied shear stresses.  Crystalline solids flow via rare 
rearrangements controlled by a population of lattice defects, namely dislocations.  In 
disordered solids, rearrangements tend to be localized, but despite several decades of 
effort, there has been no obvious way to identify defects that might control them.  Can 
these rare localized rearrangements occur anywhere, as in a liquid, or do glasses possess a 
population of “soft spots,” analogous to dislocations in a crystalline solid, which are 
structurally distinct and susceptible to rearrangement?  We used quasilocalized low-
frequency modes, previously identified (see first paragraph above) to have unusually low 
energy barriers to rearrangements, to identify a population of soft spots.  We showed that 
rearrangements occur at soft spots, that the soft spot population evolves slowly compared 
to the time between rearrangements, and that they are structurally different from the rest 
of the system, suggesting that soft spots are good candidates for the elementary defects 
that control flow in disordered packings. 
 
Future plans:   
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 We are currently studying the nature of rearrangements under mechanical load, 
focusing on how they depend on the conditions under which load is applied and their 
connection to the low-frequency density of vibrational states. This will allow a better 
understanding of plastic flow in disorder solids as well as a direct comparison with the 
low-temperature properties of glasses where there is also an excess number of low-energy 
excitations.   
 We wish to continue our study of anharmonic effects near the jamming threshold.  
In particular we are interested in see how the stability of the amorphous solid is 
influenced by anharmonicity. 
 We are interested in seeing how plane waves affect the normal modes of vibration 
in a jammed system.  This will be achieved by looking at the entire system as a crystal 
with a very large unit cell.  The plane waves will then coexist with quasilocalized modes 
in the same frequency range.   
 We will continue to simulate the affect of small temperatures and small applied 
shear stresses on a model system that is close to the transition at Point J.  This has to do 
with the shear modulus mentioned above but we also will continue to study how the 
relaxation time varies with temperature and pressure near the onset of jamming.  We are 
interested in studying the affect of shear stress on the first peak in g(r) to see if it behaves 
in the same way as it does due to an increase in the pressure.  In the case of pressure, this 
was observed in experiment as well as simulation.  We would like to see if the effect of 
shear can also be seen in experiment.  
  We will also continue to study soft spots identified from low-frequency 
quasilocalized modes, to determine how robust they are to thermal fluctuations. 
 

 
A list of papers resulting from DOE sponsored research since 2009:   
1. “Energy transport in jammed sphere packings,” N. Xu, V. Vitelli, M. Wyart, A. J. Liu 
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2. “Normal modes in model jammed systems in three dimensions,” L. E. Silbert, A. J. Liu 
and S. R. Nagel, Phys. Rev. E 79, 021308 (2009). 
3. “Thermal vestige of the zero-temperature jamming transition, ”Z. Zhang, N. Xu, D. T. 
N. Chen, P. Yunker, A. M. Alsayed, K. B. Aptowicz, P. Habdas, A. J. Liu, S. R. Nagel 
and A. G. Yodh, Nature 459, 230 (2009). 
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Theory of Materials Program 
Principal Investigator:  
Prof. Steven G. Louie – Physics Department, UC Berkeley, and Materials Sciences Division, Lawrence Berkeley 
National Laboratory, Berkeley, CA 94720     Email:  sglouie@berkeley.edu 

Co-Principal Investigators:   
Prof. Marvin L. Cohen – Physics Department, UC Berkeley, and Materials Sciences Division, Lawrence Berkeley 
National Laboratory, Berkeley, CA 94720       Email:  mlcohen@berkeley.edu 

Prof. Dung-Hai Lee -- Physics Department, UC Berkeley, and Materials Sciences Division, Lawrence Berkeley 
National Laboratory, Berkeley, CA 94720        Email: dhlee@berkeley.edu 

Dr. Jeffrey B. Neaton (newly added) – The Molecular Foundry and Materials Sciences Division, Lawrence Berkeley 
National Laboratory, Berkeley, CA 94720      Email:  jbneaton@lbl.gov 

Dr. Lin-Wang Wang (newly added) – Materials Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, 
CA 94720        Email: lwwang@lbl.gov 
Project Scope 
The goal of this program is to understand and compute material properties and behaviors, covering a range of 
systems that include complex materials, surfaces and interfaces, nanostructures, superconductors, and strongly 
correlated electron systems. Novel materials and new concepts are explored.  A variety of theoretical techniques is 
employed, ranging from first-principles electronic structure methods and many-body perturbation theory approaches 
to new conceptual and computational frameworks suitable for complex materials/nanostructures and strongly 
interacting systems.  One emphasis is to investigate realistic systems employing microscopic first-principles 
approaches, including many-electron effects. Model systems are also examined.  Close collaboration with 
experimentalists is maintained.  Another emphasis is to push theory beyond the Landau paradigm toward a 
framework suitable for very strongly correlated systems. New phenomena, new phases, and new organization 
principles may be discovered.  Equally important is the development of computational methods suitable for 
increasingly complex materials and strongly correlated materials. 

Recent Progress 
Activities since 2009 covered several areas including: topological insulators; many-electron effects in graphene 
structures; transport through single-molecule junctions; superconductivity; electron-phonon interactions; 
photovoltaics; quantum spin Hall systems, strongly correlated electron systems; new theoretical and computational 
methods.  Since Neaton and Wang have been part of this program for only past weeks, we describe here 
publications and progress made before their joining.  Since 2009, seventy (70) papers were published by the 
program which included 15 Phys. Rev. Letters, 4 Nano Letters, 1 Nature Physics, 1 Nature Nanotech., 1 PNAS, 17 
Phys. Rev. B, etc.  Some selected results are: 

• Ab initio studies of topological insulators, leading to accurate surface-state spin texture 
• Explored new phases of matter (e.g., under pressure or magnetic field) and cold atoms in optical lattices 
• Ab initio theory of quasiparticles in graphene systems, explained ARPES and STS measurements 
• Predicted “artificial graphene” from patterned 2D electron gas (now verified by experiment) 
• Discovered a transformation mapping graphene in a 1D magnetic field to that in an electric field 
• Predicted strong excitonic effects in graphene and bilayer graphene (now confirmed by experiment) 
• Discovered the novel phenomenon of anti-screening in carbon nanotubes and other 1D systems 
• Theory of edge states and structure and dynamics of atoms on graphene edges, explaining experiments 
• Improved methods for ab initio calculations of ground- and excited-state properties of materials 
• Development of public domain codes: the EPW code for electron-phonon coupling and the BerkeleyGW code for 

excited-state (spectroscopic) properties 
• Ab initio theory of charge/thermal transport through single-molecule junctions, explaining experiments  
• Showed localized metal-induced gap states as origin of noise in SQUIDs and superconducting qubits 
• Electron-phonon coupling and Eliashberg theory of superconductivity in doped and layered systems 
• Ab initio study of electron-phonon renormalization of properties of solids, including iron pnictides 
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• Theory of behaviors of Dirac fermions of topological insulators in curved 2D spaces 
• Studied the effects of interaction on quantum spin Hall insulators 
• Exploration of optical properties of materials for photovoltaics 

Future Plans 
Planned activities focus in these areas:  superconductivity and superconductor/insulator interfaces; excited states of 
novel materials, interfaces, and nanostructures; methodology developments; new phases of matter; and transport 
through molecular and nanostructured junctions.  Some selected projects include: 

A new class of states, “symmetry protected topological states” (SPT states), will be explored, in particular the nature 
of phase transition between topologically trivial and non-trivial phase, and the relation between free Fermion SPT 
states and bosonic SPT ones.  We will also study the magnetic properties of iron-based superconductors for possible 
connection between magnetism and superconductivity, and investigate the nature and possible control of local 
magnetic states at superconductor-insulator interfaces to eliminate a critical noise source in such systems. 

Excited-state properties (quasiparticle and optical spectra) of novel materials (e.g., topological insulators), defects 
(e.g., NV- centers), nanostructures (sheets, tubes, ribbons), and systems relevant to energy research will be 
investigated.  We will continue development of theories and algorithms for ab initio excited-state calculations, in 
particular, development of methods appropriate for open-shell systems and those going beyond the standard GW 
approximation (e.g., the cumulant expansion technique) for accurate satellite structures in valence and core spectra.  
The effects of matrix elements on the photoelectron spectra from Dirac fermions will be investigated and calculated. 

Calculations of electronic and transport properties of molecular junctions and well-defined inorganic-organic 
interfaces will be performed, as well as development of viable frameworks for predicting current-voltage (I-V) 
characteristics of open systems at finite bias voltage. Interface geometries, level alignment, currents, current-induced 
forces, and absorption properties for experimentally-relevant junctions will be explored.  
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Geometric phases and topological effects in graphene and 
magnetic systems  
Principle investigators:  Allan H. MacDonald, Qian Niu, Zhenyu Zhang, Physics Department 
University of Texas, Austin TX 78712:  macd@physics.utexas.edu  

 
Project scope 
  
This research project focuses on the electronic properties of crystals in which the orbital 
chararacter of band states changes rapidly with wavevector.  These materials tend to have large 
momentum space Berry curvatures and Berry phases, and can have topological order.  The 
project has in the past made important contributions to progress by emphasizing the important 
role played by geometric phases in the anomalous Hall effect.  The project’s scope encompasses 
both the momentum space Berry phases of perfect crystals, real-space Berry phase effects 
associated with quasiparticle Hamiltonians that change slowly on an atomic length scale, and 
geometric phases that involve a mixed dependence on position and momentum.  Space-
dependent Hamiltonians are normally associated with order-parameter textures.  Our current 
focus is on electronic properties associated with order-parameter textures in ferromagnetically and 
antiferromagnetically ordered metals, and on the physics of Dirac-like two-dimensional electron 
systems including those that occur at the surface of three-dimensional topological insulators and 
in graphene single-layer and multilayer materials.  The single layer and multi-layer graphene case, 
in which phase differences between Bloch state projections onto different sublattices have a 
strong momentum dependence, has been a particularly strong focus because these two-
dimensional electron systems are exceptionally robust and because they are describable by a 
variety of distinct simple models over a very broad range of energy.  Graphene-based two-
dimensional electron systems exhibit an extremely wide variety of properties, depending on 
doping, gating, and in the multilayer case also stacking arrangements. Our program also includes 
a strong interest in the growth of materials with interesting momentum or real space structures, 
including graphene and graphene multilayers and topological insulators.   
 
   
Recent progress 
  
Engineering Topological Phases in Graphene Systems 
 
We have investigated the possibility of engineering various topological phases in 
graphene systems. (1) Previously we found that when both Rashba spin-orbit coupling 
and Zeeman field are present, a nontrivial bulk gap opens to host a quantum anomalous-
Hall state. This is now substantiated by our first principles study of adsorbing magnetic 
metal atoms on graphene. (2) In bilayer graphene, an interlayer potential difference 
breaks inversion symmetry and opens a bulk gap to support the quantum valley-Hall 
state. We show that Rashba spin-orbit coupling can induce a topological phase transition 
from the quantum valley-Hall effect to a Z2 topological insulator. When the Zeeman field 
is also included, a rich variety of topological phases emerge. (3) If the interlayer potential 
difference varies spatially, a topologically protected 1D state arises along domain walls. 
Based on the Green’s function technique and Landauer-Buttiker formula, we demonstrate 
that this type of topological 1D state exhibits zero bend-resistance and extremely long 
mean free path in relatively clean samples. We further point out that this topologically 
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protected 1D state can be tailored in graphene nanoroads in boron nitride sheets. In a 
four-terminal set up, our numerical results indicate that this 1D state obeys a current 
partition law, which is only dependent on the angle of incidence. (4) In a gated trilayer 
graphene, we show that unbalanced edge modes can appear along zigzag boundaries. 
(5) We have also investigated Valley-selective circular dichroism of monolayer 
molybdenum disulphide, an effect that we predicted before for a single layer graphene 
with AB sublattice symmetry breaking, which has been investigated extensively 
experimentally. 
 
 
Suppression of grain boundaries in the epitaxial growth of graphene on metals 
 
Grain boundaries (GBs) are widespread undesirable defects in epitaxial graphene 
samples grown on metal substrates like Cu.  Using density functional theory calculations, 
we have established that misorientations of carbon islands nucleated on a Cu(111) 
surface leads to the 
formation of GBs as the 
islands coalesce. We 
have proposed a two-
step kinetic pathway to 
effectively suppress the 
formation of GBs. In the 
first step, large aromatic 
hydrocarbon molecules 
are deposited onto a 
superstructured Cu-Mn 
alloyed surface to seed 
initial carbon clusters 
with a common 
orientation; in the second 
step, the seeded islands 
are enlarged through 
normal chemical vapor 
deposition of methane to 
form a complete 
graphene sheet. This 
approach promises to 
overcome a fundamental 
obstacle which has stood 
in the way of large scale 
single-crystal graphene 
fabrication.  
 
 
Graphene Cavity QED 
 
The Dicke model of 

Figure X: (a) and (b) llustrations of the Cu (111) 
substrate and graphene structures.  The yellow 
and red dashed lines show respective high-
symmetry axes. (c) and (d) Illustrations of two 
geometries where a 7CR carbon cluster has a 
high-symmetry orientation on the Cu(111) 
surface. In (c), the edge C atoms reside at the 3-
fold hollow sites; in (d), the edge C atoms are at 
the bridge sites between two surface Cu atoms. 
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cavity quantum electrodyamics (CQED) is approximately realized in condensed matter 
when the cyclotron transition of a two-dimensional electron gas is nearly resonant with a 
cavity photon mode.  Graphene is an attractive material for realization of the strong 
coupling CQED limit because its cyclotron resonance frequency is lowered and disorder 
effects reduced when its Fermi level is displaced from the Dirac carrier-neutrality point.  
Because of graphene’s linear band crossing, minimal substitution in the Dirac model leads 
to a theory of light-matter coupling which is linear in the electric field.  Along with 
collaborators from Scuola Normale is Pisa Italy we have examined the theory of graphene 
cavity cyclotron resonance, showing that a dynamically generated quadratic term 
neglected in previous work plays an essential role.  The presence of this quadratic term 
implies that the superradiant quantum phase transition, which famously occurs in Dicke 
models of CQED, cannot occur in graphene.  We have been able to derive an analytic 
expression for the Fermi-level dependence of the quadratic coupling term for the case of 
a graphene two-dimensional electron gas in the presence of a quantizing external 
magnetic field.  
 
III. Planned activities: 2012-2013  

Exchange Coupling between Magnetic Nanoparticles Mediated by Dirac 2DEG’s 
 
We are in the process of studying the properties of magnetic particles on the surface of 
two-dimensional Dirac-model systems.  A fairly exhaustive study of cobalt nanoparticles 
on a gatable graphene substrate has been completed.  We have found that the exchange 
interactions between cobalt and graphene have sublattice-independent and sublattice-
dependent components.  Graphene mediated interactions between two different cobalt 
nanoparticles can therefore be sublattice dependent. The strength and the sublattice 
dependence of the exchange interactions can be tuned by external gate voltages, 
although the change in the exchange interactions is generally smaller than the magnetic 
anisotropy of individual nanoparticles.  Separately we have explored a novel and 
promising approach to effectively introduce local magnetic moments and long-range 
ferromagnetic order in graphene, via n-p codoping, by exploiting charge-compensated co-
doping of non-magnetic B and magnetic Ni. 
 
 
Casimir Forces Between 2D Dirac systems 
 
We are developing the theory of Casimir interactions between two-dimensional Dirac 
systems, for example the interaction between graphene sheets, in the quantum Hall 
regime.  Because the current-current correlation functions in this regime can be 
dominated by their Hall conductivity responses, Casimir interactions can be repulsive.  
We are also exploring the possibility that separate contacting between nearby two-
dimensional electron gases can enable electrical measurement of Casimir forces.   
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Many-body effects in chiral electron transport 

Principal Investigator: Dr. Eugene Mishchenko 
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Project scope 

We study physics of chiral electron states, whose properties depend on the direction of electron 
propagation. Such states exist in a variety of practical realizations: two-dimensional electron gas 
in semiconductor quantum wells with spin-orbit interaction, Dirac fermions in graphene (2D) or 
carbon nanotubes (quasi-1D), protected surface states in topological insulators, etc. The 
emphasis is on investigating transport phenomena and effects of electron-electron interactions 
from a general perspective, on elucidating features common to various chiral systems, and on 
applying to newer materials the techniques previously successful for other chiral systems. As an 
example, the method of transport equations used by us in 2004-2005 to study spin Hall effect 
was subsequently applied to the problem of optical conductivity in graphene, within the scope of 
this project. The PI was the first who pointed out (in 2008) that the interaction corrections to the 
optical conductivity are suppressed by roughly two orders of magnitude despite the largeness of 
the coupling constant. This spectacular prediction led to an earlier vigorous debate at workshops 
and seminars and in publications (Herbut, Juricic, Vafek, 2008, 2010) before being accepted by 
the theorists (Sheehy, Schmalian, 2009; Sodeman, Fogler, 2012), and in agreement with multiple 
experiments (Basov et al, Geim et al, Heinz et al, 2008). Among specific problems currently 
studied are: properties of collective plasmon modes in graphene, effects of resonant impurities 
on properties of graphene and topological insulators, the role of many-body effects on the optical 
properties of carbon nanotubes. We employ broad range of methods including quantum transport 
theory based on kinetic equations, diagrammatic technique, hydrodynamics of electron liquid, 
etc. Both analytical as well as numerical approaches are utilized. As far as the fundamental 
physics is concerned, our main effort is to study transport phenomena and effects of electron-
electron interactions from a general perspective of elucidating features common to various chiral 
systems. 

 

 

Recent progress  

Nanotubes: Luttinger Liquid effects in the optical absorption  

The tunneling density of states of the massless (linear) bands in metallic carbon nanotubes is 
well-known to have power-law energy dependence characteristic of Luttinger Liquid behavior. It 
is also established (by Balents, 2000), though not as well known, that the massive (gapped) 
subbands undergo a similar many-body renormalization. This is the result of coupling to multiple 
low-energy bosonic excitation (plasmons). For both kinds of particles the ensuing effect is the 
suppression of the density of states by electron-electron interactions. Motivated by the fact that 
optical measurements are relatively simpler than the tunneling experiments we addressed the 
question whether Luttinger Liquid behavior could be observed in optical transitions, FIG. 1. 
Surprisingly, the suppression of the density of states of both the massless and massive 
subbands is overcompensated by the enhancement due to vertex corrections, in case of the 
transverse polarization of photons, FIG 1b). The resulting absorption probability, being a simple 
step-function for non-interacting electrons develops a power-law frequency dependence, 
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( ) ~ ( )A γω ω −−∆ , where 0.2γ ≈ for typical 

nanotubes. In case of longitudinal photon 
polarization the vertex corrections exactly 
compensate the self-energy suppression 
and the many-body effects cancel to the 
leading order. 

 

Graphene: Plasmonics of p-n 
junctions 

Spatial separation of electrons and holes in 
graphene gives rise to the existence of 
novel quasi-one-dimensional plasmon 
waves confined to the boundary region. 
Theory of such guided plasmon modes 
within the hydrodynamics of electron-hole 
liquid has been developed for both 
monolayer and bilayer graphene structures. 
For plasmon wavelengths smaller than the 
size of charged domains plasmon 

dispersion is found to be 
2 ( ) ~q Eqω in case of a monolayer. Plasmons propagating in bilayer 

graphene reveal a much greater variety of their spectral properties, as both the ungapped as well 
as gapped (of particular interest to potential applications) cases have been studied. In particular, 

plasmons in ungapped bilayer graphene typically have a gap 
*~ / ~ 2 3 eE m d meV− . 

Frequency, velocity and direction of propagation of guided plasmon modes can potentially be 

controlled by both the direction and magnitude of the external electric field E
r
. Among the most 

promising applications of plasmons in p-n junctions we envisage the possibility of a plasmon 
transistor. In particular, by simply switching the electric field on and off across the flake 
propagation of plasmons can be facilitated or prevented. We have further studied additional 
gapless magnetoplasmon excitations in the presence of magnetic field.  

Graphene: Resonant impurities 

The limit of infinitely strong inpurities (unitary limit) in graphene is known to lead to qualitatively 
new effects compared with conventional metallic systems.. One of them is the long-

range,
1~ ( ln )r r −
, interaction between adatoms on graphene. We considered another realization 

of the unitary limit, a finite-size impurity, whose depth is tuned in such a way that the wavelength 
induced by the imourity becomes of the order of the size of the defect. In particular, we 
calculated the density of graphene electrons induced by the defect both for undoped (intrinsic) 
and doped graphene, where Firdel oscillations develop. Far from the resonance, as long as the 

scattering length is much smaller than the distance l r<<  the density decreases as 
3r− from the 

impurity. At the resonance l r>>  the behavior changes to 
2r− . Finally, very close to the 

resonance when the ratio of the scattering length to the radius of the defect R  becomes 
logarithmically large, ln( / ) 1l R >> , the induced density becomes logarithmically suppressed, 

2 / ln( / )r l R−
. 
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FIG. 1. Processes responsible for the optical 

absorption in metallic nanotubes. a) Polarization 

along the NT axis: only transitions with no change of 

the angular momentum are allowed, i.e. 11E . The 

transition is indicated by the dashed line. b) 

Polarization perpendicular to the NT axis, the change 

of angular momentum is required. The processes 

involving right-moving massless particles are 

indicated. At zero temperature the transitions 10E and 

01E are contributing to the optical absorption.  
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Planned activities: 2012-2013 

Nanotubes: The above described many-body enhancement of the optical absorption is only the 
first step towards developing a comprehensive theory that could be offered to experimentalists 
for verification. The corresponding probability has been calculated with respect to the local 
electric field. What is measured in experiments, however, is the response to the external field. 
The two fields for the transverse polarization of light are related by the depolarization factors. In 
systems of higher dimensions the relation between the two are routinely found from Random 
Phase approximation. Naïvely, thinging within RPA would lead to a power-law suppression (with 
the same exponent γ ) with respect to the external field. It is obvious however, that the RPA, by 

missing the correlations between different polarization loops, fails to account properly for many-
body effects in the massive subbands. Developing a 
proper description of the correlation effects is one of 
our immediate projects.  

In a separate but closely related project we are 
going to study the interplay between LL behavior of 
the gapless and gapped subbands in the formation 
of excitons in metallic nanotubes for the longitudinal 
polarization of photons. Though the many-body 
effects cancel in the leading approximation, taking 
into account the finite spatial separation of electron-
hole pairs leads to interaction corrections that 
should modify exciton binding energy. While the 
existence of excitons in metallic nanotubes has 
been established experimentally by T. Heinz’s group 
no comprehensive theory including correlation 
effects has been developed so far.  

Graphene: a) he existing theory for strong 
(resonant) impurity centers in graphene manifestly 
fails to take into account interaction effects. On the 
other hand, the exciting predictions of long-range 
coupling of resonant impurities warrant investigation 
whether the effects predicted survive when the 
interaction effect are considered. The resonant 
impurity is typically treated within the Fano-
Anderson hybridization model. The role of 
interactions is anticipated to be two-fold. First, the 
usual Hubbard coupling for localized states needs to 
be taken into account. Second, the itinerant electron 
density induced by the impurity produces long-range 
Coulomb fields weakly screened in an undoped 
graphene that could be expected to affect the long-
range interaction between adatoms. 

b) The resonant impurity effects in graphene 
originate in the vanishing of the density of states that 
leads to the infinite lifetime of the localized state 

with 0ε = . This is a situation when the Hubbard 
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Bilayer graphene flake is placed in electric 

field that separates p and n regions. 

Guided plasmons propagate along the 

dashed line and decay in the 

perpendicular. b) Schematic picture of the 

electron band structure: in equilibrium the 

sum of the electrostatic potential and 

kinetic energy of electrons (at the Fermi 

level) is constant. Vertical arrows indicate 

possibility of optical absorption with a 

given frequency: while possible near the 

center of the flake (green arrow), such 

transitions are forbidden (red arrows) 

when both initial and final states are empty 

or occupied. 

174



interaction could result in the appearance of a well localized spin-½ state. The resonant coupling 
between two impurities could then be expected to result in the effective (Casimir-like) long-range 
interaction between spins, with interesting consequences for magnetic impurity ordering. 

c) In 2008 the PI published a paper addressing the singular behavior of the polarization operator 

of Dirac fermions ( , )qωΠ near the threshold of electron-hole excitation, qvω = . The conclusion 

was achieved that the vertex corrections (representing the exciton-type interaction in the final 
state) in fact are dominant over the bubble-type RPA corrections, which is a consequence of the 
largely unscreened nature of the Coulomb interaction in graphene. The pioneering 2008 work did 
not take into account the electron-electron interaction-induced curvature of Dirac spectrum. Over 
the course of the last two years the experimental advances made it possible to study absorption 
in graphene at finite wave-vectors and thus made more detailed investigations of the polarization 

function ( , )qωΠ of acute interest. We are going to reexamine this problem, this time taking 

effects of spectrum curvature into account in order to make relevant experimental predictions. 
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Modeling the Self-Assembly of Ordered Nanoporous Materials 
 
Principal Investigator: Peter A. Monson 
Department of Chemical Engineering 
University of Massachusetts 
monson@ecs.umass.edu 
 
Co-Principal Investigator: Scott M. Auerbach 
Department of Chemistry 
University of Massachusetts 
auerbach@chem.umass.edu 
 
Project Scope 
 
This research program is about modeling the synthesis of ordered nanoporous 
materials. These materials are of enormous importance in modern technology with 
traditional applications in catalysis and separations for the chemical process industries 
and more recent applications in areas like biosensing and microelectronics. The 
materials science and engineering of these materials focuses on the development of 
materials that are tailored for specific applications through control of pore structure, size 
and shape as well as the chemistry of the material components. Through detailed 
modeling of the nanoscale assembly processes of these materials we seek to provide a 
greater understanding that can be used in improved control of the synthesis outcomes 
as well as guidance in the discovery of new materials.  
 
Our focus is on two types of materials that both feature the formation of three-
dimensional networks of polymerized silica. These are all-silica zeolite frameworks and 
ordered mesoporous silicas. In the first of these the network structure is crystalline with 
nanoscale order created by small structure-directing agents or templates. In the second 
the network structure is amorphous at the atomic length scale but ordered on the length 
scales in the range 2-10 nm through structure direction by larger surfactant molecules, 
block copolymers or both. These represent two of the most important routes for the 
controlled synthesis of ordered nanoporous materials. Our research program has two 
main elements: i) Modeling polymerization processes in 3-d network solids including 
zeolite frameworks and ii) Modeling ordered mesoporous materials synthesis by 
surfactants and block copolymers. Our research is based on the hypothesis that both of 
these kinds of systems can be understood in terms of a framework that focuses on 
modeling silica polymerization through the assembly of corner-sharing SiO4 tetrahedral 
units. This is a difficult problem in condensed phase statistical mechanics. It involves 
assembly of low coordination number networks, addressing order at different length 
scales (zeolites vs. ordered mesoporous materials) and balancing the level of detail 
required in models with the feasibility of wide ranging computational studies. We have 
developed both lattice-based and off-lattice models for the assembly of corner-sharing 
tetrahedral and these models are providing a number of important insights into the 
nanoscale behavior of these systems.[1-5] 
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Figure 1. Self-assembly of crystalline microporous zeolite-analogs with two interpenetrating 
channels formed via PTMC in an 8 × 8 × 8 unit bcc lattice with x =0.04688.  
 
 

Recent Progress  
 
Microporous crystalline ground state structures (zeolite analogs) of our lattice 
model of silica  
We have made a detailed study of the types of ground states of our lattice-based model 
of silica polymerization. As might be anticipated from knowledge of real silica we have 
found a wide variety of crystalline ground states depending on the density that we 
choose. The primary computational tool in these studies is the parallel tempering Monte 
Carlo (PTMC) method, which allows us to cross the free energy barriers between 
structures with different connectivities. In this way we have found a rich array of 
crystalline nanoporous materials, from known chalcogenides to zeolite and clay-
analogs. Figure 1 shows the evolution of PTMC from a random initial condition to a 
structure denoted as a "zeolite analog" in an 8 ×  8 ×  8 bcc lattice with x = 0.75xβ = 
0.04688. The resulting structure contains two interpenetrating 12-ring channels, as 
shown in Figure 1c,d, and exhibits both allowed T-B-T angles of 109.5 and 180°.  
 
This work creates important opportunities for future research, including analysis of 
crystallization pathways to determine critical nuclei for formation of zeolites and related 
nanoporous materials.  
 

 
Modeling assembly of mesoporous silica materials using surfactants as structure 
directing agents 
We have combined the surfactant lattice model of Larson, together with our atomic 
tetrahedral lattice model of silica to make a model of the surfactant templating of 
ordered mesoporous silica, e.g. MCM-41. We wish to apply modeling to answer the 
following question.  When experimentalists fabricate MCM-41, they generally find that 
the best approach involves a two-step synthesis where step 1 involves low temperature 
and high pH, while the second step requires higher temperature and lower pH.  
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Although this fact is well documented, there is little molecular-level understanding why 
this is necessary.  Our simulations are revealing insights into this as illustrated in figure 
2. 
 
Figure 2a depicts the initial configuration with surfactant and silicate molecules 
randomly distributed in the system. When the canonical ensemble simulations were 
carried out, surfactant molecules tend to form micelles with hydrophobic tail groups 
gathering inside and hydrophilic head groups facing outside, and silicate species were 
strongly attracted to the head segments. Due to the strong interaction between silica 
and surfactant head, the system phase separates into a surfactant-silicate rich phase in 
equilibrium with a solvent phase. The dense phase was found to have mesoscale 
ordering, possessing a hexagonal array of pores occupied by tail segments, as shown 
in Figure 2b. The final configuration in Figure 2b was the starting point of “step two” 
where silica polymerization and silica deprotonation reactions were considered as 
occurs with a decrease solution pH and/or increase system temperature in the real 
synthesis. During this approach, silicate species continue to polymerize and condense. 
Snapshots taken before and after the condensation step are shown in Figures 2b and c 

 
 

 
 
Figure 2. Simulation of the formation of ordered mesoporous silica materials, at T* = 6.5, box 
size of 30×30×240. cH4T4 = 0.009375 and cSilica = 0.015 (a) Initial configuration with 4,050 H4T4 
and 6,480 ionic silica SI randomly distributed in the simulation box. (b) Final configuration of step 
one. Snapshot taken in direction where hexagonal array of cylindrical pores are shown. MC 
simulations were carried out under conditions that silicate polymerization is negligible. (b) is also 
the starting configuration of step two. (c) Snapshot of final configuration of step two. (d) Only 
silicate species were shown from snapshot (c). (e) Instead of using the two-step synthesis 
method, a one-step synthesis scheme that allows simultaneous silicate polymerization, silica 
deprotonation and surfactant-assembly was adopted with a random initial configuration. A much 
more disordered structure is obtained. 
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respectively for comparison. Figure 2d shows only the silicate species, and this mimics 
the calcination procedure that removes the template molecules and makes the pore 
space available. Figure 2e shows what happens if the polymerization reaction and self-
assembly are run at the same time and a much more disordered structure is obtained. 
 
Future Plans 
 
We will begin modeling the templating of the crystalline microporous structures in the 
lattice model to reveal new information about the nature of the formation process for 
microporous crystalline silica materials (zeolites and their analogs). Our starting point 
will be to design model templates that can be accommodated into the void spaces of the 
ground state structures discussed above. Having done that we will proceed to make 
Monte Carlo simulations initiated from disordered mixtures of silica and template to see 
if we can observe the assembly of the ordered microporous structures. 
 
We will be making further studies of the formation of ordered mesoporous materials 
using the lattice model. So far we have focused on only one template and one 
mesoporous structure. We plan to study surfactants with longer chains to obtain 
materials with larger pore sizes and also to see if we can obtain other pore geometries 
such as the ordered bicontinuous pore spaces. 
 
We will continue our studies of our off-lattice model [4, 5] at high pH and the formation 
of nanoparticles to capture the essential physics of the transition from gel-like structure 
at low pH to compact nanoparticles at higher pH. We will also extend of the off-lattice 
model to templating of ordered mesoporous silica materials and zeolites. 
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Non-Equilibrium Physics at the Nanoscale
Principal Investigator: Dirk K. Morr
Institution: The University of Illinois at Chicago (UIC)
e-mail: dkmorr@uic.edu

Project Scope

This program focuses on (a) understanding the microscopic origin and the relevant physical
quantities that determine non-equilibrium transport (both charge and excitonic) in nanoscopic
quantum networks, (b) exploring the emergence of strong correlations at the nanoscale, and (c)
combining the results of these projects to design nanoscale quantum structures with new func-
tionalities that utilize the balance between quantum coherence and noise. Of particular interest
for this program are systems where (a) correlation effects arise from strong interactions, such as
nanoscopic Kondo lattices, (b) a complex bandstructure allows for the emergence of novel quantum
phenomena, as is the case in graphene, and (c) topologically non-trivial bandstructures are induced
by interactions, such as in topological insulators. The question of how non-equilibrium transport
occurs in these systems at the nanoscopic level, is not only of fundamental interest for our under-
standing of quantum phenomena at the nano-, meso and macroscale, but also of great importance
for the further development of nano- and molecular electronics as well as for the continued minia-
turization of electronic devices and the fabrication of artificial quantum structures.

Recent Progress

Current Eigenmodes, Imaging and Dephasing in Nanoscopic Quantum Networks

The PI recently demonstrated how the flow of current through a nanoscopic quantum network is
determined by the interplay between the electronic structure, geometry, and topology of the quan-
tum network, the leads’ location and width, as well as interactions and the resulting dephasing ef-
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Figure 1: Manipulating current paths via gating
(a),(b), through constrictions (c), or lead position (d).

fects [PRB 85, 195459 (2012)]. In par-
ticular, this study provided a microscopic
relation between local currents and the
global electronic structure of the net-
work, thus opening new venues for qual-
itatively changing and manipulating the
spatial current paths through a network
via gating [Figs. 1(a) and (b)], through
constrictions [Fig. 1(c)], or by changing
the lead positions in cylindrical networks
[Fig. 1(d)]. Moreover, by considering an

electron-phonon interaction, the PI demonstrated how the current patterns in a network evolve
with increasing dephasing rate from those of the ballistic (quantum) limit to those of a classical
resistor network. These results provided important insight into the microscopic origin of charge
transport at the nanoscale.

The question naturally arises of how such current patterns in nanoscopic networks can be imaged
with atomic resolution. To this end, the PI recently proposed a new method, based on scanning
tunneling microscopy (STM) [preprint, submitted to PRL]. Investigating different network geome-
tries and topologies, the PI demonstrated that by measuring the current flowing from an STM tip
into one of the leads, IL, attached to the network as a function of tip position, T, one can obtain an
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atomically resolved spatial image of current paths in the network. An example for the success of this
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Figure 2: Spatial current paths (a), and
imaged current (b).

method is shown in Fig. 2 where the spatial current paths
[Fig. 2(a)] and the imaged current pattern [Fig. 2(b)] are
presented for a more complex network containing constric-
tions and circulating current loops.

The proposed imaging method thus provides a promis-
ing new approach for exploring charge transport in
nanoscopic systems.

Transport and Localization in Nanoscopic Graphene
Lattices (NGLs)

Graphene has attracted significant interest due to
its electronic structure and the resulting unconventional
properties. Recent experimental advances have made it
possible to create nanoscopic graphene lattices (NGL) [see
Fig. 3(a)]. The PI demonstrated that the unconventional
electronic structure of graphene leads to complex and dis-
tinctive spatial current patterns [see Figs. 3(b) - (e)]. Moreover, due to the presence of inequivalent
edges in NGLs [see Fig. 3(a)], their transport properties when (narrow) leads are attached to the
zig-zag (Z) edges are qualitatively different from those when leads are attached to the armchair
(A) edges. This asymmetry can be maximized by gating the NGL to the E = 0 state (the so-called
Dirac points), which is localized along the zig-zag edges. As a result, charge transport perpendic-

(a)

(b)

(e)

(f)
IL

Z

A
(d)

ZZ

A

(c)

Figure 3: (a) Nanoscopic graphene lattice. (b) - (e) spatial current patterns, and (c) STM current,
IL, in NGLs.

ular to the zig-zag edges is exponentially suppressed with increasing distance between the edges.
Moreover, the proposed STM-based method discussed above can also be successfully applied to
image current patterns in graphene with atomic resolution, (thus demonstrating the broad impact
of this new method), as follows from a comparison of the spatial current pattern shown in Fig. 3(e)
and the related STM current, IL in Fig. 3(f). These results demonstrate that graphene is ideally
suited to study unconventional transport properties at the nanoscopic level.
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Future Plans

Correlation Effects and Transport in Nanoscopic Kondo Lattices

The question of how strong correlation effects influence charge transport is of fundamental
importance for our understanding of many strongly correlated systems. As a first step in addressing
this question, the PI is currently studying how the onset of Kondo screening affects the current
flow through a nanoscopic Kondo lattice. To this end, two methods developed in the PI’s group
were combined: a path-integral method to study Kondo screening in finite size systems, so-called
Kondo droplets, and the Keldysh Greens function method to study transport in nanoscopic systems.

(a) (b)

Figure 4: Spatial current pattern
above (a) and below (b) TK .

This approach has proven to be quite successful: preliminary
results shown in Fig. 4 have demonstrated that the spatial
current patterns change significantly with the onset of strong
correlations. While above the Kondo temperature, TK , the
current pattern is diffuse [see Fig. 4(a)], the onset of Kondo
screening and the ensuing correlation effects lead to a well
defined current paths well below TK , as shown in Fig. 4(b).

The successful implementation of this approach enables
the PI to explore how defects modify the local transport
properties (“how does a current flow around a defect?”) of

strongly correlated systems in general, and of nanoscopic Kondo droplets in particular. This study
will provide insight into the microscopic origin of many unconventional and puzzling transport
properties of strongly correlated electron systems with quenched disorder.

Pseudomagnetic Fields, Veselago Lenses, and Localization in NGLs

Among the many unconventional properties of graphene is the possibility to create pseudo-
magnetic fields through the application of strain and to observe the resulting Landau quantization
without breaking of the time-reversal symmetry. While the effects of these pseudomagnetic fields
on the local density of states is identical to that of externally applied (real) magnetic fields, it is
presently unclear whether this analogy also holds for charge transport through strained graphene
lattices; a question the PI intends to address. Another exciting property of graphene is the pos-
sibility to build a Veselago lens from p-n junctions. The PI plans to study how such a Veselago
lens will affect the charge transport, and in particular the spatial current patterns in nanoscopic
graphene lattices. Finally, preliminary studies by the PI’s group have shown that the introduction
of defects in NGLs leads to localization effects. However, it was found that the resulting localiza-
tion lengths can vary over orders of magnitude depending on the position of the defect with respect
to the underlying spatial current path (which by itself can be changed through gating). These
preliminary results open an interesting new approach to exploring and manipulating localization
effects in graphene.

Transport at the Nanoscale in Topological Insulators

Topological insulators (TIs) have attracted significant interest due to their topologically non-
trivial electronic bandstructure arising from spin-orbit coupling, resulting in an insulating bulk and
a conducting surface. At the present, however, it is unclear how a current will flow across the
surface, or to what extent it will penetrate into the bulk, when it is injected/extracted by leads
that are much smaller than the size of the TI. In particular, based on the results described above,
it is expected that the total conductance, as well as the spatial current patterns will sensitively
depend on the relative position of the attached leads, as well as their position with respect to
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edges. Moreover, the use of spin-polarized leads where the relative polarization axis can be varied,
is likely to lead to interesting spin-filter effects. The PI intends to explore these exciting possibilities.

Excitonic Energy Transport in Biological Systems

Over the last few years, it has been argued that energy transport in biological systems, such
as the Fenna-Matthews-Olson (FMO) complex, exhibits many properties usually associated with
quantum mechanical rather than classical networks. To explore this idea further, the PI has begun
a collaboration with G. Engel (University of Chicago) whose group is studying energy transport in
FMO complexes using Fourier transform electronic spectroscopy. In contrast to the cases discussed
above, the energy transport in FMO complexes is excitonic (i.e, bosonic) in nature. The PI’s
group is therefore currently developing a bosonic, non-equilibrium Greens function method that
will enable him to investigate (a) to what extent energy transport in biological systems in quantum
mechanical, and (b) how it is determined by the interplay between (naturally occurring) disorder
and external noise (arising from the coupling to phonons). Of particular interest is here the question
of how much noise is optimal in order to render energy transport robust against localization ef-
fects on one hand, but to ensure the highest possible efficiency (i.e., conductance) on the other hand.

Publications 2009 - 2012
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4. Multiband Superconductivity in Spin Density Wave Metals, J.-P. Ismer, I. Eremin, E. Rossi,
D.K. Morr, and G. Blumberg, Phys. Rev. Lett. 105, 037003 (2010).

5. Differential Conductance and Quantum Interference in Kondo Systems, J. Figgins and D.K. Morr,
Phys. Rev. Lett. 104, 187202 (2010).

6. Contrasting Nodal and Anti-Nodal Behavior in the Cuprates Via Multiple Gap Spectroscopies,
D. Wulin, C.-C. Chien, D.K. Morr, and K. Levin, Phys. Rev. B 81, 100504(R) (2010) (Rapid
Communication).

7. Vertex Corrections for Impurity Scattering near Ferromagnetic Quantum Critical Points,
E. Rossi and D.K. Morr, Phys. Rev. B, 81, 054443 (2010).

8. Quasiparticle interference in temperature dependent-STM as a probe of superconducting co-
herence, D. Wulin, Y. He, C.-C. Chien, D.K. Morr, and K. Levin, Physica C 470 S904 (2010).

9. Model for the temperature dependence of the quasiparticle interference pattern in the mea-
sured scanning tunneling spectra of underdoped cuprate superconductors, D. Wulin, Y. He,
C.-C. Chien, D.K. Morr, and K. Levin, Phys. Rev. B 80, 134504 (2009).

10. Charge Transport and Quantum Phase Transitions in Singlet Superconductor - Ferromagnet
- Singlet Superconductor Junctions, B. Kastening, D.K. Morr, L. Alff, and K. Bennemann,
Phys. Rev. B 79, 144508 (2009).

4

183



Project Title:  Studies of the Marginally Jammed Solid 
Name of the PI:  Sidney R. Nagel  
Name of the recipient institution:  University of Chicago 
Email address:  srnagel@uchicago.edu 
 
Project Scope: 
A collection of idealized spheres can jam into a disordered solid when it is compressed at zero 
temperature and zero shear stress.  Our work has shown that this jamming transition is singular 
in that there is a diverging length scale that appears at the transition.  This length scale is due to 
the fact that the number of inter-particle contacts at the transition is exactly the minimum number 
needed for mechanical stability.  In the manner of an ordinary critical point, this singularity 
controls the harmonic as well as the anharmonic properties of the solid in the vicinity of the 
transition.  Our project addresses the following questions:  (1) How does the system behave 
when pushed beyond the harmonic regime so that anharmonic effects become important?  Our 
preliminary results show that the most anharmonic vibrational normal modes are at low-
frequency where they are quasi-localized.  These modes are exquisitely sensitive to stress or 
temperature because they have low energy barriers to particle rearrangements.  Can these modes 
be used to predict where local failure might occur?  Can we predict from the harmonic spectrum 
or the anharmonic response how close a system is to the edge of failure?  At the jamming 
transition, anharmonic effects diverge.  How do they evolve as the system is compressed above 
that transition?  (2) What is the effect of temperature?  Could the anharmonic quasi-localized 
modes be responsible for phenomena associated with the glass state, such as the excess number 
of excitations, or dynamical heterogeneities that appear as the glass transition is approached?  In 
particular, how is the jamming transition related to the glass transition?  (3) How do 
generalizations of the model, such as non-spherical particle shapes, attractive interactions and 
three-body interactions affect the picture developed for idealized spheres? 
 
We have been able to generalize many of the results for idealized spheres to more realistic 
systems.  Several laboratories, including our own, are providing experimental tests to these ideas.  
We believe that these fundamental studies of jamming will not only provide theoretical insight to 
general packing problems, but also reveal the underlying cause of some of the longstanding 
experimental phenomena found in disordered solids.   
 
Recent progress: 
Heat transport in model jammed solids: 

We calculated numerically the normal modes of vibrations in three-dimensional jammed 
packings of soft spheres as a function of the packing fraction and obtain the energy diffusivity, a 
spectral measure of transport that controls sound propagation and thermal conductivity. The 
crossover frequency between weak and strong phonon scattering is controlled by the 
coordination and shifts to zero as the system is decompressed toward the critical packing fraction 
at which rigidity is lost. We present a scaling analysis that relates the packing fraction 
dependence of the crossover frequency to the anomalous scaling of the shear modulus with 
compression. Below the crossover, the diffusivity displays a power-law divergence with inverse 
frequency consistent with Rayleigh law, which suggests that the vibrational modes are primarily 
transverse waves, weakly scattered by disorder. Above it, a large number of modes appear whose 
diffusivity plateaus at a nearly constant value before dropping to zero above the localization 
frequency. The thermal conductivity of a marginally jammed solid just above the rigidity 
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threshold was calculated and related to the one measured experimentally at room temperature for 
most glasses. 
 
Anharmonicity and quasi-localization of the excess low-frequency vibrations in jammed solids: 

A starting point for understanding any solid is a calculation of its harmonic vibrational 
excitations. However, many important properties require an understanding of anharmonic effects 
as well. For example, in a crystal, heat transport and thermal expansion are governed by 
anharmonic coupling of the modes. Anharmonic effects become even more essential when one 
considers how a solid, be it crystalline or amorphous, disintegrates and loses rigidity. Such 
behavior requires the system to depart from the harmonic regime as it continually moves over 
potential-energy barriers to explore different configurations.  We studied harmonic and 
anharmonic properties of the vibrational modes in 3-dimensional jammed packings of 
frictionless spheres interacting via repulsive, finite-range potentials.  A crossover frequency is 
apparent in the density of states, the diffusivity and the participation ratio of the normal modes of 
vibration.  At this frequency, which shifts to zero at the jamming threshold, the vibrational 
modes have a very small participation ratio implying that the modes are quasi-localized.  The 
lowest-frequency modes are the most anharmonic, with the strongest response to pressure and 
the lowest-energy barriers to mechanical failure. 
 
Mapping the slowdown of the dynamics of soft spheres onto hard sphere behavior: 

Relaxation in a liquid proceeds by numerous pathways that each depend on temperature 
and pressure.  It has remained an enduring challenge to delineate different modes of relaxation 
and to bring them into a common framework where they can be treated on a common footing.  
To reach such a goal, it is necessary to understand what combinations of variables control liquid 
dynamics in different regimes of temperature and pressure.  We have shown that dynamics of 
soft repulsive spheres near their glass transition can be described in terms of the dynamics of 
hard spheres by introducing an effective hard sphere diameter that is determined via the 
Andersen-Weeks-Chandler approximation.  We have shown that this approximation, which is 
known to describe static properties of liquids remarkably well, also describes a dynamical 
quantity, the relaxation time.  These results indicate that the dynamics of soft spheres depend on 
an effective free volume in a universal way. 
 
Experimental investigation of the onset of jamming in a thermal 3D system: Observation and 
characterization of the vestige of the jamming transition  

We studied the dependence of the pair-correlation function, g(r), and particle mobility on 
packing fraction in a dense three-dimensional packing of soft colloids made of poly N-isopropyl 
acrylamide (pNIPAM), a thermo-sensitive gel.  We find that g(r) for our samples is qualitatively 
like that of a liquid at all packing fractions.  There is a peak in g1, the height of the first peak of 
g(r), as a function of packing fraction.  This peak is identified as the thermal remnant of the T=0 
divergence found at the jamming transition in simulations of soft frictionless spheres at zero-
temperature.  Near where there is a peak in g1 the particles become arrested on the time scale of 
the experiment. 
 
Generic transient memory formation in disordered systems with noise: 
 Using the computation facilities provided by our DOE grant, we have studied a class of 
systems that combine information storage and memory loss in a single, uniform process.  In the 
short term, these systems form concurrent memories of multiple external driving parameters.  
However, with no change in the driving, the systems gradually eliminate this information, 
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selecting only one or two input values to be preserved at long times.  With the addition of noise, 
all memories can be retained indefinitely.  We have identified a class of systems with this 
behavior, giving as an example a model of non-Brownian suspensions, close to but below the 
jamming threshold density, under cyclic shear. We demonstrate that this is generic; a commonly 
observed phenomenon, not previously interpreted in terms of memory formation, has similar 
behavior to the multiple-pulse-duration memory in charge-density waves. 
 
Future plans:   
 We are currently studying the nature of rearrangements under mechanical load, focusing 
on how they depend on the conditions under which load is applied and their connection to the 
low-frequency density of vibrational states. This will allow a better understanding of plastic flow 
in disorder solids as well as a direct comparison with the low-temperature properties of glasses 
where there is also an excess number of low-energy excitations.   
 We wish to continue our study of anharmonic effects near the jamming threshold.  In 
particular we are interested in see how the stability of the amorphous solid is influenced by 
anharmonicity. 
 We are interested in seeing how plane waves affect the normal modes of vibration in a 
jammed system.  This will be achieved by looking at the entire system as a crystal with a very 
large unit cell.  The plane waves will then coexist with quasilocalized modes in the same 
frequency range.   
 We will continue to simulate the affect of small temperatures and small applied shear 
stresses on a model system that is close to the transition at Point J.  This has to do with the shear 
modulus mentioned above but we also will continue to study how the relaxation time varies with 
temperature and pressure near the onset of jamming.  We are interested in studying the affect of 
shear stress on the first peak in g(r) to see if it behaves in the same way as it does due to an 
increase in the pressure.  In the case of pressure, this was observed in experiment as well as 
simulation.  We would like to see if the effect of shear can also be seen in experiment.  
 We are studying whether it is possible to see echoes caused by the anharmonicity of the 
normal modes.  Echoes, which are caused by phase collapse of many distinct oscillators, have 
been seen in two-level systems.  They appear as spin echoes or photon echoes.  Low-temperature 
properties of glasses have been interpreted in terms of two level systems and such systems 
should also produce echoes.  However, they have not been seen in a system where the only 
excitations are the normal modes.  We have seen indications that phonon echoes can be produced 
in our simulations of jammed systems.  If so, this would offer an alternative explanation of some 
aspects of the low-temperature properties of glasses.   
 We are continuing our work to study the three dimensional structure and excitations of 
the colloidal system p-NIPAM.  As mentioned above, this system undergoes a thermal jamming 
transition.  While studies of this system have been undertaken in two dimensional geometries, we 
are attempting to study the more challenging experimental geometry in three dimensions to look 
for the density and shape of the normal modes. 

 
A list of papers resulting from DOE sponsored research since 2009: 
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edited by L. Berthier, G. Biroli, J.-P. Bouchaud, L. Cipelletti, W. van Saarloos, accepted (Oxford 
University Press, 2011). 
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Condensed Matter Theory 
 
Principal Investigator:  Mike Norman 
MSD-223, Argonne National Laboratory 
Argonne, IL  60439 
norman@anl.gov 
 
Other Principal Investigators:  Alex Abrikosov, Alex Koshelev, Kostya Matveev 
 
 
Project Scope 
 
Condensed matter theory research programs in the Materials Science Division at Argonne 
are currently carried out in the areas of superconductivity, spectroscopy, magnetism, and 
mesoscopics, with emphasis on synergistic interactions with various experimental 
programs within MSD, Argonne, and beyond.  Condensed matter theory research 
contacts the materials research program at Argonne through a mix of individual 
theoretical studies, and collaborative studies with experimental groups. These frequently 
involve detailed modeling of complex materials and phenomena for which new 
theoretical methods and concepts are developed as needed. 

Recent Progress 

We studied the effect of a single magnetic impurity on the transport properties of helical 
edge states in spin-Hall devices.  We found that such an impurity does not affect the 
electrical conductance, but suppresses the thermal conductance of the system [13]. 

We expressed the conductance of uniform quantum wires in terms of the equilibration 
rate of the electron system.  These results apply for any strength of the electron-electron 
interactions and any length of the wire [10, 12]. 

We explored the thermal transport in quantum wires at weak interaction strength.  We 
found that in relatively short wires the interactions between electrons reduce the thermal 
conductance while the electrical conductance remains quantized [11]. 

We calculated the Nernst effect for underdoped cuprates based on pair fluctuations, and 
found that the observed temperature dependence could be reproduced if the influence of 
the pseudogap on suppressing the current vertices is taken into account [8]. 

We developed a new theory for the hidden order phase of heavy fermion URu2Si2 based 
on a novel spin liquid state, and found that several observed properties, including the 
breaking of the tetragonal symmetry of the spin susceptibility, could be accounted for [6]. 

We mapped out the electronic phase diagram of cuprates using photoemission data, and 
showed that the doping dependence of the various phase lines was consistent with that 
predicted for a doped Mott insulator [4]. 
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We elucidated the presence of a spin nematic phase for undoped iron pnictides above 
their magnetic ordering temperature using inelastic neutron scattering, and found that the 
data could be modeled by assuming an anisotropic in-plane exchange interaction [3]. 

We explained the doping dependence of the spin resonance seen in inelastic neutron 
scattering data in iron pnictides from the change of hole and electron Fermi surfaces with 
doping, in particular describing both its energy and momentum dependence [2]. 

We found that cuprates were on the borderline between stripe and checkerboard charge 
ordering using a Ginzburg-Landau theory with coefficients extracted from the electronic 
dispersion determined from photoemission data [arXiv:1102.5443]. 

Future Plans 
 
Low-energy properties of interacting electron systems are commonly described by the 
Luttinger liquid theory.  One of the limitations of this approach is its inability to account 
for the processes of backscattering of electrons that are responsible for the equilibration 
of the system.  We will extend the theory to account for such processes and evaluate the 
equilibration rate in terms of the parameters of the excitation spectrum of the system.  
This result will have important implications for the transport properties of quantum wires. 
 
In an interacting one-dimensional electron system, the particle excitations decay even at 
zero temperature whereas the holes remain stable.  We will explore the decay of holes at 
non-zero but small temperatures by accounting for their scattering by the thermally 
excited quasiparticles.  This will be accomplished by treating holes as mobile impurities 
in a Luttinger liquid.  We will then generalize our results to the case of a foreign particle 
added to the system. 
 
At strong interactions an electron system forms the so-called Wigner crystal with 
excitations similar to the phonons in an ordinary crystal.  In one dimension, the Wigner 
crystal differs from the conventional Luttinger liquid theory in that the spectrum of 
phonons is not entirely linear.  We will take advantage of this non-linearity to study the 
scattering of phonons and the relaxation of their distribution function.  We expect that 
this will enable us to study the thermal conductance of strongly interacting quantum 
wires. 
 
Recent x-ray dichroism results on monoclinic copper oxide indicate the presence of an 
unusual symmetry breaking in the commensurate antiferromagnetic phase that is 
reminiscent of orbital currents.  We will explore this possibility by calculating the 
resonant x-ray diffraction pattern expected for such orbital currents in copper oxide, 
including the effect of anapoles and magnetic quadrupoles.  We will then extend this 
approach to address data on underdoped cuprates. 
 
Recent neutron, STM, and ARPES data on the charge density wave material NbSe2 
indicate the presence of unusual spectroscopic features reminiscent of cuprates, including 
the possibility of a pseudogap.  We will address such data by calculating spectroscopic 
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features assuming either a single Q or triple Q state, and then consider the influence of 
fluctuations above the ordering temperature. 
 
In many heavy fermion quantum critical systems, transport data indicate a linear in 
temperature resistivity.  Theories for such materials can account for a linear T inverse 
lifetime for single particle states, but find that the transport lifetime should involve a 
higher power in temperature.  We wish to address this issue within the context of a 
Kondo breakdown scenario, where we speculate that the localized nature of the f 
electrons conspires to keep the transport lifetime the same as the single particle one. 
 
Spectroscopic data on underdoped cuprates differ dramatically depending on the group 
reporting them.  We believe that these differences are due to how the samples are 
prepared.  We plan to analyze the effects of various dopants, including calcium, 
lanthanum, and dysprosium, and see how photoemission spectra differ as one goes from 
one class of materials to another, and correlate this with differences in structural and 
magnetic properties. 
 
We will explore the sensitivity of charge ordering in cuprates to variations in the 
electronic structure by calculating the phase diagram within a Ginzburg-Landau 
approach, using different assumed tight binding dispersions for the electronic structure.  
We will then extend this methodology to charge density wave systems like NbSe2. as ou 
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Theory of Oxide Nanostructures:
Polarity, Dimensionality, and Strong Interactions.

Principal Investigator: Warren E. Pickett

Department of Physics, University of California, Davis CA 95616

wepickett “at” ucdavis.edu

1 Project Scope

This research project focuses on layered oxides, mostly pertaining to transition metal oxides, with
specific attention to effects of low dimensionality and strong interactions. Novel electronic phases
arising in oxide heterostructures are intriguing not only from a fundamental point of view, but
are anticipated to be important for future device applications (very thin 2DEGs, polarized carriers,
etc.). A prominent example is the two-dimensional electron gas realized at the interface between the
two simple band insulators LaAlO3 (LAO) and SrTiO3 (STO). Due to the valence mismatch (layers
of differing polarity), the interface will have either excess electrons or holes, depending on the STO
termination layer, and it is this question of how local charge neutrality is accommodated that lies
at the foundation of the scientific questions. A number of unexpected phenomena occur, first of all
the two dimensional electron gas (2DEG) observed by all groups but depending greatly on growth
parameters, and extending to magnetism and superconductivity, and even their coexistence. A large
variation especially in conduction behavior has attracted close attention, and is now understood to
some degree by taking into account three aspects: the likely presence of oxygen vacancies produced
by the deposition procedure, lattice deformations (including cation disorder) and an electronic
reconstruction at the interface. Close connections of theoretical modeling with experimental groups
is important for clarifying issues. Theoretical issues range from the effects of strong interactions –
both on-site Coulomb repulsion on the transition metal ions and long range Coulomb interactions
across a dielectric slab – to the importance of ionic displacements giving large polarization effects,
and on to the impacts of orbital occupation and carrier density.

2 Recent Progress

Our progress lies in three areas, all deriving from the “strongly interacting layered oxides” theme
of this project but leading to separate, distinctive new physics.

2.1 A semi-Dirac, semi-Weyl, semi-half metal in an oxide nanostructure

Throughout this grant period our group has worked to illuminate the origin of, and the expected
properties of, this unique type of quasiparticle system discovered computationally at the end of the
previous grant that ties in with three highly active topics in condensed matter physics: graphene
science, oxide nanostructures, and topological character. After working on oxide polar interfaces
(LAO/STO) for some time, we asked whether non-polar interfaces between oxides held the possi-
bility for surprises. Studying VO2/TiO2 multilayers, we discovered computationally a new, so far
unique, type of 2D point ‘Fermi surface’ system: linear (Weyl) dispersion ±vky in one direction,
quadratic (Dirac) dispersion k2

x/2m∗ in the perpendicular direction:

εk = ±

√

(
k2

x

2m∗
)2 + (vky)2 = ±εo

√

K4
x + K2

y ; Kj ≡
kj

2m∗v
; εo = 2m∗v2. (1)
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Such a system, which we dubbed semi-Dirac for simplicity, lies midway between graphene and
conventional zero-gap semiconductors in many respects. Unlike both, however, it displays extreme
anisotropy in its electronic structure and and low-energy properties. Alas, unlike the point of
essence in graphene, this point is non-topological, but at least it is non-topological in a non-trivial
manner: the Berry curvature ∇× ~Ak corresponds to the sum of two oppositely directed topological
points which however coincide in k-space, which although non-zero has a total effect that vanishes
by symmetry.

More on linear bands. The quasilinear bands in the topologically trivial skutterudite narrow
gap insulator CoSb3 were studied under adiabatic, symmetry-conserving displacement of the Sb
sublattice. In this cubic, time-reversal and inversion symmetric system, a transition from trivial
insulator to topological insulator occurs through a point Fermi surface critical point in which
massless (Weyl) bands appear; moreover, they are degenerate with massive bands. Spin-orbit
coupling coupled with tetragonal strain opens the gap required to give the topological insulator.
The mineral skutterudite (CoAs3) and CoSb3 are near the critical point in their natural state.

2.2 Overlayers on STO and its relation to electronic reconstruction

A wealth of intriguing properties emerge in the seemingly simple system composed of the band
insulators LaAlO3 and SrTiO3 such as a quasi two dimensional electron gas, superconductivity and
magnetism. We have explored the strong dependence of the electronic properties on the surface
and interface termination, the finite film thickness and confinement effects, lattice polarization and
defects. A further aspect that that has been studied is how the electronic behavior and func-
tionality can be tuned by a SrTiO3 capping layer, by adsorbates, and by metallic contacts. First
principles calculations revealed that adding a metallic overlayer on LaAlO3/SrTiO3(001) elimi-
nates the electric field within the polar LaAlO3 film and thus suppresses the thickness-dependent
insulator-to-metal transition observed in uncovered films. Independent of the LaAlO3 thickness
both the surface and the interface are metallic, with an enhanced interface carrier density relative
to LaAlO3/SrTiO3(001) after the metallization transition. Moreover, a monolayer thick metallic
Ti-contact exhibits a magnetic moment and for a thin SrTiO3-substrate induces a spin-polarized
2D electron gas at the n-type interface due to confinement effects.

First-principles calculation was used to study the structural and electronic features of the low-
dimensional oxide structure, SrTiO3/Sr1−xLaxTiO3 (x = 0.25) superlattices, constructed by sub-
monolayer low-dimensional La doping into SrTiO3. We demonstrated a dimensionality crossover
from three-dimensional (3D) to two-dimensional (2D) electronic behavior in this multilayer system.
Two types of carriers, one confined to 2D and the other extended, are induced in the low-dimensional
structure, leading to distinct tunable (3D 2D) transport characteristics that will enable the study
of many properties (e.g., superconductivity) through this change in dimensionality.

2.3 Mott insulating behavior in a non-half-filled band nickelate

The recently synthesized layered nickelate La4Ni3O8, with its cuprate-like NiO2 trilayer, seemingly
requires a 3Ni (d8.67) → Ni1 (d8)+2Ni2 (d9) charge order, together with strong correlation effects,
to account for its insulating behavior. Using density functional methods including strong intra-
atomic repulsion (Hubbard U), no such charge-ordered insulating state could be found. Instead, we
obtained an insulating state via a new mechanism: without charge order, Mott insulating behavior
arises based on quantum coupled, spin-aligned molecular Ni2-Ni1-Ni2 dz2 states across the NiO2

trilayer (rather than being based on atomic states). Antiferromagnetic ordering within layers is
necessary to narrow the bandwidth and allow dz2 coupling to become dominant. The weak and

2
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frustrated magnetic coupling between cells may account for the small spin entropy that is removed
at the Néel transition at 105 K and the lack of any diffraction peak at the Néel point.

Three low-valence layered nickelates with general formula La3Ni2O7−δ (δ = 0.0, 0.5, 1) have been
studied by ab initio techniques. Both the insulating and the metallic limits were analyzed, together
with the compound at the Mott transition (δ = 0.5; Ni2+) that shows insulating behavior, with all
Ni atoms in a S = 1 high-spin state. The compound in the δ = 1 limit (La3Ni2O6), with mean formal
valence Ni1.5+ and hence nominally metallic, nevertheless shows a correlated molecular insulating
state, produced by the quantum confinement of the NiO2 bilayers and the presence of mainly
d(z2) bands (bonding-antibonding split) around the gap. The metallic compound shows a larger
bandwidth of the eg states that can sustain the experimentally observed paramagnetic metallic
properties. The evolution of the in-plane antiferromagnetic coupling with the oxygen content was
analyzed, providing similarities of this series of compounds to the layered superconducting cuprates.

Our ab initio calculations predicted a metal-insulator, high- to low-spin transition at zero tem-
perature to occur in La4Ni3O8 at moderate pressures, driven by the spin-state transition. The spin-
state transition that is observed at 105 K at ambient pressure from a low-temperature high-spin
state to a high-temperature low-spin state had been observed to be shifted to lower temperatures
as pressure is applied. From our calculations we find that a smaller unit cell volume favors the
metallic low-spin state, which becomes more stable at 5 GPa. Experimental verification of this
spin-state transition in our predicted pressure range has just been reported. Similar physics ap-
pears in the related compound La3Ni2O6, but on a different energy scale, which may account for
why the transition has not been observed in this material.

3 Planned Activities

Our grant expires in ∼6 months and decisions on extensions or new directions of research are in
rapid development but not yet fixed. For the remainder of this grant period:

• we will complete the current work on the low energy behavior of a semi-Dirac system by
student S. Banerjee, with a Phys. Rev. B paper to be completed and published. The aspects
he has studied include: Hall coefficient, Faraday rotation, cyclotron frequencies and orbits,
plasmon dispersion and its angular dependence, spin and orbital susceptibilities, and Klein
tunneling. Study of quantum chaos in a semi-Dirac system is in progress.

• the extensive work on the peculiar layered nickelates Lan+1NinO2n, with collaborator V.
Pardo, has stimulated experimental work and our prediction of a spin-state transition at ∼

5 GPa has been verified. Student Y. Quan has obtained unexpected information relating
directly to the ‘charge ordering’ transition occurring in the bulk rare earth (R) nickelates
RNiO3: differences in 3d occupation can be identified objectively (without any volume in-
tegration), and several “charge order” transitions do not involve any rearrangement in 3d
charge. It is for us a priority to follow up on this, building a correct understanding of the
microscopic basis for these “charge-ordering” transitions which usually involve a structural
change of symmetry and often are metal-insulator transitions as well.

• our studies of electronic reconstruction in polar nanolayers, and the effects of overlayers,
especially metallic contact layers, have been making contact with experimental data. In this
field, however, interpretation of essentially all of the data is clouded by defects, many of
which release carriers but whose extent and character is unclear. We are considering a set of
calculations involving intermixing of La and Sr at an LAO/STO interface that could clarify
the effects of this kind of disorder or non-stoichiometry.

3
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Atomistic study of ultrafast dynamics in multifunctional materials in bulk and

nanoforms

Principle Investigator: Inna Ponomareva,

Department of Physics, University of South Florida

4202 East Fowler Ave, ISA 2019, Tampa, FL 33620-5700

Project Scope. The program focuses on the computational exploration of ultrafast

dynamics in multifunctional materials such as ferroelectrics and multiferroics. The research

effort is directed towards development and use of computational tools that allow the study

of the intrinsic high-frequency dynamics of such materials at both macro- and nano- scales.

In particular, we explore the interaction of ferroelectric materials with high-frequency ex-

citations in order to achieve fundamental understanding of ultrafast dynamical processes

including the energy conversion. Special emphasis is on the ultrafast dynamics in nanostruc-

tures, such as ultrathin films, nanowires, nanodots. The research utilizes high-performance

computing including the Department of Energy super-computing resources.

Recent progress.

Ultrafast dynamics at the nanoscale: ulrathin films.

Nanosize objects are known to have properties that are very different from their bulk

counterparts. For example, ferroelectric nanostructures exhibit a variety of dipole patterns

and states that are prohibited in the bulk. Interestingly, nanoscale ferroelectric films and

superlattices can develop nanostripes that are nanoscopic regions of “up” and “down” polar-

izations. While the static properties (such as nanodomain morphology at equilibrium) may

follow the general trends and laws for ferroelectric domains, their dynamical properties de-

viate substantially. Such dynamical properties at nanoscale are of technological importance

since they are at the heart of polarization switching (and, therefore, ultradense ferroelectric

memory technology) and contribute to most of the materials responses such as dielectric and

piezoelectric responses. Given the need for device miniaturization and strong deviation of

ferroelectrics nanoscale dynamics from the dynamics of their macroscopic counterparts, the

deep atomistic knowledge of ferroelectrics nanodynamics is highly desirable. In particular,

one may wonder if and how the intrinsic dynamics of ferroelectric domains will change at

the nanoscale.
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Using first-principles-based computational technique we have studied the nanodynamics

of ferroelectric ultrathin films made of Pb(Ti0.6Zr0.4)O3 ferroelectric alloy with thicknesses

ranging from 2 to 20 nm. An example of the ground state nanostripe pattern is given in Fig.1.

The area that separates the regions with opposite polarization is the nanowall. To study the

oscillatory dynamics of these nanowalls we use non-equilibrium Molecular Dynamics (MD)

and apply sub-switching ac electric field with frequencies 1 GHz - 4 THz along the film’s

out-of-plane direction at T = 10 K. Since the direction of the electric field alternates, so

does the direction of the domain wall motion resulting in the oscillatory dynamics of the

nanowall.

We first focus on the oscillatory dynamics in the thinnest film and trace the time evolution

of the average nanowall’s displacement from its equilibrium position ∆X. After the first few

transient oscillations the dynamics reaches its steady state where the displacement follows

the harmonic solution ∆X = X sin(ωt + φ), indicating that the nanowall moves as an

elastic object. Here X is the amplitude of the nanowall’s displacement, ω is the ac field

frequency, t is time, and φ is the phase-shift with respect to the electric field. By analyzing

the nanowall’s response to an electric field of different frequencies we obtain dependencies

X(ω) and φ(ω) given in Fig.1. Below 0.3 THz the domain response is independent of the

frequency (Fig.1(a)) with the nanowalls oscillating in phase with the electric field (Fig.1(b)).

Above 1.5 THz the nanowalls have difficulty following the electric field as indicated by the

drastic decrease in the amplitude X and increase in phase-shift φ. Surprisingly, there are

two peaks in the amplitude of nanowall’s oscillations that occur at 0.7 THz (low-frequency

peak) and at 3.2 THz (high-frequency peak). Existence of these peaks suggests that the

nanowalls exhibit a resonance dynamics and must have a mass associated with them.

We developed a general theory of nanowall dynamics. When applied to our computational

findings the theory revealed that indeed at the nanoscale the domain wall behaves as an

elastic object and has a mass associated with it. The nanowall mass is size-dependent

and gives rise to a unique size-driven transition from resonance to relaxational dynamics in

ultrathin films. We also found an unusual dynamical coupling between nanodomains and

mechanical deformations that could potentially be used in ultrasensitive electromechanical

nanosensors.

Ultrafast dynamics at the nanoscale: ultrathin nanowires.

Polarization reversal in ferroelectrics has been a subject of intense interest for many years
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FIG. 1. Frequency dependent response of a nanowall to the electric field in a 0.2 nm thick film.

The arrows indicate positions of the peaks. The nanostripe morphology is shown on the bottom.

owing to both its scientific appeal and practical utility. In the recent years the interest has

increased even further thanks to the expectations of achieving ultrafast polarization reversal

at the nanoscale. While most of the studies up to now are focused on the polarization

reversal in ferroelectric thin films, we report the intrinsic dynamics of ultrafast polarization

reversal in ferroelectric nanowires. Using atomistic first-principles-based simulations, we

traced the time evolution of polarization under applied electric field to reveal the existence

of two competing polarization reversal mechanisms: (i) domain-driven and (ii) homogeneous.

We used classical MD with the force-field derived from a first-principles-based effective

Hamiltonian to investigate seven ferroelectric ultrathin nanowires made of PbTi0.6Zr0.4O3

ferroelectric alloy and with square cross sections with average diameters ranging from 3.2

to 8 nm. To study the dynamics of polarization reversal in such nanowires we subject them

to dc electric field E applied in the direction opposite to the direction of polarization. Our

simulations typically run for 15 ps.

We found that under lower electric fields the polarization reversal occurs via formation

and propagation of coaxial nanodomain. The snapshots of domain structure in the nanowire

cross section are given in Fig.2. However, as the applied field increases the polarization

reversal occurs almost uniformly in the nanowire cross section indicating the activation of

homogeneous polarization reversal mechanism. By carrying out the microscopic analysis of
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FIG. 2. Snapshots for the dipole patterns in the nanowire cross section obtained for E =

2.8 MV/cm. The red and blue colors indicate the areas with dipoles pointing “up” and “down”,

respectively.

the dipoles reversal dynamics we derived the fundamental law that drives such dynamics

and relates the polarization reversal rate t−1
sw to the strength of the applied electric field E

t−1
sw(E) = t−1

0

√
E − Ec, (1)

where t−1
0 is a constant and Ec is the coercive field. This law is in excellent agreement with

both our computational findings and recent experimental reports in the literature.

Future plans

In the remaining year of the project we will continue with the studies of ultrafast dynamics

in ferroelectrics and multiferroics at the nanoscale. We will focus on the non-equilibrium

dynamics in such materials. We have recently identified new ways to use non-equilibrium

conditions to generate and control electric fields within ferroelectric materials. This appears

to be promising for potential photovoltaic applications where such internal fields can be

used to decrease the carriers recombination rates. The work under the current project has

also allowed to identify new research directions such as ultrafast dynamics in the presence

of interfaces and extrinsic free carriers.
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Project Scope  

Recognizing that nanoalloys are advanced materials of immense scientific and technological interest, our 
work focuses on understanding structure-function relationship to enable the long term goal of rational 
design of functional nanomaterials.  Our interest is in understanding factors that control the magnetic and 
optical properties of these materials.  For the purpose we develop and apply appropriate techniques which 
require more accurate description of excited and bound states, and other correlation effects than afforded 
by density functional theory (DFT).  To ensure dynamically stability of nanostructures we also determine 
their vibrational dynamics and thermodynamics.  Additionally, we probe non-equilibrium behavior of 
nanosystems, as in the presence of external fields.  Through systematic study of characteristics for a set of 
selected materials and corroboration of their results with experimental data, we formulate rules and 
guidelines for predictive material design.  The research stages include determination of: 1) the geometric 
and electronic structure of lowest energy structures using reliable schemes (e.g.DFT); 2) vibrational 
dynamics and thermodynamics through density functional perturbation theory (DFPT); 3) magnetic 
properties via our nano-DFT+DMFT approach; 5) optical response, using  time dependent density 
functional theory (TDDFT) and its density matrix version as proposed by us for systems with bound states, 
multiple excitation and strong correlation effects. We also intend to develop a non-equilibrium nano 
DFT+DMFT for extracting non-equilibrium behavior of systems. 

Recent Progress  

Development of the nano-DFT+DMFT approach:  
We have recently developed a Nano DFT + nonhomogeneous DMFT approach for reliable and efficient 
examination of electron-electron correlation effects using an Iterative Perturbative Theory (IPT) impurity 
solver and applied it to examine the magnetic properties of Fe and FePt nanoparticles (NPs) consisting of 
3-27 atoms. In all cases inclusion of dynamical effects leads to a reduction of NP magnetization and better 
agreement with experiments (where available) than the DFT+U approach (see Table below). Ours is the 
first demonstration of suitability of the DFT+DMFT approach for nanosystems.  As seen in Table 1, our 
approach (labeled DMFT) provides the best agreement with the 
calculated size dependent values of the magnetization.   

     NPs    DFT      DMFT    DFT+U  Experiment 

    Fe11    3.24 2.73(U=2.3) 3.29(U=2.3)         4.80 

    Fe13    3.23 2.61(U=2.3) 3.22(U=2.5)         2.55 

    Fe15    3.20 2.76(U=2.2) 3.15(U=2.2)          2.72 
    Fe17    3.06 2.87(U=2.3) 3.09(U=2.3)          2.86 

    Fe19    3.05 2.94(U=2.4) 3.07(U=2.4)          2.92 

Table 1 Comparison of size dependent magnetic moment Fig. 1 Schematics of DFT+DMFT 
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Development of time-dependent density-matrix functional theory for ultrafast processes  

We have formulated a time-dependent density-matrix functional theory (TDDMFT) approach to study 
ultrafast phenomena and higher-order correlation effects like biexcitons in various bulk systems and 
nanostructures. An interesting result is that non-zero biexcitonic binding energies may be obtained within 
the adiabatic approximation. To test the approach, we have calculated the biexcitonic binding energies 
using different exchange-correlation (XC) potentials for bulk CuCl, CuBr, CdS and ZnO, materials with 
rather large biexcitonic binding energies. We show that the excitonic, biexcitonic and other higher-order 
correlation effects are more pronounced when the XC kernel contains a Coulomb singularity. The role of 
non-adiabaticity of the XC potential in description of the correlation effects within the approach is 
analyzed.    

Optical properties of transition metal-doped gold clusters 

We have applied TDDFT to investigate the changes in the 
optical properties of small Au chains when doped by 
transition metal (Ni, Fe, Rh) atoms. We find that in the 
case of non-doped gold chains a collective plasmon mode 
forms when the number of atoms is larger than 10 
(Fig.2a)). The plasmon energy approaches asymptotically a 
value of ~0.6eV as the number of atoms increases. The 
plasmon peak of the gold chains splits into two peaks when 
doped with some TM (Ni, Fe, Pd) atoms. We find that the 
additional peak is associated with a local plasmonic mode 
which corresponds to charge oscillations around the 
potential minimum related to the d-orbital states of the 
impurity atoms. The effect takes place when the number of 
TM atoms is much smaller than the number of Au atoms. 
This is the first demonstration of the constructive role of 
the TM atoms in the plasmonic response of the noble-TM 
clusters..  

Anomalously soft and stiff modes of transition-metal  
nanoparticles 
Applying DFPT to 34- and 38-atom AgCu, PtFe, and Cu 
NPs, we relate their enhanced low- and high-energy tails n 
the vibrational density of state 
(with respect to bulk) to the . 
radial breathing and non-radial 
tidal vibrations, analogous to 

the pulsations observed in variable 
stars.  Additionally, we show that 
the features in the high frequency 
end can help identify whether a 
nanoparticles has core-shell or bulk-
like structure, the former having 
more pronounced modes above the bulk band.  We provide 
measures to relate geometric structure with EXAFS data while 
establishing that the concept of Debye temperature does not 

work for NPs, as the density of states are far from Debye (Fig.3). 

Fig.2. TDFFT results for the oscillator strength as a 
function of energy for: a) Au chains as a function of 
number of atoms (right y-axis). b) AuN-1Ni clusters 
(N at right top). The Au-Au distance of 2.89Å 
corresponds to the experimental results in the c 

Fig. 3 The core shell NP has more modes above 
the bulk band 
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Future Plans 

Nano-DFT+DMFT code with the Quantum Monte Carlo Impurity solvers 
The accurate solver of the single-impurity problem is the most important issue in the DMFT, both for the 
extended systems and the nano-case. The single impurity problem in DMFT is finding the single-electron 
(Anderson impurity) Green’s function for the given site/orbital treating the rest of the electron system as a 
bath. At present, we use the Iterative Perturbation Theory (IPT) approximation for the solver. In this 
approximation the expression for the single-electron self-energy is a function of the second order (in the 
local Coulomb repulsion parameter) self-energy, chosen in such a way that the resulting self-energy 
satisfies correctly some known limiting cases (like the high-frequency and large-Coulomb repulsion 
limits). The main advantage of the approximation is its simplicity which leads to a rather high speed of 
the calculations. As we have shown in our calculations, it leads to a very accurate description of the 
magnetization of the Fe11-Fe19 iron clusters, much better comparing to the DFT case. However, in general 
it would be very helpful to have a solver in which formally no approximation is made. One of the most 
often used is the (determinant) Quantum Monte Carlo solver, in which the exact evaluation of the path 
integrals is done in order to calculate the electron Green’s function. We plan to implement the QMC 
solver (with the Hirsch-Fye method) together with the IPT one into the Fireball code.   

Magnetic properties of nanoparticles: application of Nano-DMFT+DFT  
We will continue to investigate the structure-magnetism relationship for nanoalloys using DFT and the 
Nano-DMFT+DFT methods.  Of particular interest will be Pt-Fe, Rh-Fe, and Rh-Co nanoalloys, to 
address the following issues.  
• how magnetic properties of 3d TM NP change when doped with unfilled 4d- (Rh) and 5d-(Pt) shells. 
• Existence of magnetism in the 4d-(Rh) and 5d-(Pt) atoms. In the bulk, these systems are non-

magnetic, but small NP may demonstrate magnetism. 
• Pt-Fe is of great interest because of expectation of magnetic anisotropy. Very little is so far know 

about features at the nanoscale for this important material. 

Tuning the plasmon excitations in transition-metal doped arrays of noble-metal nanochains 

Our preliminary results for the absorption spectrum of arrays of nano-scale pure Au chains shows that as 
the number of chains in the array increases the plasmon peak shifts to higher energies and appears in the 
visible range for an array of three gold chains, each consisting of 10 atoms.  Doping with TM atoms also 
leads to the formation of additional plasmon peaks and is especially pronounced for Ni-doped chains.  
However, the response is very different when we have two chains in the array each doped with one TM 
atom in the middle.  We trace the origin of the additional modes to the interplay between the collective 
and local plasmon oscillations of the chains.  We also analyze 
the case of arrays consisting of chains of two different noble 
metal atoms (Au-Ag) and of arrays in which one chain is 
of noble metal atoms and the other of TM atoms.  We find 
that the plasmon mode is suppressed when the second 
chain is composed of TM atoms.  We need to compare the 
calculated optical absorption spectrum of the doped chains 
for several different types of TM atoms at different 
positions in the chains, and provide rationale for the trends.  
In addition we need to examine the effect of plasmon –
exciton interaction in arrays of infinite Au chains. The latter 
will help determine the validity of the results for energy applications. 
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Theoretical investigations of single particle spectroscopies of novel materials	
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Project Scope:  
 
The goal of this project is to gain insight into the properties of strongly correlated 
quantum materials and to theoretically model experimental probes of single-particle 
spectral functions like angle-resolved photoemission spectroscopy (ARPES). While the 
main focus of this project is on theoretical and computational modeling of complex 
materials, a part of it consists of collaborations with experimental groups on analysis of 
data.  
	
  
Recent Progress:  
 
1. Electronic structure of d-wave vortex liquid in underdoped high-Tc cuprates: 
 
The nature of the electronic state in underdoped cuprates remains a mystery, despite 
many years of effort. The observations of quantum oscillations in high magnetic fields H 
imply the existence of well-defined quasi-particles, but with a smaller Fermi surface (FS) 
than expected from the Luttinger count. Various order parameters have been suggested 
as leading to a Fermi surface reconstruction with small electron pockets that would 
account for the observed quantum oscillations. However, existing theories do not 
address the following questions. 
 

• How can we explain the nontrivial H-dependence of specific heat coefficient γ, 
which finds the 1/H-periodic oscillations riding on top of a H1/2 background?  

• Why is the specific heat γ strongly suppressed, by about a factor of five at a field 
H= 50T, relative to the normal state γ? 

• What role does the vortex liquid state play in the quantum oscillation 
phenomena? 

• How can we reconcile the near-nodal Fermi arcs and antinodal pseudogap 
observed in H=0, high-T ARPES experiments with the electronic excitations 
probed by quantum oscillations? 
 

Our main theoretical progress in the last year has been in addressing all of the above 
questions, in addition to incorporating the FS reconstruction by competing order 
parameters. We model the vortex liquid by specifying its gauge-invariant 
superconducting (SC) order parameter correlation function, which decays in real-space 
like a Gaussian on the scale of the magnetic length l and in time as an exponential with 
a frequency scale Γ describing damping due to vortex motion.  
 
We then investigate the electronic structure of this d-wave vortex liquid state using a 
diagrammatic approach in the regime where the cyclotron radius Rc >> l >> coherence 
length >> a, the lattice spacing. We find that the ARPES spectral function has 
qualitatively different behavior depending on the timescale of SC fluctuations, as shown 
in Fig. 1. For the “static” case, with (Γ, T) < Tc, there is a pseudogap near the antinodes 
and a Fermi arc near the nodes, just as in the ARPES experiments. On the other hand, 
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when the dynamics of the SC fluctuations is important, with Γ > T, we find quasiparticles 
all around the FS. It is in the latter case, that we expect – and find, as described below -- 
quantum oscillations. 
 
 

                    
 
Figure 1: ARPES spectral functions. Static case with pseudogap and Fermi arc on the left 
contrasted with the full Fermi surface found for the dynamic case on the right.  
 
We next compute the electronic density of states (DOS) at the chemical potential as a 
function of the magnetic field H. The field dependence of the self energy is quite 
nontrivial and unlike that of conventional Fermi liquids studied earlier, so we validate the 
usual k-space based semi-classical approach by a more elaborate calculation in the 
Landau level (LL) basis as shown in Fig. 2. 
 
            

 
 
Figure 2: DOS N(0) for d-wave vortex liquid based on a Landau Level and semi-classical 
calculation for a parabolic dispersion. Note that the 1/H-periodic quantum oscillation rides on top 
of a strongly H-dependent background that goes like H1/2 at small fields. 
 
We see that quantum oscillations in the “static” case are only seen at very high fields, 
where the pseudogap is completely destroyed. On the other hand, in the dynamic case, 
the oscillations persist down to fields much smaller than Hc2. For low fields µ/ωc >>1, we 
find the H1/2-dependences of the electronic density of states, consistent with that 
observed in the specific heat measurement [S. C. Riggs et al., Nature Phys. 7, 332 
(2010)]. Ours is the first calculation in the literature that shows a smooth interpolation 
between this low-field behavior with quantum oscillations, as shown in Fig. 2.  
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The unusual self-energy effects of the d-wave vortex liquid that are responsible for the 
strong suppression of the DOS relative to the normal state are found not to alter the 
quantum oscillation frequency, which is still determined by the are of k-space orbits. To 
get a realistic description of the quantum oscillation experiments, we have to include 
both the self-energy effects of the SC fluctuations in the vortex liquid and the FS 
reconstruction due to competing orders. Here we show one illustration of this by 
considering the nematic plus Q = (π/2,0) ordering [H. Yao, D.-H. Lee and S. Kivelson, 
Phys. Rev. B 84 012507 (2011)]. As shown in Fig.3, this reconstructs the large ARPES 
FS into small electron pockets and open orbits. We include the SC fluctuations by 
modifying the dispersion with vortex-liquid self-energy and semiclassically quantize the 
results to obtain the quantum oscillations show in the right panel of Fig. 3. 
 
                     

 
 
Figure 3: Left: Fermi surface reconstruction by competing order. Right panels: Quantum 
oscillation in the DOS with a strong field-dependent suppression that goes like H1/2 at small fields. 
 
We thus find that the combination of short-range SC fluctuations in the d-wave vortex 
liquid state together with a FS reconstructed by a competing order yields excellent 
agreement with quantum oscillation experiments: small electron pockets and hugely 
suppressed DOS relative to normal state, with H1/2 asymptotic behavior. 
 
 
2.  ARPES studies of high-Tc cuprates: 
 
A dramatic change in energy gap anisotropy upon reducing carrier concentration has 
often been observed in the high Tc cuprates. A simple d-wave gap in optimally doped 
materials evolves with underdoping into a “two-gap” behavior, with different k-
dependences in different regions of momentum space. It is tempting to associate the 
large antinodal gap, which persists even above Tc in underdoped materials, with a 
second order parameter distinct from d-wave superconductivity. In collaboration with the 
angle-resolved photoemission spectroscopy (ARPES) group of J.C. Campuzano and M. 
R. Norman at Argonne National Labs, we have been analyzing various families of 
underdoped Bi2212 samples to gain insight into what seem to be apparent differences 
between various results reported in the literature. 
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We show that the two-gap behavior, and the concomitant destruction of well-defined 
electronic excitations, are not universal features of HTSC, and depend sensitively on 
how the underdoped materials are prepared. Depending on degree of cation 
substitution, essential for making highly underdoped single crystals, we find that the two-
gap behavior sets in at different levels of underdoping. In contrast, many characteristics 
of HTSC like the superconducting dome (Tc versus doping), sharp nodal quasiparticles, 
antinodal gap that decreases monotonically with doping, and the pseudogap, are 
present in all samples, irrespective of whether they exhibit two-gap behavior or not. Our 
results imply that universal aspects of high Tc superconductivity are insensitive to 
differences in the electronic states in the antinodal region of the Brillouin zone.  
 
Future Plans: 
 
We plan to work on a variety of problems described below. 
 
(1) We are broadening the class of materials that we look at to go beyond high Tc 
cuprates. We will investigate the connection between electronic properties and the lattice 
degrees of freedom. Specifically, we are looking at oxide interfaces, manganites, and 
charge density wave (CDW) materials.  
 
(2) We plan to work on the formalism of pump-probe photoemission spectroscopy. We 
plan to investigate if there are any useful sum rules that we can derive and plan to apply 
our formalism to simple models of correlated materials.  
 
(3) We will continue our collaboration with the Argonne ARPES group led by J. C. 
Campuzano and with M. R. Norman. Specifically, we are working on two problems. The 
first is related to ARPES, STM and X-ray data on CDW materials. The second problem 
is on the relation of ARPES intensity autocorrelations, a technique that we had 
introduced a few years ago, to gain further insight into the pseudo gap in underdoped 
cuprates. 
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 [2] J. Zhao, U. Chatterjee, D. Ai, D. G. Hinks, H. Zheng, G. Gu, S. Rosenkranz, H. 
Claus, M. R. Norman, M. Randeria and J. C. Campuzano, “One gap, two gaps, and 
universality in high temperature superconductors”, submitted to Phys. Rev. Letters. 
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I. FIRST-PRINCIPLES INVESTIGATIONS OF THE PHYSICS OF NEW
SEMICONDUCTING FERROELECTRICS FOR SOLAR LIGHT ABSORPTION
AND CARRIER SEPARATION

Principal investigator: Prof. Andrew M. Rappe
Makineni Theoretical Laboratories
Department of Chemistry
University of Pennsylvania
Philadelphia, PA 19104-6323
rappe@sas.upenn.edu

II. PROJECT SCOPE

Since the 1950s, when the bulk photovoltaic effect (BPVE) was discovered and the effi-
ciency of intrinsic polarization for separating photoexcited carriers was first noted, ferro-
electric materials have been investigated for photovoltaic and photocatalytic applications.
Their practical use was hampered by the fact that large spontaneous polarization is usu-
ally found in highly ionic materials, typically oxides. The large electronegativity difference
between the O atoms and the metal cations fosters high polarization, but also gives rise

FIG. 1: The experimental BPVE current

for BaTiO3 is plotted versus incident pho-

ton energy, as is the first principles com-

puted shift current response, for electric fields

along x̂ (σxxZ) and along ẑ (σzzZ). The gray

bands are error bars for the theory calcu-

lations based on uncertainty in the experi-

mentally reported light intensity. The strong

agreement demonstrates that the shift cur-

rent mechanism quantitatively explains the

observed BPVE in ferroelectrics. [1]

to a strong ionic component of bonding and a large
band gap. This makes almost all ferroelectric ma-
terials unable to absorb solar energy in the visible
range, where most of the energy in the solar spec-
trum lies. Incomplete understanding of BPVE and
its relationship to atomic composition and struc-
ture, as well as insufficient understanding of the
solid state physics and chemistry that give rise to
ferroelectricity prevented design of new materials
that combine a narrow band gap and robust carrier
separation via the BPVE.

Recently, there has been an upsurge of interest in
ferroelectric-based photovoltaic materials. This has
been in part due to the increasing need for clean,
renewable energy, and in part due to the advances
made in the past three decades in the physical un-
derstanding of ferroelectric materials. New exper-
imental techniques have been pioneered to manip-
ulate the ferroelectric properties of materials, ex-
tending even to the induction of ferroelectricity in
materials that are normally not ferroelectric, by the
careful control of atomic arrangement, strain and
morphology. Theoretical methods have played a
key role in elucidating the physics and chemistry
of ferroelectrics. Now, due to advances in methodology and computational power, theorists
are able to accurately predict the structure and properties of new, unsynthesized materials. In
the work reported here, we have used computational and theoretical methods to advance the
understanding of the physics of photovoltaic ferroelectrics by first-principles studies of BPVE
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in ferroelectrics, and to design new low-band gap materials that efficiently separate carriers,
through changing the band gap of current highly polar materials.

III. RECENT PROGRESS

III.A. The shift current mechanism for the BPVE

Various physical mechanisms have been proposed to explain the BPVE. We presented [1] the
first convincing evidence that the shift current is responsible for the BPVE by calculating
shift current response from first principles and comparing it with experimental shift current
measurements. We calculated the bulk photovoltaic response of the ferroelectrics BaTiO3 and
PbTiO3 from first principles by applying shift current theory to the electronic structure from
density functional theory. The first principles results for BaTiO3 reproduce experimental pho-
tocurrent direction and magnitude as a function of light frequency, as well as the dependence

FIG. 2: (top) Time resolved x-ray diffraction

reveals that after illumination, ferroelectric

PbTiO3 rapidly contracts and then expands,

before returning to the equilibrium structure.

Theoretical modeling showed that coherent

carriers generated by the BPVE cause the

contraction. Once these carriers reach the

sample boundaries, they decohere and then

screen the ferroelectric depolarizing field, ex-

panding the sample. [2]

of current on light polarization, demonstrating that
shift current is the dominant mechanism of the bulk
photovoltaic effect in BaTiO3.

Additionally, we have analyzed the relationship
between response and material properties in de-
tail. The photocurrent does not depend simply
or strongly on the magnitude of material polar-
ization, as has been previously assumed; instead,
electronic states with delocalized, covalent bonding
that is highly asymmetric along the current direc-
tion are required for strong shift current enhance-
ments. The complexity of the response dependence
on both external and material parameters suggests
applications not only in solar energy conversion, but
photocatalysis and sensor and switch type devices
as well.

We collaborated with an international experi-
mental team to show [2] that light drives large-
amplitude structural changes in thin films of the
prototypical ferroelectric PbTiO3 via direct cou-
pling to its intrinsic photovoltaic response. Using
time-resolved x-ray scattering to visualize atomic
displacements on femtosecond time scales, photoin-
duced changes in the unit-cell tetragonality are ob-
served. These are driven by the motion of photo-
generated free charges within the ferroelectric and
can be simply explained by a model including both shift and screening currents, associated
with the displacement of electrons first antiparallel to and then parallel to the ferroelectric
polarization direction.

III.B. Computational materials design of new ferroelectric solid solutions

An important goal of this project is the identification of new semiconducting ferroelectrics.
Previously, it was thought that high polarization is incompatible with low band gap. Our pre-
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vious work on PbTiO3 doped with Ni, Pd, or Pt demonstrated the feasibility of fabricating new
single-phase semiconducting ferroelectrics. During this grant period, we examined correlations
between tetragonality, polarization, and ionic displacement [3] in order to develop new alloy-
ing strategies leading to new ferroelectrics. We modeled [4, 5] the solid solution of BaTiO3,
BaCeO3, and BaPdO2 in order to invent Pb-free semiconductor ferroelectrics using the vacancy-
transition metal paradigm for band gap lowering and polarization enhancement pioneered in
our previous work. We also examined tin-based [6] perovskites as a way to eliminate Pb in
ferroelectrics, focusing on the SnAl1/2Nb1/2O3 (SAN) material. We predict that SAN is very
close to a morphotropic phase boundary, giving it a high piezoelectric coefficient, as high as
Pb(Zr,Ti)O3.

III.C. Correlating electronic band gap with oxide composition and cation ar-
rangement

In view of the opportunities offered by shift current based photovoltaics, we undertook a study
of how band gap relates to oxide composition. As others have noted as well, oxide band gaps
do not change linearly with composition the way they do in compound semiconductors. In
fact, we find [7, 8] that for perovskites, particular cation arrangements lead to local ionic and
covalent bonding that can raise or lower the conduction and valence band edges significantly.
As part of these studies, we systematically investigated the application of post-DFT methods to
demonstrate their applicability for calculating band gaps in perovskites with transition metal
cations [7–10]. We find that for low band gap and metallic oxides, post-DFT methods can
reduce the overall accuracy of the density of states, even while improving the band gap itself.

III.D. The electronic structure of topological insulators

The topological insulating phase results from inversion of the band gap due to spin-orbit cou-
pling at an odd number of time-reversal symmetric points. In Bi2Se3, this inversion occurs at
the Γ point. For bulk Bi2Se3, we have analyzed [11] the effect of arbitrary strain on the Γ
point band gap using density functional theory. By computing the band structure both with
and without spin-orbit interactions, we consider the effects of strain on the gap via Coulombic
interaction and spin-orbit interaction separately. While compressive strain acts to decrease
the Coulombic gap, it also increases the strength of the spin-orbit interaction, increasing the
inverted gap. Comparison with Bi2Te3 supports the conclusion that effects on both Coulombic
and spin-orbit interactions are critical to understanding the behavior of topological insulators
under strain, and we propose that the topological insulating phase can be effectively manipu-
lated by inducing strain through chemical substitution.

IV. PLANNED ACTIVITIES 2012–2013

During the coming year, we plan to examine the shift current mechanism for BPVE for some
of the semiconducting ferroelectric compositions that we have proposed, in order to assess their
feasibility as solar materials. We will also examine how shift current behavior is modified in
cation-alloyed perovskite oxides and those with oxygen vacancies. We will extend our use of
beyond-DFT approaches for band gap calculations, focusing on methodological development to
enhance the efficiency of GW calculations for complex materials. We have started a project
to examine the different terms that enter the final shift current expression. Two different
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momentum-dependent functions are multiplied to give the final shift current. Alignment of the
Brillouin zone peaks of these functions would give a remarkable enhancement to the shift cur-
rent. We will therefore search for bonding motifs and structures that exhibit such an alignment.
Finally, we intend to explore the application of similar photovoltaic mechanisms to magnetic
systems.
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ABSTRACT 
This program is designed to overcome materials theory challenges that are both at the 
frontier of basic research and beyond current theoretical and computational capabilities. 
Our overarching goal is to significantly improve our description and understanding of 
electronic correlations, magnetic interactions and spin-orbit coupling in an ab initio 
framework. This advance is key for the design of new materials for clean energy. Our 
goal is to describe the physical, chemical and electronic properties of materials with 
accuracy comparable to experimental characterization and in large physically-relevant 
systems. This program includes both accurate ab initio approaches and methods based on 
simpler models. Models will allow us to test new methods and extend ab initio results to 
larger systems. A priority is to develop, improve and implement in high-performance 
supercomputers new theories that go well beyond the current approaches. Many relevant 
properties of semiconductors, polymers, correlated, oxides and magnets are currently 
beyond the accuracy obtainable with the state-of-the-art approaches based on Density 
Functional Theory (DFT). Accordingly, we aim to provide an alternative route using the 
highly-accurate Quantum Monte Carlo (QMC) and/or improve DFT approximations (e.g. 
for finite temperature). A significant fraction of the theoretical research in materials is 
currently based on DFT approximations. In the short term, the results provided by our 
research will quantify the errors of these widely-used approximations. When even higher 
performance/high-capacity computers become readily available to a larger group of 
researchers, we aim to provide an alternative QMC-based approach to reach the required 
accuracy for energy applications.  

 
The dream of theoretically predicting the properties of new materials before they are 
synthetized has been a long-standing goal of theoretical research. This elusive goal is 
increasingly urgent due to major advances in synthesis and fabrication techniques. While 
there are several popular methods used for high-fidelity computation (some massively 
used, e.g. DFT), they are based on approximations that limit their accuracy in many 
materials systems. Improved accuracy is important for example for nano-structured 
materials where physical properties become increasingly dominated by interfaces and 
reduced dimensionality. Control at the nano-scale opens up an exponential number of 
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possibilities, taking advantages of the combinations that can be made with different 
materials. Each combination has the potential to be a useful discovery. However, it is 
impractical to explore all these possibilities by trial-and-error experiments. Therefore, we 
need a theoretical approach that can produce results with the accuracy required in real 
materials problems; without accuracy it is very difficult to design a material or guide 
experiment. However, in efforts to improve accuracy, it is also important to retain system 
size. Since both larger size and better accuracy increase computational cost, it is critical 
to improve the accuracy of methods that can eventually reach larger sizes.  
 
In condensed matter theory, better accuracy is required in a plethora of cases: catalysts, 
energy storage materials, solar energy materials and functional materials. In other 
systems, where disorder is dominant, such as high-performance permanent magnets and 
high-entropy alloys, there is a pressing need to reach larger sizes with less expensive 
methods based on DFT.  Most of the effort of this project is to develop high accuracy ab 
initio methods. However, a qualitative understanding of materials properties is 
undeniably helpful. Eventually, since models can reach larger sizes, we also want to 
determine with an accurate many-body calculation based solely on quantum mechanics, 
which models are valid for different material systems. 
 
Theories to deal accurately with many-body correlations in an ab initio context: The 
adequate treatment of correlation and exchange are critical elements missing in accurate 
predictions of energy barriers for catalysis, optical gaps for solar energy and atomic 
transport in most materials of current interest for both energy and fundamental science. 
QMC methods are statistical techniques that can tackle electronic correlations in an ab 
initio framework taking full advantage of parallel supercomputers with a large number of 
processors. By solving the many-body Schrödinger equation through a stochastic 
projection, QMC avoids approximations in mean-field methods and has much better 
scalability than quantum chemical (QC) methods, enabling scientific discovery across a 
broad spectrum of disciplines. In the last decade, QMC has taken advantage of advances 
in hardware and software in evolving high-performance computer (HPC) architectures. 
Recently, one of the Co-PIs of this project J. Kim, has developed QMCPACK, an open-
source QMC package for HPC [Kim 2010]. QMCPACK employs cutting-edge 
programming models and software engineering practices.  

The QMC calculations of homogeneous electron gas by Ceperley and Alder laid the 
foundation for the approximations of DFT. QMC has played since an important role as a 
benchmark method. Most of the bulk QMC calculations to date have employed the 
simplest trial wavefunctions, namely single-Slater-Jastrow wavefunctions, but were able 
to capture a large fraction of the correlation and successfully predict electronic and 
structural properties of weakly binding to strongly correlated bulk systems Various 
methods to correct finite-size errors allow now QMC to use a simulation cell of a modest 
supercell of N=100-1000 electrons and to extrapolate the properties at the thermodynamic 
limits. All these improvements have opened up the possibility of improving fermion 
nodes of bulk systems. 

The nodal error in QMC is one of the important technical challenges limiting 
applications of QMC. Finding wave-functions with good nodes has been a very 
demanding task both in human and computer time. We have developed a “self-healing 
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diffusion Monte Carlo” (SHDMC) technique [Reboredo 2009a] that can find these nodes 
starting from random without human intervention. The method has been extended to the 
calculations of excited states [Reboredo 2009b], systems with charge flow (in periodic 
boundary conditions) and magnetic fields. Our “proof-of-principle” results [Bajdich 
2010a] show that the study of much larger systems with SHDMC is possible. We using 
SHDMC and other methods to optimize the wave-function developed by Umrigar and 
others for (a) doing applications in realistic systems that are scientifically and 
technologically relevant; and (b) generating models that incorporate correlations in larger 
systems. QMCPACK, facilitates rapid deployments of new QMC capabilities on HPC 
systems for broad applications. It is designed to provide a framework for development of 
new QMC methods and algorithms like SHDMC. Accordingly, we aim to explore how 
far we can reach with this new approach in the description of new materials going well 
beyond the state of the art which is based on DFT.  

Potential improvement of DFT calculations with QMC input:. DFT will remain an 
indispensable tool to study larger systems. A significant amount of research in the 
electronic structure community has been focused on the development of better DFT 
approximations. Benchmark data from QMC calculations can help this effort [Bajdich 
2011].  

Approaching a complete mutideterminat basis: QMCPACK already implements the most 
advanced QMC algorithms including i) variants of the linear optimization method 
[Toulouse 2008] that can both optimize the correlation-function parameters and the 
expansion coefficients of multi determinants; and ii) a new accelerating algorithm in 
computing multi determinants [Clark 2011].  

Applications to real solids: We are choosing systems where we expect to find significant 
many-body effects but at the same time systems that present a manageable challenge. 
Studies in graphene, nano-ribons and carbon nano-tubes can potentially benefit the 
experimental programs [ERKCM43 (N. Gallego)], [ERKCS81 (D. Geohegan)] and 
[ERKCS89 (S. Pennycook]. As we make progress, we will tackle more ambitious 
problems of fundamental and technological significance. In the short term we plan to 
support experimental work in ORNL in semiconductors oxides and carbon compounds. 
These calculations will exploit synergies with the research Center for Defect physics 
[ERKCS99, (Stocks)] at ORNL which is focused on structural materials (metals) and will 
benefit the experimental programs performed in [ERKCS80 (H. Christen)] and the 
proposed research in [ERKCS87 (H. Weitering)].  

Calculation of magnetic properties at finite temperature: In many condensed mater 
systems QMC calculations are impractical, thus approximated methods based on DFT are 
required. A particularly challenging case is the study of magnetic excitations at finite 
temperature, since there are no QMC benchmark calculations of the electron gas between 
the high temperature limit and zero temperature. Therefore, the development of ab initio 
theoretical techniques for describing the finite temperature properties of materials is an 
extremely challenging problem. The calculation of the full temperature/pressure magnetic 
phase diagram of complex multicomponent systems remains beyond the reach of existing 
techniques. However, recent progress that exploits novel theoretical, algorithmic and 
computational methods has advanced the state of the art to the point where direct ab 
initio simulation of the finite temperature properties of magnetic materials appears 
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possible [Eisenbach 2011a, Nicholson 2011]. In this project the primary focus is on 
predictive statistics from first principles, thus advancing our capabilities to investigate 
magnetic materials at finite temperatures from first principles.  

Theoretical and Computational Developments: Several statistical techniques have been 
designed to specifically deal with the problem of exploring complex free energy 
landscapes. Of particular interest here is the Wang-Landau Monte Carlo method [Wang 
1995, Landau 2004]. In the Wang-Landau method a random walk is performed explicitly 
in the space of collective variables and the simulated system evolves in such a way that it 
avoids areas of phase space that have already been visited. This method provides an 
intelligent way to overcome the time-scale dilemma by using massively parallel 
computers. The Wang-Landau method is straightforwardly parallelized to thousands of 
walkers. The ab initio Wang-Landau sampling based methods are potentially extremely 
powerful. Here we propose to advance the state of the art on two fronts. Firstly, the 
development of new theoretical and algorithmic approaches that greatly accelerate 
statistical results even with current computing resources. Secondly, exploitation of 
improvements in computing power (exascale) that will result from expected 
developments in hardware architecture that will result in increased parallelism and 
performance, thereby enabling the treatment of more complex materials systems. While it 
is expected that the available computing resources will continue to grow, thus enabling us 
to make first principles based statistical physics more feasible, it is also clear that the 
computational paradigms are likely to undergo significant changes. Hence we are 
collaborating with the NCCS to modify our workhorse LSMS code to perform optimally 
on hybrid compute nodes that combine CPUs and GPUs as they are widely adopted in 
high performance computing.  

Applications to Materials for Energy: While the possible areas of application of the 
methods described above are vast – magnetic states in nanoparticles or wires (raceways) 
for information storage, magneto-caloric and magneto-elastic properties, magneto-
transport properties, hard magnets and structural alloys containing the magnetic 3d-
elements Cr, Mn, Fe, Co and Ni – in the following we focus on a single case where 
synergies with experimental synthesis and characterization efforts with the broader BES-
DMSE research portfolio at ORNL [ERKC73, (G. Ice)] [ERKCM06 (C. Liang)]]. 

High Entropy Alloys: (HEA) represent a new class of structural materials with potential 
for applications. One of the most interesting aspects of theses materials is that they exist 
at all. High entropy alloys typically comprise of four, five or even more elements but yet 
have simple crystal structures such as FCC or BCC. Given the number of possibilities for 
so many different elements to decompose into phases involving sub-sets of these 
components, it is extremely surprising that these alloys exist as apparent solid solutions 
on simple lattices. Of course, the term High Entropy Alloys was given to these unusual 
systems based on the conjecture that they are entropically stabilized as a result of the ever 
increasing entropy of mixing of alloys systems comprising more and more component 
species1 HEA are currently the subject of experimental study within the BES-DMSE 
Materials Science program at ORNL to confirm that they indeed form single-phase solid-
solution materials, to characterize their atomic and microstructure, measure their 

1  The ideal entropy of mixing (SM=kBSumi=1,N cilnci) is a maximum at equiatomic compositions and 
increases as the number of components increases. 
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mechanical properties and, more recently, measure other physical properties that can shed 
light on their unexpected stability ([ERKCM06, E. George] and [ERKCS73, G. Ice] ).  Of 
the systems that have been confirmed to form solid solutions [Bei, 2012], the FCC-
structure, four component CrFeCoNi and five component CrMnFeCoNi systems, are 
worthy of particular attention in that they are comprised of most, or all, of the 3d-
transition metal elements that are magnetic. Thus understanding the role of magnetism 
and temperature in stabilizing these systems comes to the fore. In such multicomponent 
3d-transiion metal alloys the magnetic state is likely to be extremely complex, strongly 
coupled to the compositional state (short-ranged order etc.) and correspondingly difficult 
to characterize experimentally leaving a clear role for ab initio theory to provide the 
needed input both to suggest key experiments and to aid in their interpretation.   

Direct Calculations of S(q) and S(q, ): Neutron scattering is potentially the cleanest and 
most direct probe of the magnetic structure and dynamics of magnetic materials. The 
large cell order-N electronic structure and Wang Landau finite temperature statistical 
sampling methods outlined above have the potential to increase the information about the 
underlying atomic and magnetic correlations that can be extracted from neutron 
scattering experiments on complex systems. This coupled with new experimental 
capabilities at the SNS, offers exciting new possibilities. The use of Wang-Landau 
sampling offers the further possibility to obtain the full temperature dependence of the 
static correlations namely S(q,T) and thereby make direct and detailed contact with 
corresponding neutron scattering experiments [ERKCM73 (G. Ice)]. 
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Project scope 
 
The primary goal of our DOE BES Grant is to develop improved theoretical techniques 
for quantitative calculations of photon and electron spectroscopies over a broad 
spectrum, spanning UV-VIS to x-ray energies.   Our effort includes advanced 
computational techniques and codes based on extensions of our successful and well 
known real space Green’s function (RSGF) codes FEFF. Our previous developments 
have been widely cited, and were recently recognized by the 2011 Advanced Photon 
Source Arthur H. Compton Award. Our current approach involves two levels of attack: 
1) Efficient, parameter-free RSGF approaches; and 2) First-principles methods based 
on the GW/Bethe-Salpeter Equation (BSE). Both build on recent developments in the 
theory of excited states and response functions.  Achieving these goals requires a 
quantitative treatment of many body effects beyond the independent electron 
approximation. For 1) we proposed to add new capabilities to FEFF, while for 2) we 
proposed  techniques that augment our BSE codes, working partly in collaboration with 
NIST scientists. Linking different codes and making them compatible can be extremely 
valuable, since the combination of methods 1) and 2) yields a hybrid approach that 
exceeds the capabilities of either alone. Here we report significant progress toward 
these goals with several major advances.  
 
Recent progress 
 
Real Space Green's Approach  
 
A. Many-body Corrections in X-ray Spectra 
 
One of our goals has been to improve on the quasi-particle approximation through the 
inclusion of Hubbard model corrections and satellites in calculations of XAS.  For 
example, we have implemented the Hubbard model using a rotationally invariant 
LDA+U formalism [1]. Rather than fitting to experiment, theoretical values of the 
Hubbard parameter U have been estimated using the constrained RPA method. Our 
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treatment also includes a many-pole GW self-energy (MPSE) model which accounts 
for the interaction of the photo-electron with excitations such as plasmons. This leads 
to an efficient approach to account for correlation effects on localized and delocalized 
electrons, and their influence on x-ray spectra. Using this extension we have 
calculated the projected density of states (lDOS) as well as x-ray absorption (XAS) and   
emission spectra (XES) of several materials, yielding reasonable agreement with 
experiment. For comparison, Figure 1 below shows our cRPA estimates for U with 
other theoretical cRPA and cLDA results.     
 

 
Figure. 1. Results of our cRPA calculations of U (red squares) for the 3d 
transition metals compared with the cRPA (blue circles) and cLDA (green 
triangles) calculations of Aryasetiawan. 

 

We have also developed techniques for calculating corrections to the GW quasiparticle 
approximation based on cumulant expansion techniques and the quasi-boson 
approximation. This approach includes satellites in the spectral function, and yields 
spectra in excellent agreement with XPS experiment for Si and related materials [2]. 
 
B.  Applications to x-ray spectra: RIXS and Compton profiles 
 
X-ray spectra have proved to be extremely valuable for probing the excited state 
properties of materials, but their interpretation requires accurate theoretical methods. 
An important advance is the extension of our RSGF approach for calculations of 
resonant inelastic x-ray scattering (RIXS) [3], which typically have higher energy 
resolution than conventional XAS. This development was selected as a 2011 ESRF 
Scientific Highlight by the European Synchrotron Radiation Facility. Our method is 
based on the Kramers-Heisenberg formula and reasonable approximations which yield 
the RIXS cross section in terms of a convolution of effective x-ray absorption (XAS) 
and x-ray emission (XES) spectra. Core hole screening is included via a random-
phase approximation to the dielectric function.  Additional many-body features, 
including edge-singularity and satellite effects can also be included. Our method allows 
for calculations of both direct RIXS and high energy resolution fluorescence detected 
(HERFD) XAS over a large energy range, including pre-edge and main edge regions. 
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The method is applicable to a wide variety of materials with no constraint on symmetry. 
Calculated results have been compared to experiment for a variety of materials and 
edges, including core-core and core-valence RIXS of high Tc cuprates, lanthanides, 
and transition metal oxides. Extensions of our approach have also been developed to 
treat Compton scattering [4]. 
 
GW/BSE approach 
 
A. Core-GW/BSE Code 
 
A major achievement of our research was an extension of our GW/BSE codes for core-
level x-ray spectra [5]. Dubbed OCEAN, the software is suitable for calculating near-
edge x-ray spectroscopies, both dipole limited and at finite-momentum transfer, e.g., 
non-resonant inelastic x-ray scattering (NIXS). By explicitly including the photo-
electron and the core hole and their interactions, the BSE approach can accurately 
describe L23 edge of transition metal spectra, historically a weakness for single-particle 
approaches. Additionally, building on density functional theory (DFT) and GW self-
energy corrections, we obtain spectra in good agreement with experiment without 
adjustable parameters. The OCEAN code is band-structure based, but scales well to 
100 electrons or 500 Å3 units cells. As an example we show in Fig. 2 the vanadium L23 
edge of metallic BCC V and insulating phase of VO2. Vanadium dioxide is problematic 
in standard DFT, with the ground state incorrectly predicted to be conducting. By 
including self-consistent self-energy corrections, a band gap is opened in the ground 
state, and the resulting wave functions used to calculate the x-ray spectra. Notably the 
BSE approach does an excellent job of reproducing the L3/L2 ratio, which in transition 
metals often differs markedly from the statistical 2:1 ratio. Moreover, our approach can 
also include multiplet effects approximately, thus providing a unified treatment of both 
local correlation effects and extended states.  This work has led to several other 
publications as well [6-7]. 
 

 
 

FIG 2. OCEAN calculations of the L23 spectra of V and VO2. 
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Planned activities: 2012-2013 
 
A priority for the next year is to develop extensions of our quasi-boson approach for 
treating satellites in XAS. In particular we plan to implement an approach of Lee, 
Gunnarsson and Hedin for treating charge-transfer satellites in correlated materials. A 
related topic is to treat contributions to the electron self-energy due to phonons, again 
within the quasi-boson, cumulant expansion approach. 
 
A second priority is to extend the OCEAN code for larger systems. Originally the 
ABINIT electronic structure code was used as the DFT solver for the ground state and 
unoccupied Kohn-Sham state basis. However, recently we have begun adding support 
for Quantum Espresso (QE).  The motivation is that QE is considerably faster, can 
handle larger system sizes, is more easily parallelized, and has significant user and 
developer communities.    This improved version of OCEAN will allow users of OCEAN 
to select either ABINIT or QE as the DFT solver for core-BSE calculations. 
 
 Publications 
 
1.  Hubbard model corrections in real-space x-ray spectroscopy theory, Towfiq Ahmed, 
J.J. Kas and J. J. Rehr, Phys Rev B 85, 165123 (2012). 
 
2. Valence Electron Photoemission Spectrum of Semiconductors: Ab Initio Description 
of Multiple Satellites, Matteo Guzzo, Giovanna Lani, Francesco Sottile, Pina 
Romaniello, Matteo Gatti, Joshua J. Kas, John J. Rehr, Mathieu G. Silly, Fausto Sirotti, 
and Lucia Reining, Phys. Rev. Lett. 107, 166401 (2011). 
     
3. Real-space Green's function approach to resonant inelastic x-ray scattering, J. J. 
Kas, J. J. Rehr, J. A. Soininen, and P. Glatzel, Phys. Rev. B 83, 235114 (2011).  
 
4. Real-space Green's function calculations of Compton profiles, Brian A. Mattern, 
Gerald T. Seidler, Joshua J. Kas, Joseph I. Pacold, and John J. Rehr, Phys. Rev. B 
85, 115135 (2012). 
 
5. Bethe-Salpeter Equation Calculation of Core Excitation Spectra, J. Vinson, E. L. 
Shirley, J. J. Rehr, and J. J. Kas, Phys. Rev. B 83, 115106 (2011). 
 
6. X-ray absorption near-edge spectra of overdoped La2-xSrxCuO4 high-Tc 
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Fernando D. Vila, R.S. Markiewicz, A. Bansil, and J. J. Rehr, Phys. Rev. B 83, 115117 
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Strong Correlations in Electron Systems

Principal Investigator: Peter S. Riseborough
Physics Department, Temple University
Philadelphia, Pa 19122
prisebor@temple.edu

I. Project Scope

The scope of this proposal is that of the theory of strongly correlated elec-
tronic materials. The proposal covers the theory of materials that contain ele-
ments from the lanthanide and actinide series and which show anomalous be-
havior due to the presence of strong interactions. One emphasis is placed on the
effects of strong interactions on the the low-temperature quasi-particle disper-
sion relations near the Fermi-energy (such as the production of heavy masses or
the formation of gaps), and their manifestations in spectroscopic probes (such
as inelastic neutron scattering, ARPES etc.). Another emphasis is placed on
the effects that the temperature-dependence of the quasiparticle spectra have
on the phonon spectra and their relation to the temperature-dependent phonon
anomalies observed in α-uranium and plutonium.

II. Recent Progress

An underscreened Anderson Model [9C] has been devised to describe the
anomalies found in the ferromagnetic uranium-based compounds US, USe and
UTe. The high temperature susceptibility of the materials shows evidence of
spin S = 1 moments, while transport properties show the existence of a loga-
rithmic temperature-dependence indicative of the Kondo effect. However, below
the Kondo temperature, the system shows evidence of a set of partially compen-
sated spin one-half moments that order ferromagnetically. The ordering in the
uranium compounds contrasts sharply with the ordering in cerium compounds
[1J], which show very much smaller values of the ordering temperatures and
much reduced ordered magnetic moments. We have examined USb2 theoret-
ically and have described a kink that appears in the quasi-particle dispersion
relation and which has been observed experimentally by the ARPES measure-
ments of Durakiewicz et al. [2C,4C].

In a related study, we have shown that the Hund’s rule coupling may pro-
duce a gapping of the Fermi-surface of the underscreened Anderson Lattice
Model without producing either spin density wave ordering, orbital ordering
or charge density wave ordering. The proposed phase shows a combined spin
and orbital density wave that is difficult to detect experimentally [8J]. In the
mean-field approximation, the proposed mechanism not only shows gaps at the
Fermi-energy but also breaks spin-rotational invariance without producing or-
dered magnetic moments. The properties of this phase are fully consistent with

1

223



the experimentally-determined properties of the “Hidden Ordered” phase of
URu2Si2 measured thus far [5J,9C].

The effects of a temperature-dependent hybridization gap and strong electron-
phonon coupling on the high-temperature phonon spectrum have been investi-
gated [2J]. It has been shown that as the temperature increases, the hybridiza-
tion gap is reduced via a polaronic mechanism [4J,7C]. For temperatures at
which the reduced electronic gap is of the same order as the phonon ener-
gies[8C], the electronic excitations may resonate with the phonon excitations
and can result not only in a softening of the zone-boundary optic phonons but
may also produce a bifurcation of the phonon peak. This has been suggested
as being responsible for the phonon anomalies observed in α-uranium and plu-
tonium [2J]. An alternative suggestion for the origin of these anomalies, the
formation of Intrinsically Localized Modes, has been investigated theoretically
using a one-dimensional model first devised by Fermi, Pasta and Ulam [3J].
The quantized version of this anharmonic model suggests that, due to the an-
harmonic interactions, the phonon spectrum may contain multi-phonon bound
states as well as the single-phonon peaks that are usually seen in inelastic scat-
tering experiments [6J,7J]. In the one-dimensional model, any arbitrarily weak
anharmonicity results in the production of bound states due to the effect of the
real divergences found at the van Hove singularities. Although the predicted
features are not fully consistent with the anomalies found in uranium by Manley
et al., it seems [6C] that an extension to three-dimensions might be consistent
with anomalies observed by Manley et al. in the strongly anharmonic crystal
NaI.

III. Planned Activities 2012-2013

In the next year of the project we intend to complete the theoretical inves-
tigation of the effects of mixed valence in the underscreened Anderson lattice
and compare this with the ARPES measurements of Durakiewicz et al. on the
uranium monochalcogenides. We also intend to continue the study of USb2 in
order to compare with recent ARPES results obtained by the Los Alamos pho-
toemission group.

The relationship between the Hund’s rule mechanism proposed to describe
the “Hidden Ordering” in URu2Si2 will be further examined. The effects of
precursor fluctuations on the ARPES spectra will be examined, with the ex-
pectation that they may produce the effects suggested by Balatsky et al.. This
study will also examine the nature of the Goldstone modes expected for the
symmetry broken state and their overdamped extension in the normal state.
Preliminary calculations show that, although the precursor fluctuations have
large amplitudes, the amplitudes never diverge since the approach to a quan-
tum critical point is arrested by the occurrence of a first-order transition. We
shall investigate the approach to the quantum critical point with an eye on com-
paring our results with the first-order transition found in experiments of Jaime
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et al. on URu2Si2 performed at Los Alamos in the High Magnetic Field Labora-
tory. We shall also investigate the magnetic anisotropy found in Shubnikov - de
Haas experiments performed by Joe Thompson and co-workers in Los Alamos.
Finally, we shall also examine whether the Hund’s rule mechanism may be oper-
ative in transition metal compounds such as the ironpnictide high-temperature
superconductors.

In the next year, we also expect to complete the generalization of the quan-
tum Fermi-Pasta-Ulam model to higher dimensions so as to definitively answer
the question as to whether Intrinsically Localized Modes can exist in three-
dimensions at sufficiently high-temperatures, or whether these modes occur
strictly in one-dimensional systems as a consequence of the divergent van-Hove
singularities. High temperature ILMs could be expected in three-dimensional
systems since the anharmonic interactions are enhanced by the Bose-Einstein
distribution function. We expect to compare our results with the results found
by Manley et al. in experiments on NaI.
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7. Quantized Breather Excitations of the Fermi-Pasta-Ulam Lattices.
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Fundamental Studies of Complex Oxides and Their Interfaces 
Principal Investigator: Dr. Sashi Satpathy 
Department of Physics, University of Missouri 
Columbia, MO 65211 
satpathys@missouri.edu 
 
Project Scope 
The scope of this project is to develop a theoretical description of the physics of the correlated oxides and 
their interfaces, starting from the density-functional studies of the electronic structure. Correlated oxides 
are of considerable current interest including materials such as the colossal magnetoresistive manganites, 
high-Tc cuprates, Luttinger liquid lithium oxide bronzes, magnetite with its peculiar Verwey metal-
insulator transition, and the new spin-ice and quantum-spin-liquid oxides. Recently, high-quality oxide 
interfaces such as LaAlO3/SrTiO3 have been grown, leading to the promise of new physics and novel 
device applications. We discuss in this report three selected topics: (i) The origin and nature of the two-
dimensional electron gas (2DEG) at the polar interfaces such as LaAlO3/SrTiO3 (ii) Control of orbital 
ordering with strain, which leads to the idea of ‘orbitronics,’ and (iii) The dynamical Jahn-Teller effect in 
graphene. Projects for the immediate future include the Rashba spin-orbit interaction at the oxide 
interfaces and a study of the interplay between the spin and orbital degrees of freedom in the frustrated 
triangular material Ba3CuSb2O9 for possible quantum spin liquid behavior. 
 
Recent Progress 
2DEG at the Polar Interface LaAlO3 / SrTiO3 
The LAO/STO interface has emerged as one of the prototypes for developing a basic understanding of the 
behavior of the electrons at the oxide interfaces because (i) it is uncluttered by magnetism as both materials 
are non-magnetic in the bulk and (ii) the ubiquitous “polar catastrophe” is also present in this interface. The 
polar catastrophe refers to the electrostatic Coulomb potential which grows unrestricted due to the alternate 
alignment of positively and negatively charge layers forcing some kind of “electronic reconstruction” to 
occur. Electron counting arguments suggest that the polar catastrophe would be resolved by the presence of 
half an electron per unit cell (3.5×1014cm−2 ). However, careful transport measurements have found only 
a fraction of this density of about ~ 1013 cm-2. To resolve this, we proposed two types of carriers at the 
interface based on a detailed density-functional (DFT) study. The electrons occupy multiple subbands at the 
interface with varying dispersions and localizations suggesting the presence of two types of carriers: One 
type is confined to a single interfacial layer and susceptible to localization due to Anderson type disorder or 
electron-phonon coupling and may not contribute to transport, while the second type with small masses and 
extended over several layers is expected to be conducting and what is seen in the experiments. This has 
been subsequently verified by other theoretical and experimental groups. Quite interestingly, the 
experiments find the presence of Kondo centers at the interface, even though there are no magnetic atoms 
present. A second piece of our work based on the Hubbard-Holstein model suggested that it might be due to 
the polaron formation at the interface. The Hubbard-Holstein model  
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contains the key competing interactions, viz., the polar potential, the electron kinetic energy, the Coulomb 
interaction, and the electron-phonon (Jahn-Teller) coupling. We showed that depending on the strengths of 
the competing interactions, the electrons could either (i) become strongly confined to the interface forming 
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a 2D metallic or an insulating phase, (ii) spread deeper 
into the bulk making a 3D phase, or (iii) become localized 
at individual sites forming a Jahn-Teller polaronic phase 
(Fig. 1). If the electron-phonon coupling strength 
λ = g2 / 2K is big enough, then the system could phase 
separate into a high-density (n2 ~ 1 electron / site), 
insulating polaronic phase and a low-density metallic 
phase. In the polaronic phase, the electrons are localized at 
individual lattice sites, which are singly occupied owing to 
the on-site Coulomb interaction, producing thereby S=1/2 
magnetic Kondo centers as experimentally observed. We 
have extended these studies to a magnetic polar interface 
and have predicted the formation of a spin-polarized 
2DEG at the SrMnO3/LaMnO3 interface (Fig. 2).  
 

Effect of Strain on the interface Orbital Ordering and Magnetism --- The term “orbitronics” has been 
coined, where the conduction at the interface can be regulated by controlling orbital ordering by strain, 
which in turn may be controlled electrically by growing the superlattice on a piezoelectric substrate such as 
BiFO3. We studied how strain affects orbital ordering and magnetism from density-functional methods and 
simple three-site many-body models solved by exact diagonalization. Fig. 3 describes the dependence of 
orbital ordering on strain in the (LaMnO3)1/( SrMnO3)1 superlattice as obtained from our calculations. The 
orbital ordering goes from the planar x2-y2 like to z2-1 like as one changes the strain from tensile to 
compressive. As a result, the transport along the c axis will change drastically as electron hopping is larger 
normal to the interface for the z2-1 orbital order. What we see is that the orbital occupancies change 
continuously as a function of strain, indicating that one does not have to apply a drastic amount of strain for 

FIG. 2: The predicted formation of the spin-
polarized 2DEG (shadowed region) at the 
magnetic polar interface between SrMnO3 and 
LaMnO3. Both bulks are antiferromagnetic, 
while the interface is ferromagnetic, where the 
spin-polarized 2DEG resides.  
 

Fig. 1: Conduction 
subbands near Fermi 
energy for the LAO/STO 
interface (top left) and the 
idealized Fermi surface 
(top right). The three 
outermost orbits are 
susceptible to localization, 
while the three innermost 
orbits can participate in 
transport. Bottom left panel 
shows the various possible 
phases obtained from the 
Hubbard-Holstein model 
and the bottom right figure 
shows the Maxwell 
construction indicating a 
phase separation into a 
low-density metallic phase 
and a high-density 
polaronic phase, which 
might explain the 
experimentally observed 
Kondo centers at this 
interface. 
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some change to occur. This suggests that the transport properties can be controlled electrically via the 
piezoelectric effect and this would indeed be a worthwhile phenomenon to explore experimentally. 

Dynamical Jahn-Teller Effect in Graphene – The ideas 
developed during our work on the dynamical Jahn-Teller 
(JT) effect on magnetism in the oxides were extended to the 
current problem of graphene. In the static JT effect, there is a 
static distortion of the nuclear framework due to the electron-
lattice coupling, where the nuclei are frozen in one of the 
several equivalent minima of the adiabatic potential surface. 
In contrast, in the dynamical JT effect, the tunneling barrier 
between the minima is low, which results in the tunneling of 
the nuclear wave function. For graphene, we showed that the 
substitutional vacancy forms a dynamical JT center by 
computing the adiabatic potential surface by density-
functional methods, which has three minima due to the 
E ⊗ e  JT coupling. The nuclei tunnel between these 
minima, leading to a large real-space delocalization of the 
carbon atoms next to the vacancy as shown in Fig. 4. We 
explained the energy structure of the combined electron-
nuclear system in terms of the tight-binding hopping of the 
nuclei with a Berry phase factor due to the fictitious 
magnetic field introduced by the adiabatic motion of the 
electrons. This results in a JT splitting of the electron energy 

levels (inset of Fig. 4), even though the nuclei retain the symmetry of the honeycomb lattice. 
 
Planned Activities: 2012-2013 
Rashba Spin-Orbit coupling at the Oxide Interfaces: We are currently studying the Rashba spin-orbit 
coupling effects recently observed in the LAO/STO interface. The Rashba effect is well-known in 
semiconductors and it is a promising mechanism for the future spintronics devices.  The effect has been 
seen recently for the oxide interfaces, but has many ill-understood features including the strong asymmetry 
of the Rashba parameter with the change of the sign of the electric field. The effect is expected to be 
different from the semiconductors because of the multiplicity of the d orbitals and also the magnitude of the 
effect is expected to be stronger. From our preliminary work, we find, quite interestingly, that within the d 
manifold, only the xz/yz bands show the Rashba effect, but not the xy bands, and furthermore, the xz/yz 
bands must be the lowest bands in energy and localized at the interfacial layer for any noticeable Rashba 
effect. These features lead to the prospect of manipulating the Rashba effect by electric field or strain. Our 
preliminary results show that indeed the electric field can alter the band structure quite drastically and 
produce a large Rashba effect, whereas none existed without the applied electric field. 

FIG. 4: Nuclear probability density showing 
the symmetric distortion of the carbon triangle 
surrounding the vacancy indicated by “V” 
owing to the dynamical Jahn-Teller effect. The 
inset shows the Jahn-Teller splitting of the 
electronic state computed within the adiabatic 
approximation.  
 

Fig. 3: Change of orbital order 
with strain as obtained from 
the DFT calculations for the 
(LMO)1/(SMO)1 superlattice. 
Orbital orientation and hence 
the transport can be controlled 
by strain or an electric field, 
leading to the notion of 
“orbitronics.”  
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Frustrated Spin-Ice Oxides: Recently, Ba3CuSb2O9 (and its sister compound Ba3NiSb2O9) has been 
proposed as a quantum spin liquid system due to its frustrated triangular lattice and the low S=1/2 of the Cu 
(d9) ion. Frustration leads to a massively degenerate ground state, manifesting itself with a finite entropy at 
T=0, as is well-known from Pauling’s pioneering work on the water ice and recently discovered in the spin-
ice compound dysprosium titanate as well. A puzzling issue regarding Ba3CuSb2O9 is that there is no Jahn-
Teller distortion in the CuO6 octahedron as would be expected for the d9 system. In this project, we will 
understand the electronic structure and develop possible reasons for the absence of the Jahn-Teller 
interaction using DFT calculations. Based on this we will extract and solve minimal models for the 
electronic structure, studying the justification for the proposed Kugel-Khomskii Hamiltonian, which is only 
good in the large U/W limit. The proposed work will form the essential foundation for the understanding of 
the spin liquid behavior in this material and its sister compounds. 
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Strongly Correlated Electrons

Principal investigator: Pedro Schlottmann
Department of Physics, Florida State University

Tallahassee, FL 32306
schlottmann@physics.fsu.edu

Project scope

The research in this program is on aspects of heavy fermions, complex phase diagrams of transi-
tion metal oxides, one-dimensional quantum wires, and, in the context of ultracold atoms in a one-

dimensional trap, the Fermi gas with attractive potential and arbitrary spin. Here I briefly report
on three projects. (1) A discontinuous transition observed in the heavy fermion compound CeIn3

in high magnetic fields is shown to arise from a Lifshitz transition due to the interplay of the Lan-
dau quantization and interactions. (2) A theoretical explanation that electron spin resonance (ESR)

can be observed in heavy fermion lattices with ferromagnetic correlations. Of particular interest is
the case of the cubic compound CeB6 which has a Γ8 ground quadruplet with antiferro-quadrupolar

long-range order. (3) The phase diagram of interacting ultracold atoms confined to a one-dimensional
optical trap is studied for arbitrary spin. The system displays phase separation along the trap and
instabilities to superfluid phases with FFLO signatures.

Recent progress

(1) Discontinuous Lifshitz transition

A Lifshitz transition is a topological change of the Fermi surface. The two most common Lifshitz
transitions studied are (i) the disruption of a neck of the Fermi surface into two parabolic pieces and

(ii) the appearance or disappearance of a Fermi surface. I consider the second type, which can be
induced in some compounds as a function of pressure or a magnetic field. As a consequence of the

vanishing group velocity at the transition point, the van Hove singularity gives rise to power laws
with half-integer exponents in the low temperatures properties. Hence, in 3D at the transition the

occupation of the pocket should vary continuously with temperature as T 1/2.
Yamaji et al. (J. Magn. Magn. Mater. 310, 838 (2007)) have shown that in 2D the presence of

interactions can turn the Lifshitz transition discontinuous, in contrast to the continuous transition for

noninteracting systems. Interactions alone are not expected to change the order of the transition in
3D. However, the Landau quantization in a strong magnetic field gives rise to 1D properties for the

direction parallel to the magnetic field. Due to this reduction in dimensionality the interactions play
a relevant role and give rise to a discontinuous Lifshitz transition.

A possible application for a Lifshitz transition in a correlated electron system in high magnetic
fields is CeIn3. From quantum oscillations it was found that a set of hole pockets disappears for

fields above 41 T (Harrison et al., Phys. Rev. Lett. 99, 056401 (2007); Sebastian et al., PNAS
106, 7741 (2009)). Skin depth measurements with a tunnel diode oscillation technique (Purcell et al.,

Phys. Rev. B 79, 214428 (2009)) showed that this transition occurs at 45 T, displays hysteresis and
becomes better defined at lower T . Extrapolated to T → 0, the transition represents a jump in the
conductivity to a less resistive state at higher fields.

Due to the 1D properties in the extreme Landau limit the vertex functions and the density corre-
lation function have logarithmic singularities to all orders of perturbation in the Coulomb interaction.

These logarithms have to be summed via a renormalization group (Schlottmann and Gerhardts, Z.
Phys. B 34, 363 (1979); Schlottmann, Phys. Rev. B 83, 115133 (2011)). The renormalized density

of states for the Lifshitz transition acquires an essential singularity for the vanishing 1D Fermi mo-
mentum, q0. The band filling is given by an integral over this singularity, which is not integrable,
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so that the change in the number of particles when the band starts to get filled is discontinuous at

T = 0. The magnitude of the jump cannot be determined in linear response. The Fermi points and
the logarithms are smeared at finite T , so that the singularity is cut-off and the filling of the first

Landau level is continuous as a function of q0. The logarithm of the density of states as a function of
q0 is shown in the left panel of Fig. 1 for various T .

(2) ESR in heavy fermions

The common belief that an electron spin resonance (ESR) signal could not be observed in heavy-

fermion compounds due to the broad linewidth proportional to the Kondo temperature was proven
wrong, when an ESR signal was found in single crystals of YbRh2Si2, YbIr2Si2, CeRuPO, YbRh, and

YbCo2Zn20. All of the above compounds are very anisotropic and have ferromagnetic correlations
among the rare earth spins. Abrahams and Wölfle (Phys. Rev. B 78, 104423 (2008)) obtained
within the framework of the Anderson lattice that the heavy mass in conjunction with ferromagnetic

fluctuations can lead to observable narrow resonances in heavy fermion compounds. Schlottmann
(Phys. Rev. B 79, 045104 (2009)) arrived at similar conclusions for the Kondo lattice exploiting the

proportionality of the linewidth and the inverse susceptibility. This clearly shows the relevance of the
ferromagnetic correlations: While the Kondo effect yields a broad (and hence not observable) ESR line,

ferromagnetic correlations enhance the susceptibility and narrow the linewidth. The ferromagnetic
correlations and the magnetic anisotropy play the central role.
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Figure 1: Left panel: Temperature and 1D Fermi momentum dependence of the logarithm of the density of

states for the lowest Landau level. As T → 0 the essential singularity emerges. Middle panel: Phase diagram

of CeB6 . Right panel: Linewidth and g-factor of ESR line in CeB6 (from Demishev et al, Phys. Rev. B 80,

245106 (2009)).

Recently, Demishev et al (Phys. Rev. B 80, 245106 (2009)) observed an ESR signal at 60 GHz
in the antiferro-quadrupolar (AFQ) phase of the cubic compound CeB6. The phase diagram of CeB6

and the linewidth and g-factor of the resonance are shown in the middle and right panels of Fig. 1,
respectively. The Ce3+ ions in CeB6 have a Γ8 ground-quartet which has simultaneously spin and

quadrupolar content. The long-range order is driven by the quadrupolar degrees of freedom. There
are several questions arising in the context of the observation of the ESR signal in CeB6: (1) A Γ8

quartet allows four transitions, why is only one observed? (2) The isotropy of a cubic compound does
not favor ferromagnetic correlations, why is a resonance observed at all?

The AFQ order quenches two of the resonances, leaving two resonances, one corresponding to each
sublattice. The coherence of 4f -electrons in a lattice finally leads to one resonance with a g-factor
equal to the half-sum of the g-values of the two sublattices. CeB6 is the first heavy fermion compound

where a collective ESR band resonance needs to be invoked. All other systems can be interpreted
alternatively either as a resonance of local moments or the resonance of carriers in a heavy electron

band.
The origin of the ferromagnetic correlations can be understood from the two-particle wave-functions,

which is a product of three factors, one coordinate wave-function (even parity), one for the quadrupo-
lar (odd parity) and one for the spin degrees of freedom (even parity). The spins are then necessarily

2
232



0.0 0.5 1.0 1.5 2.0 2.5 3.0
H

-5

-4

-3

-2

-1

0

 µ

VI

I I+II

I+II+III

I-IV

I+II+V+VI

I+II+VI

0

S=5/2

I-V

I-VII-III+V+VI

I-III+VI

I+VI
I-IV+VI

0.0 0.2 0.4 0.6 0.8 1.0
x/(L/2)

0.0

0.5

1.0

1.5

2.0

2.5

N
t/L

  
, 
 M

/L

H=1.5

M/L

N
t
/L I+II+VI

0I
I+III-VI

(d)

I-III+VI

I-IV+VI

x0.5

M/L

N
t
/L

-3.2 -3.0 -2.8 -2.6 -2.4 -2.2 -2.0
µ

0

1

2

3

4

θ

H=1.5

(c)

I I+II+VI I-III+VI I-VI

q=5 b

c

h

β

i

q=1

I+II

I-IV+VI
β

gq=5

q=4
f

j

q=3

q=2 cbc

q=1

Figure 2: Left panel: Ground state phase diagram for a homogeneous fermion gas of spin S = 5/2 with unit

interaction strength. The phase denoted with 0 (lower left corner) has no particles. The Roman numbers

indicate the number of particles in the bound state. Regions with more than one Roman number are mixed

phases with coexisting bound states. Middle panel: Profile of the total number of particles, Nt/L, (blue curve)

and the magnetization density, M/L, (red curve) for H = 1.5 (see dashed vertical line in left panel) showing the

phase separation due to varying confinement along the trap x. Right panel: Critical exponents of the superfluid

response functions as a function of µ for S = 5/2 and H = 1.5.

in a triplet state and ferromagnetically correlated. On the lattice, since quadrupolar singlets cannot
be satisfied for all nearest neighbor sites, the system becomes a quadrupolar resonant valence bond lat-

tice. A magnetic field enhances the spin alignment and hence the AFQ and ferromagnetic correlations.
This explains the increase of Tc with magnetic field seen in Fig. 1 (center panel). The susceptibility

also increases with field in agreement with experiment and this enhancement of χ0 narrows the ESR
linewidth (∝ 1/χ0), rendering the signal observable.

(3) Phase separation and FFLO signatures in ultracold gas of atoms

Confinement of ultracold atoms to nearly 1D traps can be achieved in 2D optical lattices defining

an array of tubes. The tubes can be regarded as isolated if the confinement by the laser beams
is strong enough to suppress tunneling between tubes. The interaction between the fermions can

be made attractive and its strength varied by fine-tuning the Feshbach-type resonance due to the
scattering between atoms under transverse harmonic confinement. The interaction is local and can
be approximated by a δ-function potential in space. The 1D gas of fermions of spin S with δ-function

interaction is SU(2S +1) symmetric and integrable. The solution via Bethe’s Ansatz was obtained by
Sutherland (Phys. Rev. Lett. 20, 98 (1968)), Takahashi (Prog. Theor. Phys. 44, 899 (1970)) and

Schlottmann (J. Phys. Cond. Matter 5, 5869 (1993) and 6, 1359 (1994)). Tubes with ultracold gases
of 40K (spin 9/2), 43Ca (spin 7/2), 87Sr (spin 9/2), 173Yb (spin 5/2), 9Be (spin 3/2), 135Ba (spin 3/2),
137Ba (spin 3/2) and 53Cr (spin 3/2) atoms provide a unique opportunity to study fermion systems
with spin larger than 1/2.

The Bethe solution yields N = 2S + 1 basic states, namely bound states of N, N − 1, · · · , two
particles, and unbound particles. The ground state phase diagram will have many mixed phases,

which can have up to N coexisting basic states, and is shown in the left panel of Fig. 2 for S = 5/2.
The Roman numbers indicate the number of particles involved in a bound state. The phase diagram

consists of six crossover lines given by the van Hove singularities of the bands corresponding to bound
states of n particles. The red curve refers to clusters of six particles, which have a field independent
potential. The remaining five (blue) lines refer to bound states with magnetic content.

The weak confinement along the tube is roughly harmonic and can be locally incorporated into
the chemical potential. Consequently, these systems of fermions are only locally homogeneous and

within the local density approximation display phase separation with the variation of the chemical
potential along the tube of length L (see middle panel in Fig. 2).
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In an array of tubes with weak Josephson tunneling long-range superfluid order may arise (di-

mensional crossover). The number of possible order parameters for superfluidity is very large. In
order to decide which superfluid phase is the first to appear from the disordered (Luttinger liquid)

phase when the temperature is reduced, the corresponding superfluidity response functions have to
be computed making use of conformal field theory and the Bethe Ansatz solution. The equal time

correlation functions are the product of a power law of the distance and an oscillating sinusoidal factor.
The response with the smallest critical exponent is the most favorable for order. The exponents as a

function of µ for S = 5/2 and H = 1.5 are shown in the right panel of Fig. 2. The most favorable first
phase is denoted with β, which corresponds to a pairing of particles with spin component Sz = 5/2

and 3/2. The period of oscillations is determined by the spin imbalance and is reminiscent of the
Fulde-Ferrell-Ovchinnikov-Larkin phase for superconductivity.

This calculation was carried out in collaboration with A.A. Zvyagin. It is the extension of Orso’s

work (Phys. Rev. Lett. 98, 070402 (2007)) to spins higher than 1/2 and the generalization of the
FFLO phase to arbitrary spin.

Planned activities

The projects presented above are essentially completed. The continuation of several other projects is

planned. (1) Quantum criticality of heavy fermion compounds and the origin of the superconducting
dome. (2) The central peak observed by neutron scattering in the dynamic susceptibility of heavy

fermion compounds. (3) The origin of the magnetic anisotropy in ruthenates and iridates taking into
account the orbital and spin degrees of freedom with spin-orbit coupling in an appropriate crystalline

field reflecting the distortion, rotation and tilting of the octahedra.
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Novel Charge and Spin Fractional Quantum Hall Effects and New
Emerging Quantum Phases

Principle investigator: Dr. Donna N. Sheng
California State University Northridge
Northridge, CA 91330
donna.sheng@csun.edu

Project Scope

The research in this program involves developing theoretical (numerical) approaches
to study the nature of new emerging quantum phases and associated novel transport and
topological properties in several electron or boson systems. We focus on a few related
topics in strongly correlated systems including: (a) The fractional quantum Hall effect
(FQHE) in topological bands without a magnetic field; (b) The fractional quantum spin
(or pseudospin) Hall effect (FQSHE) in topological bands without breaking time-reversal
symmetry; (c) Quantum phase diagrams and quantum phase transitions through inter-
action engineering in complex systems like strained graphene and optical lattices. Due to
the nature of strong correlations in all these systems, there are no well defined analytical
theory, which can predict the quantum phases for realistic Hamiltonians involving com-
peting interactions. We develop state of the art numerical approaches including exact
diagonalization (ED) and density matrix renormalization group (DMRG) codes, which
can access the ground state and low energy spectrum of different systems containing a
large number of particles. At the same time, we design new measurements targeting
the nature of the quantum phases including topological and transport properties, and
work closely with other groups who develop analytic theory for such systems. By
such joint effort, we make rigorous progress towards a better understanding of the
topological matter and the emerging new quantum phases in strongly correlated systems.

Recent Progress

Fractional Chern Insulators: Emerging FQHE without Landau levels (LLs)
The FQHE is a remarkable new state of matter, where quasiparticles carry fractional

charge. Such a state was associated with interacting systems under strong magnetic
field or effective LLs. It is a very active direction in condensed matter to search for
new realization of such a fractionalized state without a magnetic field. We have recently
demonstrated that the interaction effect on various near-flat topological bands carrying
nonzero Chern number can lead to both Abelian FQHE and Non-Abelian quantum
Hall effects (NA-QHE)[1-3] with topological order and fractionalized quasiparticles. The
emerging topological state is also being referred to as “Fractional Chern Insulator” as it
is hosted by a class of Chern insulators known as Haldane model.

Shown in Fig. 1, we identify the NA-QHE state in the honeycomb lattice Haldane
model with topological nontrivial flatband through extensive numerical studies for
three-body hard-core bosons at filling number ν = 1. Such a state is characterized
by the three-fold quasi-degeneracy of ground states on a torus (Fig. 1d), a quantized
Chern number[3], and a robust spectrum gap (Fig. 1e). Moreover, the spectrum for
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FIG. 1: (color online). (a-c) Intensity plots of spectrum gaps in U -V phase space for the 20-site lattice
at filling number ν = 1, where U and V are the nearest (NN) and next NN (NNN) interaction strengths
between bosons. See [3] for detail. Ei (i = 1, 4) denote the energies of the lowest four eigenstates.
NA, QHE∗ and SS label the rough phase regions of NA-QHE, a possible quantum Hall phase (which
may evolve with system sizes), and supersolid inferred from all three spectrum-gap plots and other
calculations; (d) Low energy spectrum En −E1 versus the momentum k1N2 + k2 of the NA-QHE phase
for three lattice sizes Ns = 20, 24 and 28; (e) Scaling plot of the spectrum gaps demonstrating robust
gap and ground state three-fold degeneracy.

two-quasihole states also shows a finite energy gap, with the number of states in the
lower energy sector satisfying the same counting rule as the Moore-Read Pfaffian state.

New Quantum Phases in Strained Graphene and Valley FQSHE
We model the strained graphene system as electrons in pseudo magnetic fields oriented in
opposite directions in the two valleys. For strained graphene at neutrality[4], we predict
that a spin or a valley polarized state is possible depending on the value of the onsite
Coulomb interaction. At fractional filling, the unscreened Coulomb interaction leads to
a valley polarized FQHE which spontaneously breaks time reversal symmetry. By tuning
an attracting Hubbard interaction, a spin-polarized superconducting state emerges as
shown in Fig.2a. We further consider tuning the short range part of interactions for
spinless electrons relevant for artificial graphene systems, and demonstrate that exotic
valley symmetric states, including a valley fractional topological insulator (FTI) as a
FQSHE state, can be stabilized by such interaction engineering (see Fig.2b).
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FIG. 2: (Color online). (a) The energy of different states at filling ν = −2+2/3 of the strain induced LL
as a function of NNN interaction Unnn. With weak attraction or repulsion (Unnn > −0.8), the ground
state is valley polarized FQHE state. At Unnn < −0.8 side, the valley unpolarized superconducting
state with the spontaneous spin-polarization wins. (b) By tuning the opposite valley attraction Uop

nnn,
in the region −0.73 < Uop

nnn < −0.58, the nine lowest energy states become close together and almost
degenerated, thereby forming the groundstate manifold (GSM) of the valley FTI. The inset shows the
groundstate energies of the valley polarized (V-2/3 FQH) and FTI states. See [4] for detail.

DMRG development for FQHE and topological systems with complex hop-
ping

We have developed DMRG codes for FQHE and other systems with topological order.
We are able to access 5/2 FQHE systems with 34 electrons, which is about twice

the system size studied using ED method. We have also obtained full entanglement
spectrum for the ground state, which can be used to determine the topological order
of the system. We are currently obtaining interesting results for graphene electron
systems regarding the competition between the real spin and pseudospin magnetism,
SU2 and SU4 fractional states and quantum phase diagram. In the lowest LL (n=0),
we find interesting new quantum states at filling 4/3, where both spin and pseudospin
form singlet state, which may shed light for understanding experimental observations at
fractional fillings of suspended graphene.

Future Plan

We will further study the challenging issues related to FQHE in topological bands.
The universality of the wavefunction in real space at long distance has not been ad-
dressed. Can they be characterized by a flux binding picture? Is there the off-diagonal-
long-range-order for such a state following the same universal behavior as the states in
magnetic field? While we expect positive answer, it is essential to demonstrate that
to fully establish the emerging of the FQHE without LLs. Furthermore, in searching
for weaker FQHE of composite particles, strong finite size effect was observed and it
remains unclear what is the microscopic conditions for realizing such states, which will
be studied in details. By tuning interaction as well as the band structure, we will look
into the development of the fractionalized states at larger system sizes using DMRG. In
contrast to the continuum model in a magnetic field where the Chern number of a LL is
always one, higher Chern numbers are possible for topological bands in lattice models.
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The FQHE in such systems might do not have simple analogy in LL problems, which
demands future study.

We will continue to search for new quantum phases in topological bands, bilayer
systems, as well as graphene Dirac electron systems based on our newly developed DMRG
codes for both torus systems (with around 40 particles) and cylinder systems (around 400
sites). We are developing numerical methods to detect the edge states, to characterize its
motion when inserting flux and its edge transport of the FQHE systems. Furthermore, we
will measure the topological entanglement entropy to determine the quantum dimension
of quasiparticles and the topological order of the system. We will also use impurity to pin
quasiparticles to study its braiding by adiabatically moving the quasi-particles around
each other and to determine the resulting exchange matrix.
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[1] D. N. Sheng, Z. C. Gu, K. Sun, and L. Sheng, “Fractional quantum Hall effect in the
absence of Landau levels”, Nature Communications 2, 389 (2011).
[2] Yi-Fei Wang, Zheng-Cheng Gu, Chang-De Gong, and D. N. Sheng, “Fractional quan-
tum Hall effect of hard-core Bosons in topological flat bands”, Phys. Rev. Lett. 107,
146803 (2011).
[3] Yi-Fei Wang, Hong Yao, Zheng-Cheng Gu, Chang-De Gong, and D. N. Sheng “Non-
Abelian Quantum Hall Effect in Topological Flat Bands”, Phys. Rev. Lett. 108, 126805
(2012).
[4] P. Ghaemi, J. Cayssol, D. N. Sheng, and A. Vishwanath, “Fractional Topological
Phases and Broken Time-Reversal Symmetry in Strained Graphene”, Phys. Rev. Lett.
108, 266801 (2012).
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[10] R. Ma, L. Zhu, L. Sheng, M. Liu, and D. N. Sheng, “Thermoelectric and thermal
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Materials Theory 
 
Principal Investigator: Dr. David J. Singh 
(co-investigators: V.R. Cooper, M.H. Du, C.L. Fu) 
Oak Ridge National Laboratory 
Oak Ridge, TN 37831-6056 
singhdj@ornl.gov 

 

Project Scope 
 
This project uses state-of-the-art materials specific theoretical tools to develop understanding of 
materials. Working in conjunction with ORNL and external experimental efforts, we unravel the 
chemical and structural underpinnings of collective properties in specific materials, develop 
understanding of novel phenomena and materials, and devise new compounds with useful 
properties. The essential aspect is the use of methods that directly incorporate the chemical 
make-up and detailed structure of materials and so enable direct connections with experiments. 
Impacts of this work include microscopic understanding of materials properties, such as 
ferroelectricity, magnetism and the stability of oxide dispersion strengthened alloys, new 
concepts for functional hetero-structures, and the elucidation of chemical and physical trends 
leading to the discovery of new advanced materials. The main scientific thrust is exploration of 
the key physical phenomena in advanced functional materials, including magnetic materials, 
ferroelectrics, energy storage interfaces and materials with unusual characteristics, such as 
uncommon bonding patterns. The overarching goal behind this is materials discovery. 

 
Recent Progress 
 
An important aspect of our work is close collaboration with experiment on a wide variety of 
materials. These include Fe-based superconductors, various oxides, chalcogenides, and 
intermetallics. We also do work on spare materials, including carbons and functionalized 
surfaces. Two of our main thrusts are in magnetism and oxides. Some of our recent work in 
those areas is highlighted below. 
 
Magnetism: The combination of theory and experiment is a powerful tool for understanding 
magnetism and magnetic interactions in solids. We collaborated with synthesis and neutron 
scattering groups studying technetium compounds leading to the discover that the 4d oxide 
SrTcO3 [1] has a magnetic ordering temperature above 1000 K, which is among the highest 
values known in any oxide and contradicts conventional wisdom that magnetism is necessarily 
weak in 4d oxides. The result was explained by our calculations showing an interplay of moment 
formation and exceptionally strong covalency. In the marcasite structure compound, CrSb2 [2] 
we found a low dimensional electronic structure and magnetic interactions in spite of the three 
dimensional bonding of the compound. Collaboration with synthesis and neutron scattering 
groups showed indeed one dimensional magnetic behavior and a very remarkable anisotropic 
thermal conductivity associated with magnons. In Ca3Ru2O7 [3] we used electronic structure 
calculations to prove that the drastic change in magnetic order from effectively ferromagnetic to 
G-type antiferromagnetic observed experimentally with very low level Ti alloying was associated 
with a Mott transition, and as such that this ruthenates is a borderline material. We used theory 
in relation to experiment to show that NaCoO2 [4] becomes close to a ferromagnetic metallic 
state upon hydration, implying that the superconductivity of this material when hydrated is of 
triplet character. We showed [5] in contrast to expectations that the triangular lattice delafossite, 
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PdCrO2 is neither two dimensional nor well described by a short range Heisenberg model, even 
though it does have a non-collinear 120 degree ground state magnetic structure. We found that 
this material has a strong interplay between its metallic properties and its magnetic order. 
 
Ferroelectrics and Dielectrics: First principles calculations provide an excellent tool for 
understanding the structure of oxides, which is central to their physical properties, for example 
dielectric and ferroelectric behavior, as well as the defects that are important in oxide the 
functionality of many oxides. We investigated the ABO3 perovskite alloy (Bi,Sr)(Zn,Nb)O3 and 
discovered that this phase exhibits remarkably strong ferroelectricity with polarization 
comparable to PbTiO3 even with only 50% of the A-sites occupied by the stereochemically 
active ion [6]. This provides a new direction for Pb-free ferroelectrics. A central challenge is the 
identification of oxide ferroelectrics with band gaps in the visible. We found two approaches for 
this. In collaboration with experiment we showed that site specific Co substitution in Bi4Ti3O12 
and explained this behavior. [7] We also showed that alternate layer stackings designed to 
create charge imbalance can be effectively used without loss of ferroelectricity in this material. 
[8] We used first principles calculations to explore different polar interfaces, and discovered that 
the use of certain niobates can yield high mobility 2-dimensional interface electron gasses (2-
DEGs) with carrier densities higher than the highest reported in titanates. [9] We found that 
BiFeO3 has a very strong optical anisotropy in the infrared and that this anisotropy is of a type 
that will yield exceptionally strong coupling in room temperature plasmonic device geometries. 
We using hybrid functional calculations to elucidate the chemical behavior of H-related defects 
in Cu2O correcting showing very different behavior than had been previously claimed. We 
discovered that N bonds exceptionally well with O in ZrO2, forming a nitrosyl structure defect. 
This provides a way of explaining the effect of N on the corrosion performance of Zircaloy fuel 
rod cladding [11]. Finally, we used finite electric field calculations to show that dielectric energy 
storage and hardness are connected in oxides. [12] 
 

Future Plans 
 
Our future work has two aspects. The first is, 
as discussed above, using first principles 
methods to understand properties of 
materials, usually in conjunction with 
experimental efforts. Questions that we will 
address are: How do interesting and useful 
properties arise? How can we modify 
materials to achieve and control properties 
and function? What are the chemical and 
structural motifs that lead to interesting and 
useful properties? In what materials should 
we expect the unexpected (e.g. where are 
there intense competitions between ground 
states that may lead to novel behavior)?  
 
The second aspect of our future work, which 
we elaborate on below, is the use of theory to 
aid materials discovery. The use of 
computational studies to discover novel materials with enhanced properties is a hot topic and 
approaches have been proposed and in some cases successfully used for this purpose. The 

 

Figure 1. First principles calculations in materials 
discovery. For some properties, e.g. ferroelectricity, 
direct predictions can be made, while for others 
such as unconventional superconductivity this is not 
the case. Even in such cases theory can play a 
valuable role by providing microscopic under-
standing and in exploring trends. “Guided Search” is 
the use of understanding, trends and prediction for 
materials discovery. 
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approach we use is called “guided search” (Figure 1). This is an iterative approach involving 
both theory and experiment. 
 
Guided search does not attempt the direct design of materials based on desired properties, but 
rather proceeds by developing understanding (in conjunction with experiment), establishing 
trends, and to exploring the space of materials for interesting properties or to suggest good 
targets for experimental synthesis. Our specific future materials targets are as follows: 
 
High Energy Product Ferromagnets: Magnetic materials play central roles in energy 
technologies including in particular ferromagnets for motors and generators. For example, the 
electric traction motor in a hybrid passenger car typically contains ~5-10 kg of ferromagnetic 
Nd2Fe14B, typically alloyed with Dy. This is a material that was discovered over 25 years ago. 
Remarkably, in spite of the importance of ferromagnets in technology, there has been very little 
progress in the last 20 years and in particular Nd2Fe14B  remains the best practical ferromagnet 
currently known. We plan to explore novel transition metal ternary and multinary compounds 
seeking new approaches for producing high energy produces. Our initial work will aim at 
identified chemistries where one can have high ferromagnetic Curie temperatures in 
combination with high magnetic anisotropy. The strategy for obtaining high Curie temperature is 
to have a large fraction of ferromagnetic 3d element, while that for high anisotropy is to have a 
heavy element, such as a 5d transition metal whose moment is coupled to that of the 3d 
element perhaps through a hybridization involving a ligand. 
 
Ferroelectrics and Piezoelectrics: Polar oxides play central roles in modern technologies, 
ranging from ceramic capacitors to the high resolution three dimensional medical ultrasounds 
that were enabled by recent developments in piezocrystals.  Better polar materials may open up 
entirely new applications. Entirely new systems have been made ferroelectric and highly 
enhanced properties have been found in thin films and superlattices over the last several years, 
even though the basic phenomena, such as perovskite ferroelectricity, have been known and 
studied for many decades. The key is that epitaxial constraints create structures that have non-
ideal bond lengths. These then favor lattice instabilities, which are often polar in nature. The 
basis of most practical polar oxides is the perovskite structure. This structure has two competing 
metal-oxygen (M-O) bond lengths that in general cannot be satisfied without lattice distortions 
(note that other aspects, e.g. lone pair physics are also important). Unfortunately, key 
functionalities, especially piezoelectricity, are suppressed in constrained films, while bulk 
perovskites with too large mismatch do not form. The challenge that we address is to use 
understanding developed over the last decade to bring the enhanced properties found in thin 
films into bulk materials. Specifically, we will explore the use of chemical disorder in combination 
with lone pair physics to produce strong local frustration in bulk synthesizable polar oxides. The 
goal is to develop insight into the interplay between local bond dissatisfaction, local structural 
distortions and collective polar behavior. This follows our work discussed above on Bi-
containing perovskite alloys. 
 
Intercalation Compounds: The anodes of advanced batteries, which are based on materials 
like Li intercalated carbons, are just one example of energy materials where a proper treatment 
of van der Waals is essential to obtain reliable predictions of properties. We have  heavily 
involved in the development and testing of a new class of density functional that enables reliable 
predictions in such materials. Other critical energy problems where such functionals are needed 
include molecular adsorption for catalysis and CO2 capture and chemical separations. We plan 
to study intercalation into layered materials such as graphite to obtain quantitative 
understanding of the dynamics and kinetics. We will combine accurate first principles 
calculations with non-local functionals and new efficient approaches for determining pressure 
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and temperature dependent adsorption densities to explore H2 and CO2 uptake in an array of 
layered materials, such as h-BN and graphite. A second direction will be to examine the 
intercalation of Li ion in nanoporous graphite structures of relevance to Li battery anodes. 
Recent experimental results show that such structures may lead to improved kinetics. We want 
to understand the microscopic origins of this effect in detail and how it can be optimized, either 
through modifying the size of the pores or for example other strategies. Our goal is to find new 
materials that improve uptake and kinetics. 
 
Transparent Conductors: A solar cell generally needs electrode materials that are both 
transparent to the visible light and highly conductive. Finding the right materials involves 
engineering of the electronic structure and defect properties for targeted material properties. We 
will apply these techniques with the goal of finding new p-type transparent conducting materials 
(TCMs). In solar cells, the TCOs are used as transparent electrodes. These must allow high 
optical transmittance across a wide spectrum, i.e. a large optical band gap (> 3.1 eV), and at the 
same time high conductivity. However, high conductivity and a large optical gap usually do not 
coexist. We plan to investigate trends in layered chalcogenides in order to identify new high 
performance TCMs, particularly p-type. 

 
Publications 
 
Investigators currently on this project published 115 journal papers with DOE support from 2009 
to the present. The following is a selection: 
 
[1] E.E. Rodriguez, F. Poineau, A. Llobet, B.J. Kennedy, M. Avdeev, G.J. Thorogood, M.L. Carter, R. 

Seshadri, D.J. Singh and A.K. Cheetham, “High temperature magnetic ordering in the 4d 
perovskite SrTcO3”, Phys. Rev. Lett. 106, 067201 (2011). 

[2] M.B. Stone, M.D. Lumsden, S.E. Nagler, D.J. Singh, J. He, B.C. Sales and D. Mandrus, “Quasi-
one-dimensional magnons in an intermetallic marcasite”, Phys. Rev. Lett. 108, 167202 (2012). 

[3] X. Ke, J. Peng, D.J. Singh, T. Hong, W. Dela Cruz and Z.Q. Mao, “Emergent electronic and 
magnetic state in Ca3Ru2O7 induced by Ti doping”, Phys. Rev. B 84, 201102 (2011). 

[4] G. Cao, M.M. Korshunov, Y. Gao, M. Le Tacon, D.J. Singh and C. Lin, “Anomalous in-plane 
electronic scattering in charge ordered Na0.41CoO2 0.6H2O”, Phys. Rev. Lett. 108, 236401 (2012). 

[5] K.P. Ong and D.J. Singh, “Three-dimensional magnetism and coupling to the conduction 
electrons in PdCrO2”, Phys. Rev. B 85, 134403 (2012). 

[6] S. Takagi, A. Subedi, D.J. Singh and V.R. Cooper, “Polar behavior of the double perovskites 
BiMZnNbO6 (M=Pb and Sr) from density functional calculations”, Phys. Rev. B 81, 134106 
(2010). 

[7] W.S. Choi, M.F. Chisholm, D.J. Singh, T. Choi, G.E. Jellison, Jr., and H.N. Lee, “Wide bandgap 
tenability in complex transition metal oxides by site-specific substitution”, Nature Comm. 3, 689 
(2012). 

[8] B. Xu, D.J. Singh, V.R. Cooper and Y.P. Feng, “Design of a low band gap oxide ferroelectric: 
Bi6Ti4O17”, EPL 94, 37006 (2011). 

[9] V.R. Cooper, “Enhanced carrier mobilities in two-dimensional electron gasses at III-III/I-V oxide 
heterostructure interfaces”, Phys. Rev. B 85, 235109 (2012). 

[10] K. Biswas, M.H. Du, J.T. Thienprasert, S. Limpijumnong and D.J. Singh, “Comment on 
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[11] Z.G. Yu, J. Zhang, D.J. Singh and P. Wu, “First principles investigation of nitrosyl formation in 
zirconia”, Phys. Rev. B 85, 144106 (2012). 

[12] B. Xu, V.R. Cooper, D.J. Singh and Y.P. Feng, “Relationship between bond stiffness and 
electrical energy storage capacity in oxides: density functional calculations for h-La2O3, MgO and 
BeO”, Phys. Rev. B 83, 064115 (2011). 
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Project Scope: 

This FWP’s purpose is the theoretical understanding, analysis, development, fabrication, and 
testing of metamaterials, particularly left-handed materials. This FWP collectively has been, 
and continues to be, a prime mover and initiator in the development of metamaterials. This 
revolutionary concept originally prompted objections, based on perceived violations of 
causality, momentum conservation, and Fermat’s principle. This controversy is now settled, 
largely through the work of this FWP, clearing the way for new challenges to be addressed. 

 Create new ideas and produce quantitative results via modeling before experimentalists 
attempt to fabricate, measure, and test the artificial novel materials. This FWP improves 
the existing tools for modeling and simulating more complicated structures than can be 
completed today. This group’s ability to do so is demonstrated by the fact this FWP was 
instrumental in providing the theoretical background to determine the effective 
parameters of negative index materials. Currently, the entire metamaterials experimental 
community uses this technique extensively.  

 Design isotropic and 3D metamaterials with low absorption and high transmission that 
operate at THz and optical frequencies. They are needed to explore the full potential of 
negative index metamaterials. New blueprints acknowledging the corresponding 
conceptual fabrication limitations will be pursued and designs will be fabricated.  

 Chiral metamaterials can provide an alternative way to negative refraction. This FWP will 
design, fabricate, and characterize chiral materials at GHz and THz frequencies.  

 In current optical metamaterials losses are too large for real-world applications. Presently 
it is unclear how much improvement is possible using alternative designs and constitutive 
materials. This FWP strives to understand and reduce losses in metamaterials. 

 Incorporate active gain materials into optical metamaterials has been suggested 
theoretically, but no concrete designs and no experimental validations have been 
published. This FWP works to develop optical metamaterials with gain and nonlinearity.  

 Embedding nonlinearities into metamaterials offers fascinating opportunities for ultrafast 
switching and dynamic control. While design, fabrication, and characterization of such 
“dynamic” metamaterials have been actively pursued, the ultrafast excitation schemes 
demonstrated are still very limited and some fundamental questions, such as nonlinear 
gain and tunability, remain open. THz experiments will be performed within this FWP. 

 
Recent Progress: 

Reduce Losses and the Speed of Light in Metamaterials Using EIT 

A novel way confronting losses is based on a combination of electromagnetically-induced 
transparency (EIT) with non-linearity and gain components. EIT in metamaterials is based on 
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asymmetrically coupled pairs of interacting resonators; one of the elements, according to our 
proposed design, incorporates the gain component and transfers the energy non-linearly to 
the other element. Under certain conditions, the spectral response of such a coupled structure 
can be significantly different from the mere superposition of the two independent resonances. 
Recently, we fabricated two EIT structures that showed low absorption and slow light 
velocity.  The left figure shows the photograph and the schematic representation of our 
sample; the right figure shows the narrow absorption minimum (i.e. transmission window) in 
the broader Lorentzian-like absorption peak associated with the transition to the excited state. 

  

(a) Photograph of the sample.  
(b) Schematic representation of our structure.  

All spectra exhibit the typical features of EIT with 
low absorption inside a broader resonance. 

  

Slow Light: EIT can be used to slow the velocity of light by a large factor. At the resonance 
frequency, the anomalous dispersion profile that is normally observed for a two-level 
resonance is transformed into an extremely steep normal dispersion, which results in 
simultaneously low group velocity and low loss. Most experimental work on EIT in 
metamaterials has not seen a strong absorption dip, and the reduction of the speed of light is 
very small—a factor of five to ten. So there is a strong need to experimentally demonstrate 
that metamaterials can reduce the speed of light dramatically. We have collaborated with 
Prof. Steven Anlage’s group, from the Univ. of Maryland, which has expertise in fabricating 
superconducting films. We have fabricated EIT structures with metals and superconductors: 
the experimental results show a reduction of the speed of light by a factor of 500 and agree 
well with our theory and numerical simulations. Therefore, we can have a strong reduction in 
the speed of light and these new samples will be useful to construct light-slowing devices. In 
addition, by manipulation of the superconducting properties of the dark resonators through 
temperature or magnetic fields, the EIT effects are tunable to an unprecedented extent. 

Relevant publications: Lei Zhang, P. Tassin, Th. Koschny, C. Kurter, S. M. Anlage, and C.M. 
Soukoulis, Appl. Rhys. Lett. 97, 241904 (2010); C. Kurter, P. Tassin, Lei Zhang, Th. Koschny, A. P. 
Zhuravel, A. V. Ustinov, S. M. Anlage and C.M. Soukoulis, Phys. Rev. Lett. 107, 043901 (2011); C. 
Kurter, P. Tassin, A. P. Zhuravel, Lei Zhang, Th. Koschny, A. V. Ustinov, S. M. Anlage and C.M. 
Soukoulis, Appl. Phys. Lett. 100, 121906 (2012). 
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Bringing Gain in Metamaterials 

After years of doubt, the scientific community now embraces the almost paradoxical 
properties of metamaterials, also known as negative index materials (NIMs), which include 
perfect lensing (beating the diffraction limit for electromagnetic waves), zero reflectance, and 
negative Snell’s law angles.  Acceptance of these phenomena has come with recent design, 
fabrication, demonstration, and detailed first principles simulations for operation at 
microwave and THz frequencies from the Ames Laboratory group. Most metamaterials are 
metal-based nanostructures and suffer from high dissipative losses at optical frequencies, 
which are still orders of magnitude too large for realistic applications. In addition, losses 
become an increasingly important issue, when moving from metamaterials made of only a 
few functional layers to the bulk case. Thus, reducing or even compensating of the losses is a 
key challenge for metamaterial technologies. One promising approach for overcoming the 
losses is the incorporating a gain material. This idea of combining a metamaterial with a 
optical gain medium has been investigated by several theoretical and experimental studies. 
From the experimentalist’s point of view, realistic gain can be experimentally realized using 
fluorescent dyes, quantum dots, or semiconductor quantum wells. In any of these, loss-
compensation is mainly attributed to the direct coupling between the metamaterial resonance 
and the gain medium. Without sufficient coupling, no loss-compensation can happen nor can 
the transmitted signal be amplified. Therefore, it is of vital importance to understand the 
mechanism of the coupling between metamaterials and the gain medium. In addition, these 
ideas can be used in plasmonics to incorporate gain to obtain new nano-plasmonic lasers.  

Relevant publications: A. Fang, Th. Koschny, and C. M. Soukoulis, Phys. Rev. B 82, 121101 
(2010); A. Fang, Th. Koschny, and C. M. Soukoulis, J. Opt.  12, 024013 (2010); A. Fang,  
Z. Huang, Th. Koschny, and C. M. Soukoulis, Opt. Express 19, 12688 (2011); A. Fang, Z. Huang, 
Th. Koschny, and C. M. Soukoulis, Photonics and Nanostructures - Fundamentals and Applications 
10, 276 (2012); Z. Huang, Th. Koschny, and C. M. Soukoulis, Phy. Rev. Lett. 108, 187402 (2012). 

 

What are good conductors for metamaterials and plasmonics 

We identify the material parameters related to the two most important limitations for optical 
metamaterials: (i) high dissipative loss in the metals they contain and (ii) the saturation of the 
resonance frequency at microscopic length scales. We develop a general model based on the 
quasi-static resonant metamaterial constituents in order to develop a figure-of-merit for 
conductors. This model takes into account the radiation damping of the resonators, which is 
becomes essential for low-loss metamaterials. We discuss various conductors (metals, 
transparent conducting oxides, graphene) and approaches to achieve high-quality optical 
metamaterials. In most cases, we find that the critical material parameter that gives direct 
information on the absorptive loss (real part) and on the frequency saturation caused by 
kinetic inductance (imaginary part) is the resistivity of the conducting material, rather than 
the conductivity or the permittivity. The resistivity of the conductor should therefore be taken 
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as the figure-of-merit for use in resonant metamaterials. Fig. 1 below shows a corresponding 
classification of noble metals, alkali metals, noble-alkali intermetallics, and transparent 
conducting oxides. 

Relevant publications: P. Tassin, Th. Koschny, M. Kafesaki and C. M. Soukoulis, Nature Phot. 6, 
259 (2012). 

 

 

Figure 1 Overview of some noble metals, alkali metals, noble-alkali intermetallics, and transparent 
conducting oxides. The oblique lines represent constant real part of the resistivity. The best 
conductors for use in resonant metamaterials are in the bottom-right corner. 

 

Dynamic Metamaterials 

Metamaterials that can provide a switchable or tunable response controlled by an external 
parameter are highly desirable for the development of advanced devices, especially in the 
THz frequency range. We previously developed optically switchable THz modulators 
capable of dual-band operation using resonant metallic metamaterials structures fabricated on 
substrates with photo-excitable free charge carrier that modulate the metamaterials response. 
Recently, we extended this approach using optical charge carrier excitation to dynamically 
create the metamaterials resonant structures on photoconductive surfaces with arbitrarily 
configurable geometry by projection of a photo mask onto a GaAs surface. Tunable and 
power dependent switchable optical grating based ultrafast reversible THz modulation have 
been experimentally demonstrated. 

Relevant publications: I. Chatzakis, L. Luo, J. Wang, N. Shen, Th. Koschny, and C. M. Soukoulis, 
Phys. Rev. B. (submitted). 
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Many-Body Theory of Energy Transport and Conversion at the Nanoscale

Principal Investigator: Charles A. Stafford
Department of Physics, University of Arizona
1118 E. 4th Street, Tucson, AZ 85721
stafford@physics.arizona.edu

1 Project Scope

This project addresses the fundamental challenge of understanding nanosystems far from equilib-
rium, while simultaneously exploring the potential of nanostructured materials for applications in
energy-conversion technologies. The main focus of the project is the study of quantum-enhanced
thermoelectrics. The PI and collaborators recently predicted a dramatic enhancement of thermo-
electricity on the nanoscale due to quantum wave interference. This project builds upon these
ideas by investigating quantum thermoelectric effects in multiterminal geometries—a largely un-
explored problem—and by studying the effect of electron-electron interactions on higher-order
quantum interference. Fundamental research on the nonequilibrium many-body theory of nanos-
tructures is conducted in parallel, to enable the applied research on nanoscale energy conversion.
The PI and collaborators recently developed a theory of charge and energy transport formulated
in terms of the exact eigenstates of an interacting nanostructure. This approach reproduces the
key features of both the Coulomb blockade and coherent transport regimes in a single unified
transport theory. This theory will be extended to treat inelastic transport, dynamical screen-
ing, and spin-orbit interactions. Mapping the transport problem onto integrable models, and
description of correlation effects within exact density-functional theory are also explored.

2 Recent Progress

2.1 Effective field theory of interacting π-electrons

We developed an effective field theory of interacting π-electrons [4]. The Hamiltonian is similar to
that of the Pariser-Parr-Pople model, but the Coulomb interactions within a molecular junction
are detemined based on fundamental principles (multipole expansion) rather than using an ad-hoc
(but highly-accurate) parametrization. The advantage is that screening effects from nearby metal
electrodes can be included with no additional adjustable parameters using an image multipole
method [4]. The reduction of the HOMO-LUMO gap in a molecular junction [1] is comparable
to that found in state-of-the-art GW calculations. An ab initio model of lead-molecule tunnel
coupling was also developed [1] to enable more realistic modelling of transport in strongly-coupled
molecular junctions, and qualitative insight was gained by comparing transport calculations using
the full Green’s functions to an isolated resonance approximation [1].

2.2 Mapping molecular junctions onto integrable models

Together with Kieron Burke, we developed an exact description of the Anderson model within the
Kohn-Sham (KS) scheme of density-functional theory [2,3]. The PI also gave an invited talk on
this work at the 2012 APS March meeting. We showed that single-particle KS theory reproduces
the linear transport exactly at zero temperature, despite the lack of a Kondo peak in its spectral
function. Using Bethe ansatz techniques, we calculated the KS potential for all coupling strengths,
including the crossover from mean-field behavior to charge quantization caused by the derivative
discontinuity (see Fig. 1). An exact result for the scaling form of the exchange-correlation potential
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Figure 1: The exact KS potential εs of the Anderson model. (a) For U ≈ Γ, HF is accurate; as
U grows, an increasingly sharp step develops, due to the derivative discontinuity of the exchange-
correlation energy as a function of particle number. (b) ∂εs/∂〈nC〉 for several large values of U/Γ. As
U/Γ → ∞, the exact (Lorentzian) asymptotic scaling form is recovered. Figure reproduced from Ref.
[2].

due to the emergence of the derivative discontinuity was derived [2]

εXC = α
U

2

[

1 − 〈nC〉 −
2

π
tan−1

(

1 − 〈nC〉

σ

)]

, (1)

where α → 1 and σ → 8Γ/π2U as Γ/U → 0 are the weight and width of the emergent derivative
discontinuity, respectively. Our results imply that the effects of the derivative discontinuity are
quantitatively important for U/Γ > 5, and hence are relevant for many small molecular junctions.
The accuracy of various approximate functionals was also investigated [3].

2.3 Effect of electron-electron interactions on higher-order quantum interference

In previous work, we showed that higher-order quantum interference could lead to very large
enhancements of thermoelectric effects in nanoscale junctions. Higher-order interference arises
when several interference-producing elements are combined in series in a quantum-coherent cir-
cuit. Based on previous calculations using Hückel theory and DFT, it was predicted that higher-
order destructive interference would lead to degenerate transmission nodes and universal order-
dependent enhancements of nanoscale thermoelectricity.

However, we found that such degenerate nodes are split by electronic correlations in linearly-
conjugated polymers [5]. Most recently, we have extended our computational approach to treat
electron correlations in much larger molecules by evaluating the Green’s function directly using the
Lanczos technique in systems whose Hamiltonian is too large to store in memory. Figure 2 shows
the transmission spectrum and thermopower for biphenyldithiol-Au junctions with three different
contact geometries. These results indicate that degenerate transmission nodes are also split in
polycyclic molecular junctions. However, the calculated thermoelectric effects (thermopower,
ZT ) are as large or larger than expected based on our previous calculations, indicating increased
potential for energy conversion applications. Further work is needed to elucidate the cause and
nature of the splitting of degenerate transmission nodes.

2.4 Quantum thermoelectric effects in multiterminal geometries

Conventional thermocouples are three-terminal devices with two electrical and two thermal con-
tacts. It is well-known that multiterminal transport can lead to a variety of interesting and
counterintuitive effects in quantum devices. One of the major focuses of the current project is to
investigate quantum thermoelectric effects in multiterminal geometries.

We have begun by investigating pure thermal transport in three-terminal devices with nonzero
thermoelectric effects. We used a general solution of this problem in the linear-response regime
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Figure 2: Left image: Transmission function for a biphenyldithiol-Au junction as a function of the
electrode chemical potential. Three different contact geometries are shown: double-para (blue), para-
meta (green), and double-meta (red). Note that the second-order transmission node in the double-meta
junction is split into two first-order nodes by electron-electron interactions; the second-order node in
double-meta junctions was previously predicted to be degenerate based on Hückel and DFT calculations.
Right image: Thermopower of a biphenyldithiol-Au junction for three contact geometries (color code
same as for transmission curves). Despite the phenomenon of node repulsion, the thermopower is
very large near both transmission nodes and resonances, with corresponding values of the (electronic)
figure of merit ZT of 1.9 and 10, respectively, larger than those predicted by calculations neglecting
electron-electron interactions.

to formulate a precise definition of—and develop a realistic model of—a quantum electron ther-
mometer with atomic resolution. The hypothetical nanoscale electron thermometer is a scanning
probe microscope with an atomically-sharp tip operating in ultrahigh vacuum, so that the main
coupling to the ambient environment is via black-body radiation. This unpublished work takes
on added significance with the recent publication of work on a scanning thermal microscope with
10nm spatial resolution and 15mK temperature resolution by the group of Pramod Reddy.

3 Future Plans

In the next year, the new computational technique described in Sec. 2.3 will be applied to a variety
of molecules of interest for potential thermoelectric applications. Larger molecules such as C60

will also be investigated using a constant interaction model derived from π-EFT. The phenomenon
of “node repulsion” in interacting systems will be further investigated, to determine its cause and
its generality (is there an analogy to level repulsion?). Quantum thermoelectric effects in multi-
terminal geometries will be further investigated. The quantum electron thermometer described
in Sec. 2.4 will be used to study the temperature distribution in a nanoscale junction driven out
of equilibrium. Quantum interference effects on the temperature distribution, and the emergence
of Fourier’s law at larger length scales will be studied.

The possibility of extending our many-body computational framework to use realistic basis
orbitals derived from DFT will be investigated. This would greatly simplify the treatment of
various substituents and linker groups which can be used to tune quantum transport. It will also
be of interest to compare our many-body method to the self-consistent GW approach.

Mapping molecular junctions onto integrable (or numerically solvable) models will be further
investigated during a sabbatical visit to the group of Kieron Burke, who also has a collaboration
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with Steven White on a closely related theme. We speculate that the insights gleaned into the
nature and importance of the derivative discontinuity in molecular junctions discussed in Sec. 2.2
may be quite general, but it will be essential to test them in model systems with more degrees
of freedom, where the connection between occupancy and transport is not “protected” by the
Friedel sum-rule.

Finally, inelastic effects due to electron-electron and electron-phonon scattering will be inves-
tigated, with a critical eye on their relevance for thermoelectricity. In this context, phonon heat
transport is also important, and will be investigated, as described in the project narrative. Theo-
retically, inelastic processes are controlled by the frequency-dependent polarizability tensor of the
junction, whose study will also allow calculation of optoelectronic response. At a more fundamen-
tal level, inclusion of inelastic effects will allow for a better description of the spectral function of
interacting nanostructures. One strategy we will pursue is to consider generalized initial condi-
tions in our nonequilibrium Green’s function approach, chosen to minimize the correction to the
Coulomb self-energy when lead-molecule tunneling is turned on.

4 Publications

1. J. P. Bergfield, J. D. Barr, and C. A. Stafford “Transmission Eigenvalue Distributions in
Highly-conductive Molecular Junctions,” Beilstein J. Nanotechnol. 3, 40-51 (2012).

2. J. P. Bergfield, Z. F. Liu, K. Burke, and C. A. Stafford “Bethe Ansatz Approach to the
Kondo Effect within Density-Functional Theory,” Phys. Rev. Lett. 108, 066801 (2012).

3. Z. F. Liu, J. P. Bergfield, K. Burke, and C. A. Stafford “Accuracy of density functionals for
molecular electronics: The Anderson junction,” Physical Review B 85, 155117 (2012).

4. J. D. Barr, J. P. Bergfield, C. A. Stafford “Effective Field Theory of Interacting π-Electrons,”
arXiv:1108.0021; submitted to Physical Review B.

5. Gemma C. Solomon, Justin P. Bergfield, Charles A. Stafford, and Mark A. Ratner, “When
‘small’ terms matter: Coupled interference features in the transport properties of cross-
conjugated molecules,” Beilstein J. Nanotechnol. 2, 862-871 (2011).

250



1	
  
	
  

ELECTROLYTES AT SOLID-WATER INTERFACES 
Alberto Striolo 

School of Chemical, Biological and Materials Engineering 

The University of Oklahoma, Norman 73019 

SCOPE 

The scope of our research program, supported by the DoE EPSCoR Program (until mid 2013), by the 
DoE Geosciences Program, and by NERSC, is to relate fundamental properties of aqueous systems near 
solid interfaces to practical applications. Our group conducts predominantly atomistic molecular 
dynamics (MD) simulations, both at equilibrium and non-equilibrium conditions. We conduct selected 
experiments to validate our predictions, and we rely on experienced collaborators for providing additional 
experimental insights. Successful collaborations have been established with Prof. David Cole, Ohio State 
University (formerly of the Oak Ridge National Laboratory), Dr. Paul Ashby, Lawrence Berkeley 
National Laboratory, and Dr. Juergen Biener, Lawrence Livermore National Laboratory. Understanding 
and controlling matter at the atomic and molecular level we strive to positively affect several materials 
and energy-related technologies. Applications of current interest are (1) separation of carbon nanotubes 
using surfactants, (2) water desalination, (3) energy storage in electric double layer capacitors, and (4) 
natural gas and oil recovery (e.g., hydraulic fracturing). In all these applications the fundamental aspects 
that are of interest to us are the preferential adsorption of various compounds (water as opposed to 
surfactants, electrolytes, organic molecules) at solid-fluid interfaces, the structure of the adsorbed 
aggregates, and the dynamics of individual molecules at interfaces, as well as their collective dynamic 
behavior, as they are affected by the presence of the interface. As we combine atomistic to macroscopic 
observations, our studies are meso-scopic in nature. 

RECENT PROGRESS 

We continue our systematic study of interfacial water at contact with mineral surfaces. In the latest 
contribution (Ref. # 22 below) we compared the properties of interfacial water on silicon dioxide, 
aluminum oxide, and magnesium oxide. The results were quantified in terms of density distribution in the 
directions perpendicular and parallel to the solid substrates, residence time for water at contact with the 
substrates, orientation of molecules near the substrates, self-diffusion coefficients, etc. In a separate 
contribution we discussed the relationship between preferential distribution of aqueous electrolytes within 
slit-shaped pores, and their mobility (Ref. # 21 below). The results are useful for environmental 
applications related, for example, to the diffusion of heavy metal ions in subsurface formations. 

Three are the main results within the past year. 

Water Can Slip on Hydrophilic Surfaces. Macroscopically, a surface is classified as hydrophilic or 
hydrophobic depending on the contact angle formed by a water droplet. Because hydrophobic surfaces 
tend to cause water slip while hydrophilic ones do not, the former surfaces can yield self-cleaning 
garments and ice-repellent materials while the latter cannot. The results obtained by our group suggest 
that this dichotomy might be purely coincidental. We demonstrated, using molecular dynamics 
simulations, that slip and no-slip boundary conditions can both be observed for liquid water flowing on 
solid surfaces on which the static water contact angle is less than 90°. The responsible molecular 
signature was found to be the distribution of water molecules within the contact layer at equilibrium, 
coupled with the strength of water-surface interactions. When preferential adsorption sites exist that are 
sufficiently close to each other that water migration from one to the next can occur without requiring 
hopping events, hydrodynamic liquid slip occurs. Significance. When verified experimentally our results 
could lead to the advancement of, e.g., the design of hydrophilic nano-porous membranes with high 
permeation and self-cleaning hydrophilic surfaces. More details can be found in Ref. # 20 listed below. 
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The Electric Double Layers Capacitance Depends on Applied Potential. Pore size effects are believed 
to be the key to future performance improvements of electric double-layer capacitors. We performed MD 
simulations to study the pore-size dependent accumulation of aqueous electrolytes in slit-shaped graphitic 
carbon pores of different widths (0.65 - 1.6 nm). Cyclic voltammetry (CV) and electrochemical 
impedance spectroscopy (EIS) were used by our collaborators at LLNL to study the effect of potential and 
pore size on the capacitance of nanoporous carbon foams. Experimentally we observed a pronounced 
increase of the capacitance of sub-nm pores as the applied potential window gets wider, from a few F/g 
for narrow potential ranges (-0.3 V to 0.3 V vs. Ag/AgCl) to ~40 F/g for wider potential windows (-0.9 V 
to +0.9 V vs. Ag/AgCl). By contrast, the capacitance of wider pores does not depend significantly on the 
applied potential window. Our simulations confirmed that the penetration of ions into pores becomes 
more difficult with decreasing pore width and increasing strength of the hydration shell. Consistent with 
our experimental results, we observed a pore- and ion-size dependent threshold-like charging behavior 
when the pore width becomes comparable to the size of the hydrated ion, explained by changes in the 
hydration structure undergone by the ions entering the charged pores. Significance. The results contribute 
to our understanding of how ion-water, ion-ion and ion-pore interactions determine the performance of 
energy-storage devices and also of capacitive water-desalination technologies. More details can be found 
in Ref. # 23 listed below. 

Hydration Structure at the α-Al2O3 (0001) Surface: Excellent Agreement from Experimental AFM 
Force Spectroscopy and Atomistic Molecular Simulations. Atomic force spectroscopic data were 
obtained in water on the (0001) face of the α-Al2O3 substrate using a silicon tip. The data were interpreted 
by implementing the Brownian Force Profile Reconstruction method (BFPR) proposed by Ashby and 
Lieber [J. Am. Chem. Soc. 126 (2004) 16973]. The method allows for a detailed reconstruction of the 
force-distance curve that highlights the hydration structure. The experimental data were compared to 
massive atomistic MD simulations in which one silicon dioxide disc of ~ 2 nm in diameter represented 
the silicon AFM tip. A fully hydroxylated crystalline model represents the alumina substrate in the 
simulations. The umbrella sampling method was employed to obtain the water-mediated surface-disc 
effective force profile. Comparing simulations and experiments we clearly distinguished two hydration 
layers confined between tip and surface. The hydration layer found closest to the alumina substrate yields 
a pronounced repulsive force when the AFM tip penetrates it, suggesting highly structured interfacial 
water. The second hydration layer yields a much less intense repulsive force. The position of the peaks 
with respect to the solid substrate is consistent with recent experimental X-ray reflectivity data reported 
by Catalano [Geochim. Cosmochim Acta 75 (2011) 2062] and with previous atomistic simulations 
conducted for a thin film of water supported on sapphire (Ref. #11 below). Significance. Given the wide 
technological importance of alumina and the ubiquitous nature of water, the results just discussed have 
the potential of positively impacting a number of applications within fields as diverse as catalysis, 
geology, biology, and many others. More details can be found in Ref. # 24 listed below. 

FUTURE PLANS (2012-2013) 

In the near future our goal is to secure a few more tangible contacts between the simulation results 
obtained in our group and experimental observations obtained by our collaborators, and in some cases 
already available in the literature. We provide below the three goals we are close to accomplish. 

Ethanol-Water Mixtures On Alumina. We are conducting detailed studies for of ethanol – water 
mixtures supported on alumina. Alumina is a proxy for several minerals present in subsurface formations. 
Ethanol was chosen because a number of sum frequency generation spectroscopic data (J. Phys. Chem. 
Lett. 2 (2011) 1831) are available that we are using to validate our results. Our preliminary simulations 
suggest that ethanol form one solvation layer on this substrate with regular distribution of the fluid 
molecules along the plane parallel to the substrate. The details of the molecular distribution of ethanol 
molecules depend on the surface properties [e.g., we have compared ethanol adsorbed on the (001) and on 
the (102) planes of the alumina substrate]. The results are reliable, even though the force fields have been 
taken from the literature without adjustment to reproduce fluid-mineral interfaces. In particular, the data 
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for the orientation of the ethanol molecule at the (102) plane reproduce very well experimental data 
reported for the same interface in 2011 [J. Phys. Chem. Lett. 2 (2011) 1831]. Further, we found that small 
modifications of the solid surface (i.e., a partial protonation of the non-bridging oxygen atoms) have a 
strong effect on the order of interfacial ethanol molecules. When a 50:50 mixture of water and ethanol 
was simulated at ambient conditions, it was found that water readily displaces ethanol from the solvation 
layer. This latter result awaits experimental verification, which we will attempt in collaboration with Dr. 
Paul Ashby. We are currently explaining this observation by calculating the potential of mean force 
between one ethanol molecule and the alumina substrate both in the presence of water and in the presence 
of ethanol. When ethanol is present our results provide evidence for a strong attractive well in 
correspondence of the first solvation layer. In the presence of water, this strongly attractive well 
essentially disappears. The results are currently being prepared for publication. 

Orientation of Water near Charged Graphene. We are providing molecular-level insights to 
experimental observations that are being collected by Dr. Miquel Salmeron and his group at LBNL 
(Striolo has spent his sabbatical al LBNL). The experiments (ambient-pressure X-ray) are conducted to 
sample the orientation of liquid water molecules at contact with graphene, as a function of the applied 
voltage. The equilibrium MD simulations are being conducted for liquid water near a charged graphene 
surface. Because several models are available for water (rigid, flexible, polarizable) and because the 
simulated problem is rather simple, we decided to compare the results obtained when various models are 
implemented for water, and when image charges are described within the graphene support. So far only 
modest differences are observed when the results from the different models are compared. Direct 
comparison to experiments might help us identify the models that are most reliable in reproducing the 
experimental observations. Understanding the orientation of water near charged graphene will be 
important for further developing advanced energy-storage devices, including electric double layers. 

Salt-Specific Effects in Carbon Nanotube Separations. Tremendous progress has been made to 
stabilize carbon nanotube dispersions using surfactants. Although theoretical investigations have 
uncovered, often using molecular simulations, some of the molecular phenomena thought to be 
responsible for the dispersions stability, many questions await answer to design surfactant formulations 
that selectively stabilize nanotubes mono-dispersed in diameter and chirality. Stimulated by recent 
experimental observations [JACS, 2010, 132, 16165–16175], we are attempting to quantify how changing 
the counter-ion (Cs+ instead of Na+) affects the morphology of dodecyl sulfate surfactants adsorbed on 
carbon nanotubes. Using atomistic MD we are simulating aqueous cesium dodecyl sulfate (CsDS) 
adsorbed on (6,6), (12,12), and (20,20) single-walled carbon nanotubes (SWNTs) at ambient conditions. 
When compared to results reported previously for sodium dodecyl sulfate (SDS) (Ref. # 1 below), our 
results suggest that Cs+ ions, compared to Na+, yield a more compact coverage of the nanotubes of narrow 
diameter, with the surfactant heads extended towards the bulk aqueous solution, and prevent water from 
accessing the nanotube surface. These morphological results suggest that CsDS should be more effective 
than SDS at stabilizing aqueous carbon nanotubes dispersions. For the wider nanotubes our simulations 
show limited, if any, differences in the morphology of the surfactant aggregates when the Na+ ions are 
substituted with Cs+ ones. The different salt-specific behavior observed for the surfactants in the presence 
of narrow vs. wide carbon nanotubes could be exploited for the selective stabilization of mono-dispersed 
carbon nanotube samples. Experimental validation is being attempted in collaboration with NIST. 
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Non-equilibrium relaxation and aging scaling of magnetic flux
lines in disordered type-II superconductors
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Project scope

Technical applications of type-II superconductors, especially high-Tc compounds, in external mag-
netic fields require an effective flux pinning mechanism to reduce Ohmic losses due to flux creep
and flow. The physics of interacting vortex lines subject to strong thermal fluctuations and point-
like or extended disorder has therefore been a major research focus in condensed matter physics.
In our work we aim for a thorough numerical investigation and theoretical characterization of the
stochastic fluctuations and out-of-equilibrium relaxation processes of interacting magnetic flux
lines subject to various pinning centers. Our studies have yielded considerable progress in our
understanding of physical aging phenomena in type-II superconductors with uncorrelated point
disorder, and revealed distinct intriguing temporal regimes that could be addressed separately in
different sample and defect geometries. To this end, we employed a versatile three-dimensional
Monte Carlo simulation code based on an elastic string representation of the magnetic flux lines,
and extracted various steady-state observables as well as two-time correlation functions. Re-
cently, we have developed an efficient Langevin molecular dynamics algorithm, and validated
both numerical approaches through a comparison of the ensuing long-time, large-scale stationary
state characteristics. We are now investigating in detail the dynamical relaxation features towards
equilibrium as well as non-equilibrium steady states starting from experimentally realizable initial
conditions, encompassing sudden thermal, magnetic field, and driving current quenches.

Recent progress

In type-II superconductors naturally abundant point defects such as oxygen vacancies or dislo-
cations and twin boundaries provide pinning centers for magnetic vortices; artificially introduced
extended defects, such as columnar damage tracks produced by heavy-ion irradiation, have proven
to be strong binding sites for flux lines even at elevated temperatures. A thorough understanding
of the equilibrium and transport properties of vortex matter is a clear prerogative to render these
materials amenable to minimize dissipative losses, especially in high-field applications.

Following earlier work, we consider the type-II superconductor in the extreme London limit,
and model the vortices as elastic lines with purely in-plane (perpendicular to the magnetic field)
repulsive screened logarithmic interactions, and subject to attractive and localized pinning sites.
An external current is included through a work term in the effective Hamiltonian, akin to the
standard theoretical modeling of driven diffusive systems. This approach is valid in the linear
response regime, but cannot be justified a-priori for large drives.

In our numerical studies we employed parameter values that describe high-Tc superconducting
materials such as YBCO, and focus on the regime of low magnetic fields and temperatures in
order for our disordered elastic line model to adequately represent a type-II superconductor with
realistic material characteristics.

We characterized the non-equilibrium steady states of driven magnetic flux lines in layered
type-II superconductors subject to various configurations of strong point or columnar pins through
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Figure 1: (a) Force-velocity or I-V curves for systems with 16 flux lines and different defect configurations

(1710 columnar defects or 1710 × 20 point defects in 20 layers). Each data point was obtained by averaging

over 50 different defect realizations. (b) Mean radius of gyration along the drive direction for systems with

point defects and different flux densities: 16 lines (circle), 36 lines (square), 64 lines (diamond), and 100

lines (triangle up).

the force-velocity or current-voltage curve, static structure factor, mean vortex radius of gyration,
number of double-kink and half-loop excitations, and velocity or voltage noise spectrum. Fig. 1(a)
shows the I−V characteristics in systems with different defect configurations from which the
critical currents can be determined. As expected, the systems with regularly arranged columnar
defects display higher critical currents than samples with randomly placed columnar defects,
splayed linear pins, a mixture of point and columnar defects, or pure point-like disorder, all with
identical pinning strength per layer. We also studied the three-dimensional vortex line fluctuations
in the ensuing driven steady states. For example, the radius of gyration starts to grow as the
driving force increases, reaching its highest value near the critical current; at larger drives, it
decreases again, see Fig. 1(b).

We also utilized our Monte Carlo simulation code to systematically analyze the relaxation
dynamics of three-dimensional interacting vortex lines subject to attractive point pins at low
temperatures, i.e., in the vortex glass phase. For simplicity, we selected as initial configura-
tions parallel straight vortex lines randomly placed in the system, and studied the subsequent
relaxation through the intrinsic dynamics towards the equilibrium state. We observed remark-
ably complex dynamical crossover phenomena, but were also able to disentangle the associated
distinct relaxation mechanisms caused by the competitions of pinning and interaction-induced
correlations. Fig. 2 illustrates the several distinct dynamical regimes that can be observed for
repulsively interacting magnetic vortices subject to attractive point pinning centers of moderate
strength: Whereas the flux lines broadly behave as if they were isolated at short times, at long
times a glassy regime emerges with characteristics similar to that observed for structural glasses,
approximately governed by a stretched exponential decay of correlations. These two regimes
are separated by an intermediate stage where the interplay of repulsive vortex interactions and
defect-induced pinning leads to a complicated dynamical crossover behavior.

Future plans

The goal of our future research is to attain a comprehensive understanding of the out-of-equilibrium
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Figure 2: (a) Mean-square displacement B(t, 0) for interacting vortices subject to point defects with dif-

ferent pinning strengths p, showing the caging effect that constrains lateral displacements. (b) Transverse

displacement (height) autocorrelation function C(t, s) for interacting vortex lines in a system with point

pins (p = 0.05). The waiting times range from s = 25 (left) to s = 51200 (right). Depending on the

time elapsed since the preparation of the system, three distinct dynamical regimes are observed. For large

waiting times, the kinetics displays similar characteristics as in structural glasses.

relaxation dynamics of vortex matter in disordered type-II superconductors in different sample
geometries with various types of pinning centers. Our extensive numerical investigations will
be based on versatile Monte Carlo as well as Langevin dynamics simulation codes, representing
different microscopic models for the kinetics of three-dimensional elastic lines subject to mu-
tual long-range repulsive forces and localized attractive defects. Through detailed analysis of
the stochastic fluctuations and relaxation features of different time-dependent observables, we
aim to identify universal aging properties and separate them conceptually from intrinsic material
characteristics. By studying thin film geometries, we shall furthermore isolate two-dimensional
relaxation kinetics from the more complex dynamics in three dimensions, where transverse flux
line fluctuations may contribute crucially.

Our studies will investigate in detail the dynamical relaxation features towards equilibrium
as well as non-equilibrium steady states starting from experimentally realizable initial conditions,
encompassing sudden thermal, magnetic field, and driving current quenches. We will explore uni-
versal and non-universal characteristics in the physical aging as well as glassy relaxation regimes,
and thereby identify unique dynamical signatures that distinguish bulk from thin film samples,
and differ in systems with point pins and extended correlated defects (columnar or planar defects).
We thus aim to propose specific experimental configurations and procedures amenable to probing
the different dynamical regimes. This should definitely enhance our conceptual understanding
of the intriguing dynamical properties of vortex matter, and of non-equilibrium relaxation and
aging scaling in disordered condensed matter in general. Furthermore, we hope that our investi-
gations will stimulate the development of novel diagnostic tools for material characterization and
optimization of flux pinning in high-temperature superconductors.

A more thorough analysis of the slow relaxation dynamics in the vortex glass therefore requires
a more efficient computational tool, as is now available to us through our new Langevin molecular
dynamics code. We can now extend our investigations to considerably larger time windows by
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means of the mescoscopic Langevin molecular dynamics approach. Thus we may explore each
of the characteristic two-step relaxation processes in more detail: In the initial stationary β
relaxation regime, where time translation invariance holds, the approach to the plateau should
satisfy dynamic scaling with a characteristic temperature-dependent relaxation rate. This is
followed by the very slow α process describing the ultimate decay of the correlations according to
a stretched exponential or Kohlrausch law with a typical decorrelation rate that depends on the
waiting time s. We would also like to better understand the intriguing non-monotonic shape of
the transverse displacement (height) autocorrelations at intermediate waiting times, displaying
a marked maximum that exceeds the value of C(s, s), see Fig. 2(b). This feature appears to
indicate a fundamental change in the nature of the emerging temporal correlations in the system,
as the trapping of flux line segments at the pinning sites competes with the long-range vortex
repulsion.

We can naturally address the non-equilibrium relaxation in disordered type-II superconducting
thin films by reducing the number of layers perpendicular to the magnetic field in our simulations.
Varying the number of coupled layers also enables us to investigate the crossover from two- to
three-dimensional behavior, opening up intriguing possibilities to probe and distinguish either
regime in experiment. Another interesting question is if the two-dimensional samples at low
temperatures behave more like the Bose glass phase of a three-dimensional type-II superconductor
with extended columnar pinning centers, or the vortex glass with uncorrelated point disorder.
Additional fascinating crossover features can be expected through varying the length of linear
defects from isolated points to columnar pins that extend through the entire system.
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I. PROJECT SCOPE

The objective of this project is to develop reliable finite-temperature, orbital-free density functional approximations
for molecular dynamics (MD) simulations. Motivational issues include:

• A pressing need to eliminate the Kohn-Sham bottleneck in quantum-forces-driven molecular dynamics. Evident
at T = 0 K, the bottleneck grows in severity such that it is a major limitation on simulation realism (system
size, MD run length) in the Warm Dense Matter (WDM) regime.

• A major opportunity to enlarge the accessible physics of WDM systems by use of authentic free energy functionals
rather than ground-state functionals.

The WDM regime is of rapidly growing interest (exo-planet interiors, path to inertial confinement fusion). It is
characterized by electron temperatures T ≈ 1-15 eV, pressures up through at least 1 MBar, and densities from 10% of
ambient solid to 150-fold or more compression. There is no small parameter, thus there is no perturbative approach.
Neither solid-state electronic structure nor standard plasma methods work well.

In principle, orbital-free DFT (OF-DFT) provides a transformative response to the motivations. Core requirements
include (a) non-interacting (Kohn-Sham system) kinetic energy and entropy functionals, and (b) exchange-correlation
free-energy functionals. These must balance accuracy (realism), system size, and computational cost, and not rely on
empirical fitting (loss of predictive power). Therefore, thrusts of the project so far have been

1. Investigation of formal properties of functionals to constrain the form and parameterizations of approximations
[scaling, bounds, asymptotics . . . ];

2. Generation of reference data from well-defined systems to expose behavior of functionals and to validate proposed
approximate forms [finite-T Hartree-Fock, path-integral MD, near-exact 3-electron wavefunctions];

3. Comparison testing of existing explicit T-dependent functionals vs. ground state functionals ;

4. Construction, implementation, and testing of new approximate functionals, both finite-T and T = 0 K [as more
realistic limits for finite-T functionals] ;

5. Making essential supporting developments, e.g. local pseudo-potentials, algorithms and codes;

6. Taking a leadership role in OF-DFT dissemination and education, especially as related to WDM [Sanibel
Workshop (Feb. 2011), FCAM workshop Paris and CECAM proposal (May 2011), DPP mini-conference Salt
Lake City (Nov. 2011), IPAM (UCLA) HEDP Long program, esp. Workshop IV (March-June 2012), CECAM
Paris (Sept. 2012) ]; see http:// www.qtp.ufl.edu/ofdft

II. PROGRESS

Summary

Before the research highlight (see next subsection), here is a summary of topics on which we have made substantial
progress, with citations numbered according to the publication list at the end of this document.

• Approximate functionals -

1. new finite-T generalized gradient approximation for the non-interacting system (kinetic energy and entropic
functionals). Paper 2;

2. systematic assessment of existing finite-T vs. ground state exchange-correlation functionals. (T-dependent
disparities discussed separately below.). Paper 3 .

3. new ground-state orbital-free exchange functionals (proper T = 0 K limit to preserve atomic and molecular
physics realism). Papers 4, 9, 12, 13;

4. discovery of an unexpected deficiency in a much-heralded, empirically calibrated ground-state exchange-
correlation functional. Paper 14.

• Formal results (scaling relations, small-N modifications of Thomas-Fermi, proper definition of finite-T reduced
density derivatives, limitations on information theoretic functionals, . . . ). Papers 1, 2, 6, 8, 10, 11, 15, 16, 17.
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• Computational innovation -

1. first-ever implementation and use of the thermal Hartree-Fock (tHF) approximation in a confined system
(new basis set, new code) and new results. (T-dependent disparities discussed separately below.) Paper 7;

2. novel use of exact exchange features of Q-Espresso and VASP codes to perform tHF calculations in periodic
systems (simple cubic H, bcc Li) over large ranges of T and densities.(T-dependent disparities discussed
separately below.) Paper 3;

3. systematic development of required local pseudo-potentials and PAW data sets. Papers 2, 3, 5;
4. demonstration that SCF algorithms for standard KS equations work poorly or not at all as solvers of the

OF-DFT Euler equation (effective KS equation). Paper 5.

Highlight - Important T-Dependence Differences in Functionals

We have discovered that there are qualitative differences in T-dependences of free energies and pressures delivered by
various OF-KE and OF-S (entropy) functionals (both long-standing ones and our new ones). Similar differences are
seen between the ground-state and finite-T exchange-correlation (XC) functionals.

The non-interacting system (i.e., Kohn-Sham system) functionals typically contribute an order of magnitude more
than the XC contribution magnitude. In a KS calculation, the T-dependence of the non-interacting part is explicit
in the Fermi-Dirac occupation numbers fi and implicit in the orbitals ϕi(r) which appear in the KS KE (Ts) and
entropy (S):

Ts[n] = 1

2

∑

i

fi

∫

dr|∇ϕi|
2

Ss[n] = −kB

∑

i

{fi ln fi + (1 − fi) ln(1 − fi)} . (1)

Here n(r,T) is the electron density field. The OF-KE and OF-S functionals must reproduce this T-dependence
without invoking fi and ϕi(r). The XC free energy is

Fxc[n(r,T),T] :=

∫

d rn(r,T)εxc[n(r,T),T] , (2)

with εxc[n(r,T),T] the XC energy per electron which must be approximated. Current practice for predictive MD
simulations is the ground-state functional approximation,

εxc[n(r,T),T] ≈ εxc,0[n(r,T)] , (3)
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FIG. 1: Left: total free-energy per atom (eV/atom) as a func-
tion of T for local-pseudo-potential KS and OF-DFT calcu-
lations. Right: relative free energy differences with respect
to KS values, |(Fs − FKS

s )/FKS
s | × 100% for the ft(VW+TF),

ftGGA(KST2), ftSGA, ftGGA(TW), and ftTF free energy func-
tionals; see text. Material density ρH = 2.0 g/cm3.

where the RHS is a ground-state XC approxima-
tion. The most popular are the Local Density
Approximation (LDA) and Perdew-Burke-Ernzerhof
generalized gradient approximation (PBE GGA).

Fig. 1 shows results from Paper 2. The target sys-
tem is simple-cubic Hydrogen (sc-H). The compari-
son is of various non-interacting (KE, entropy) func-
tionals. ft(VW+TF) is finite-T Thomas-Fermi plus
full von Weizsäcker, ftGGA(KST2) is our new pair of
finite-T GGA functionals, ftSGA is the second-order
gradient approximation, ftGGA(TW) is based on the
Tran-Wesolowski ground state functional, and ftTF
is finite-T Thomas-Fermi. All are compared with a
conventional KS calculation and on an equal footing:
the same ground-state LDA XC functional (Perdew-
Zunger) was used and the same local pseudo-potential
(of our devising). The bulk density is 2.0 g/cm3,
roughly 4-fold compression. Similar results hold at
8-fold compression.

These free-energy differences cause pressure differ-
ences as shown for T = 50 kK in Fig. 2. Note that

for both free energies and pressures, our new functional comes closer to the KS result than any of the others except
for the formally unjustified combination ft(VW+TF).
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FIG. 2: P as a function of material density (low to intermediate at
left, high at right) for sc-H at T=50,000K from conventional KS and
OF-DFT calculations.

In Papers 3 and 7, we studied T-dependence
in XC. The system was bcc Li. A new all-
electron (usually called 3-electron), small-core
projector augmented wave data set was vali-
dated to compressions of more than 250 by com-
parison with all-electron KS calculations on Li8
and Li16 clusters of bcc symmetry (Fig. 3).

Figure 4 shows total free energy differences
∆Ftot(T) = Ftot(T)−Ftot(100K) as a function
of T for X-only calculations. The explicitly T-
dependent LDA X (“LDAx(T)”) is qualitatively
much like tHF, with differences not exceeding
1 − 2 eV/atom. The results from ground-state
LDA X (“LDAx”) lie below the corresponding
tHF values for all T and both densities. At T
≈ 20 kK, the interval is ≈ 2 eV/atom, growing
to ≈ 4 − 5 eV/atom by 40 kK. The pressure
effects of explicitly T-dependent X may be estimated from the difference between the tHF or LDAx(T) and LDAx
values. Fig. 5 provides this comparison. The LDAx and LDAx(T) curves both start above the tHF pressure, then
cross and go below it at about 55-75 kK, depending upon the material density. The shift with respect to tHF is
manifestly larger for LDAx than LDAx(T).

FIG. 3: Bcc-symmetry Li8 (left) and Li16 (right) clusters
treated with all-electron calculations to validate the new 3-
electron, small-core PAW data set to at least 250-fold com-
pression.
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III. PLANNED EFFORTS

• Do large-scale MD on confined H to test tHF vs. tDFT

• Develop better non-interacting free energy GGA forms by improving on our first approximate one via our newly
developed finite-T GGA framework (Publication 2 below)

• Develop non-empirical, constraint-based parameterization criteria for non-interacting functionals (predictive
capability) for:

1. T = 0 K KE GGA functional (eliminate present fitted parameters)

2. Free energy functionals with proper T-dependence relative to reference data and proper T = 0 K limits

3. Beyond GGA functionals

• Develop and test better T-dependent XC functionals, with focus on T-dependence exposed in reference calcula-
tions (below)

• Exploit new version of classical map to get better functionals

• Complete PIMD calculations on T > 0 K electron gas, compare with Brown and Ceperley’s new PIMC results,
parameterize to gain functional form information

• Explore orbital-free calculation of transport coefficients

• Explore explicit orbital-free dynamics (including use of more modern functionals than TF)

• Codify and publish modifications to PROFESS code and interface of PROFESS with Q-Espresso

IV. PUBLICATIONS SINCE AUGUST 2009

1. “Local Density Approximation to the Kinetic Energy Functional for Finite N”, T. Gál, J. Dufty, and S.B. Trickey, in
preparation.

2. “Generalized Gradient Approximation Non-interacting Free Energy Functionals for Orbital-free Density Functional Cal-
culations”, V.V. Karasiev, T. Sjostrom, and S.B. Trickey, Phys. Rev. B [submitted].

3. “Comparison of Density Functional Approximations and the Finite-temperature Hartree-Fock Approximation in Warm
Dense Lithium”, V.V. Karasiev, T. Sjostrom, and S.B. Trickey, Phys. Rev. E [submitted].

4. “A New meta-GGA Exchange Functional Based on an Improved Constraint-based GGA”, J.M. del Campo, J.L. Gázquez,
S.B. Trickey, and A. Vela, Chem. Phys. Lett. [accepted]

5. “Issues and Challenges in Orbital-free Density Functional Calculations”, V.V. Karasiev and S.B. Trickey, Comput. Phys.
Commun. [accepted]

6. “Why the Traditional Concept of Local Hardness Does Not Work”, T. Gál, Theor. Chem. Acc. 131, 1223 (2012).
7. “Temperature-Dependent Behavior of Confined Many-electron Systems in the Hartree-Fock Approximation”, T. Sjostrom,

F.E. Harris, and S.B. Trickey, Phys. Rev. B 85, 045125 (2012).
8. “Classical Representation of a Quantum System at Equilibrium”, J.W. Dufty and S. Dutta, Contrib. Plasma Phys. 52,

100 (2012).
9. “Scalable Properties of Metal Clusters: A Comparative Study of Modern Exchange-Correlation Functionals”, R. Koitz,

T.M. Soini, A. Genest, S.B. Trickey, and N. Rösch, J. Chem. Phys. 137, 034102 (2012).
10. “Explicit Particle-number Dependence in Density Functional Theory”, S.B. Trickey and A. Vela, J. Mex. Chem. Soc.

[submitted].
11. “Analysis of the Generalized Gradient Approximation for the Exchange Energy”, J.L. Gázquez, J.M. del Campo, S.B.

Trickey, R.J. Alvarez-Mendez, and A. Vela, chapter in Concepts and Methods in Modern Theoretical Chemistry, Vol. 1,
in honor of Prof. B.M. Deb; S.K. Ghosh and P.K. Chattaraj eds. [accepted]

12. “Non-empirical Improvement of PBE and Its Hybrid PBE0 for General Description of Molecular Properties”, J.M. del
Campo, J.L. Gázquez, S.B. Trickey, and A. Vela, J. Chem. Phys. 136, 104108 [8 pp] (2012).

13. “Improved Constraint Satisfaction in a Simple GGA Exchange Functional”, A. Vela, J.C. Pacheco-Kato, J.L. Gázquez,
J.M. del Campo, and S.B. Trickey, J. Chem. Phys. 136, 144115 [8 pp] (2012).

14. “Structure-dependence of the Magnetic Moment in Small Palladium Clusters: Surprising Results from the M06-L meta-
GGA Functional”, R. Koitz, T.M. Soini, A. Genest, S.B. Trickey, and N. Rösch, Internat. J. Quantum Chem. 112, 113
(2012).

15. “Scaling, Bounds, and Inequalities for the Non-interacting Density Functionals at Finite Temperature”, J. Dufty and
S.B. Trickey, Phys. Rev. B 84, 125118 (2011).

16. “Positivity Constraints and Information-theoretical Kinetic Energy Functionals”, S.B. Trickey, V.V. Karasiev, and A.
Vela, Phys. Rev. B 84, 075146 (2011).

17. “Constraint-based Single-point Approximate Kinetic Energy Functionals”, V.V. Karasiev, R.S. Jones, S.B. Trickey, and
Frank E. Harris, Phys. Rev. B 80, 245120 (2009).
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Project	
  Scope:	
  
Part	
  I:	
  We	
  focus	
  on	
  superconductor-­‐insulator	
  transitions	
  driven	
  by	
  disorder.	
  	
  Our	
  aim	
  is	
  
to	
   understand	
   how	
   the	
   interplay	
   of	
   disorder	
   and	
   interactions	
   can	
   lead	
   to	
   nano-­‐scale	
  
inhomogeneity	
   of	
   the	
   pairing	
   amplitude	
   and	
   determine	
   its	
   consequences	
   for	
   local	
  
spectroscopic	
  probes.	
  	
  
Part	
   II:	
  We	
  investigate	
  a	
  new	
  class	
  of	
  materials,	
  the	
  ruthenate	
  perovskites	
  SrRu	
  1-­‐x	
  Mx	
  

O3	
  in	
  which	
  the	
  orbital	
  state	
  of	
  Ru	
  can	
  control	
  the	
  magnetism	
  of	
  the	
  M=Cr,Mn,Fe	
  ions.	
  
Our	
   primary	
   aim	
   is	
   to	
   develop	
   a	
   comprehensive	
   and	
   fundamental	
   theory	
   of	
   the	
  
mechanisms	
   driving	
   magnetism.	
   This	
   understanding	
   is	
   important	
   to	
   design	
  
heterostructures	
  with	
  desired	
  magneto-­‐transport	
  properties.	
  	
  
Part	
   III:	
   We	
   discuss	
   algorithmic	
   developments	
   for	
   the	
   maximum	
   entropy	
   method	
  
constrained	
   by	
   sum	
   rules	
   for	
   extracting	
   frequency	
   dependent	
   spectral	
   functions	
   and	
  
dynamical	
  susceptibilities	
  from	
  quantum	
  Monte	
  Carlo	
  simulations.	
  These	
  developments	
  
are	
  necessary	
  for	
  addressing	
  the	
  full	
  complexity	
  of	
  disordered,	
  correlated,	
  multi-­‐orbital	
  
oxides.	
  
	
  
Recent	
  Progress:	
  
Part	
   I:	
   Emergent	
   granularity	
   on	
   the	
   meso-­‐scale	
   and	
   the	
   superconductor-­‐insulator	
  
transition:	
  We	
   have	
   used	
   quantum	
  Monte	
   Carlo	
   simulations	
   that	
   treat,	
   on	
   an	
   equal	
  
footing,	
   inhomogeneous	
  amplitude	
  variations	
  and	
  phase	
  fluctuations,	
  a	
  major	
  advance	
  
over	
   previous	
   theories.	
   We	
   gain	
   new	
   microscopic	
   insights	
   into	
   the	
   nature	
   of	
   the	
  
superconducting	
   and	
   insulating	
   phases	
   and	
   the	
  mechanism	
   driving	
   the	
   transition.	
  We	
  
make	
  testable	
  predictions	
  for	
  local	
  spectroscopic	
  probes.	
  The	
  energy	
  gap	
  in	
  the	
  density	
  
of	
   states	
   survives	
   across	
   the	
   transition,	
   but	
   coherence	
   peaks	
   exist	
   only	
   in	
   the	
  
superconductor.	
   A	
   characteristic	
   pseudogap	
   persists	
   above	
   the	
   critical	
   disorder	
   and	
  
critical	
  temperature,	
  in	
  contrast	
  to	
  conventional	
  theories.	
  Surprisingly,	
  the	
  insulator	
  has	
  
a	
   two-­‐particle	
   gap	
   scale	
   that	
   vanishes	
   at	
   the	
   superconductor–insulator	
   transition,	
  
despite	
  a	
  robust	
  single-­‐particle	
  gap.	
  The	
  results	
  are	
  encapsulated	
  in	
  the	
  phase	
  diagram	
  
given	
   below	
   and	
   published	
   in	
   Nature	
   Physics.	
   Several	
   follow-­‐up	
   works	
   are	
   in	
  
preparation.	
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Figure	
  1:	
  Energy	
  and	
  temperature	
  scales	
  
across	
   the	
   superconductor-­‐insulator	
  
transition:	
  The	
  superconducting	
  Tc	
   (blue	
  
dots)	
   decreases	
   to	
   zero	
   at	
   the	
   critical	
  
disorder	
   strength	
  Vc.	
   The	
   single-­‐particle	
  
gap	
   ωdos	
   (black	
   diamonds),	
   obtained	
  
from	
   the	
   density	
   of	
   states	
   is	
   large	
   and	
  
finite	
   in	
   all	
   states.	
   The	
   two-­‐particle	
  
energy	
   scale	
   ωpair	
   (red	
   squares),	
  
obtained	
   from	
   the	
   dynamical	
   pair	
  
susceptibility	
  is	
  non-­‐zero	
  in	
  the	
  insulator	
  
but	
  vanishes	
  at	
  the	
  SIT.	
  	
  

	
  

Figure	
  2:	
  The	
  single-­‐particle	
  DOS	
  	
  (upper	
  panels)	
  and	
  representative	
  spectra	
  (lower	
  panels)	
  
shown	
  along	
  three	
  different	
  cuts	
  through	
  the	
  temperature-­‐disorder	
  plane.	
  Left	
  panels	
  (A,B):	
  
Disorder	
  dependence	
  of	
  DOS	
  at	
  a	
  fixed	
  low	
  temperature.	
  A	
  hard	
  gap	
  (black	
  region)	
  persists	
  
for	
  all	
  V	
  above	
  and	
  below	
  the	
  SIT	
  (Vc	
  =1.6),	
  but	
  the	
  coherence	
  peaks	
  (red)	
  exist	
  only	
  in	
  the	
  
SC	
  state	
  and	
  not	
  in	
  the	
  insulator.	
  Center	
  panels	
  (C,D):	
  T-­‐dependence	
  of	
  the	
  DOS	
  for	
  the	
  
superconductor	
  (V	
  <	
  Vc).	
  The	
  coherence	
  peaks	
  (red)	
  visible	
  in	
  the	
  SC	
  state,	
  vanish	
  for	
  T>Tc	
  =	
  
0.14t.	
  A	
  disorder-­‐induced	
  pseudogap,	
  with	
  loss	
  of	
  low-­‐energy	
  spectral	
  weight,	
  persists	
  well	
  
above	
  Tc.	
  Right	
  panels	
  (E,F):	
  T-­‐dependence	
  of	
  DOS	
  for	
  the	
  insulator	
  (V	
  >	
  Vc).	
  The	
  hard	
  
insulating	
  gap	
  at	
  low	
  T	
  evolves	
  into	
  a	
  pseudogap	
  at	
  higher	
  T.	
  No	
  coherence	
  peaks	
  are	
  
observed	
  at	
  any	
  T.	
  All	
  panels	
  show	
  data	
  averaged	
  over	
  10-­‐100	
  disorder	
  realizations.	
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Future	
  Plans	
  (2012-­‐2013):	
  
Part	
  II:	
  Ruthenates-­‐-­‐	
  Orbitally	
  controlled	
  magnetism:	
  
Over	
   the	
   years	
   the	
   cuprates	
   have	
   been	
   extensively	
   studied	
   for	
   their	
   high	
   Tc	
  
superconducting	
   properties,	
   and	
   the	
   manganites	
   for	
   their	
   colossal	
   magnetoresistive	
  
properties.	
  In	
  this	
  proposal	
  we	
  will	
  focus	
  on	
  a	
  novel	
  class	
  of	
  perovskites,	
  the	
  ruthenates	
  
in	
  which	
  the	
  orbital	
  state	
  of	
  Ru	
  can	
  potentially	
  control	
  the	
  magnetic	
  properties.	
  We	
  will	
  
investigate	
   the	
  coupling	
  between	
  chemical	
  order,	
  magnetism	
  and	
  transport	
  properties	
  
in	
  a	
  class	
  of	
  quaternary	
  ruthenate	
  perovskites	
  ARu1-­‐xMxO3,	
  where	
  M	
  =	
  Cr,	
  Mn,	
  Fe	
  and	
  	
  
A	
  =Ba,	
  Sr,	
  Ca,	
  La.	
  
	
  

	
  
At	
   present	
   not	
   only	
   are	
   the	
  properties	
   of	
   the	
  bulk	
   samples	
  poorly	
   understood	
  due	
   to	
  
complications	
   involving	
  chemical	
  disorder,	
  but	
  there	
   is	
  no	
  clear	
  understanding	
  of	
  what	
  
properties	
   will	
   emerge	
   for	
   even	
   the	
   various	
   ordered	
   arrangements.	
   Our	
   aim	
   is	
   to	
  
develop	
   a	
   theoretical	
   understanding	
   of	
   these	
   compounds	
   using	
   multi-­‐pronged	
  
computational	
   methods.	
   We	
   expect	
   the	
   theoretically	
   calculated	
   phase	
   diagrams	
   to	
  

	
  
Figure	
  3:	
  (a)	
  Perovskite	
  structure	
  of	
  Strontium	
  Ruthenate	
  showing	
  the	
  oxygen	
  (red)	
  
octahedra	
  around	
  a	
  ruthenium	
  ion	
  (blue);	
  the	
  alkali	
  strontium	
  ions	
  are	
  yellow.	
  In	
  these	
  
novel	
  materials	
  the	
  orbital	
  structure	
  can	
  control	
  its	
  magnetic	
  properties.	
  	
  
(b)	
  Magnetic	
  and	
  electrical	
  behavior	
  of	
  CaRuO3,	
  SrRuO3,	
  CaMnO3,	
  and	
  SrMnO3	
  and	
  
their	
  solid	
  solutions.	
  The	
  dashed	
  line	
  represents	
  the	
  Sr1-­‐xCaxMn0.5Ru0.5O3.	
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guide	
  the	
   fabrication	
  of	
   films	
   in	
  specific	
  phases	
   for	
  use	
  as	
  magnetic	
  sensors,	
  actuators	
  
and	
  spintronic	
  devices.	
  
The	
  box	
  diagram	
  above	
  shows	
  the	
  end	
  phases	
  and	
  is	
  a	
  useful	
  way	
  to	
  highlight	
  the	
  main	
  
puzzles	
  of	
  the	
  ruthenates	
  related	
  to:	
  
(1)	
  the	
  mechanism	
  of	
  ferromagnetism	
  in	
  these	
  materials;	
  
(2)	
  the	
  reasons	
  behind	
  the	
  asymmetry	
  between	
  the	
  isoelectronic	
  Sr	
  and	
  Ca	
  compounds;	
  	
  
(3)	
   lack	
  of	
  correlation	
  between	
  transport	
  and	
  magnetism,	
   rather	
  unexpected	
   from	
  the	
  
double	
  exchange	
  mechanism.	
  
	
  
Modeling:	
  The	
  central	
  computational	
  challenge	
  is	
  to	
  efficiently	
   integrate	
  the	
  electronic	
  
structure	
   codes	
   with	
   coupled	
   classical-­‐quantum	
   Monte	
   Carlo	
   in	
   order	
   to	
   realistically	
  
model	
  the	
  ruthenates.	
  Insights	
  gained	
  from	
  state-­‐of	
  the-­‐art	
  ab-­‐initio	
  calculations	
  of	
  the	
  
electronic	
  structure	
  coupled	
  with	
  disorder,	
  either	
  at	
  the	
  interface	
  or	
  in	
  the	
  bulk,	
  will	
  be	
  
invaluable	
   to	
   guide	
   the	
   design	
   and	
   growth	
   of	
   thin	
   films	
   and	
   heterostructures.	
   Our	
  
approach	
   is	
   to	
   first	
   understand	
   the	
   bulk	
   materials	
   modeled	
   by	
   tight-­‐binding	
  
Hamiltonians	
  involving	
  the	
  charge,	
  spin,	
  and	
  orbital	
  degrees	
  of	
  freedom.	
  We	
  will	
  use	
  the	
  
guidance	
  from	
  electronic	
  structure	
  calculations	
  to	
  tell	
  us	
  which	
  orbitals	
  are	
  relevant,	
  the	
  
approximate	
  positions	
  of	
  the	
  levels	
  and	
  the	
  relevant	
  range	
  of	
  tight-­‐binding	
  parameters.	
  
We	
   will	
   then	
   develop	
   effective	
   Hamiltonians	
   with	
   the	
   spin	
   and	
   orbital	
   degrees	
   by	
  
integrating	
   out	
   the	
   electronic	
   degrees.	
   This	
   should	
   give	
   a	
   direct	
   window	
   into	
   the	
  
coupling	
   between	
   the	
   orbital	
   and	
   magnetic	
   degrees.	
   We	
   will	
   also	
   look	
   at	
   finite	
  
temperature	
  effects	
  by	
  including	
  fluctuations	
  of	
  the	
  magnetic	
  and	
  orbital	
  degrees	
  within	
  
a	
  classical	
  approach	
  and	
  calculating	
  the	
  electronic	
  properties	
  by	
  exact	
  diagonalization	
  in	
  
a	
   fixed	
   classical	
   field.	
   These	
   methods	
   can	
   be	
   extended	
   to	
   include	
   disorder.	
   Coulomb	
  
correlations	
  beyond	
  Hartree-­‐Fock	
  can	
  be	
  included	
  using	
  quantum	
  Monte	
  Carlo	
  methods,	
  
but	
  this	
  decision	
  will	
  be	
  based	
  on	
  detailed	
  comparisons	
  with	
  experiments.	
  
	
  
Publications:	
  
	
  
(1)	
  Karim	
  Bouadim,	
  Yen	
  Lee	
  Loh,	
  Mohit	
  Randeria	
  and	
  Nandini	
  Trivedi,	
  “Single-­‐	
  and	
  two-­‐
particle	
   energy	
   gaps	
   across	
   the	
   disorder-­‐driven	
   superconductor–insulator	
   transition”,	
  
Nature	
  Physics	
  7,	
  884-­‐889	
  (2011).	
  
	
  
	
  (2)	
  Y.	
  L.	
  Loh,	
  N.	
  Trivedi,	
  Y.	
  M.	
  Xiong,	
  P.W.	
  Adams,	
  and	
  G.	
  Catelani,	
  “Origin	
  of	
  Excess	
  Low-­‐
Energy	
  States	
  in	
  a	
  Disordered	
  Superconductor	
  in	
  a	
  Zeeman	
  Field”,	
  Phys.	
  Rev.	
  Lett.	
  107,	
  
067003	
  (2011).	
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Development	
  of	
  New	
  Methods	
  and	
  Techniques	
  in	
  Theory	
  of	
  Strongly	
  Correlated	
  Systems	
  
	
  
Principle	
  Investigator:	
  Alexei	
  M.	
  Tsvelik,	
  Brookhaven	
  National	
  Laboratory,	
  
Upton,	
  NY	
  11973,	
  
tsvelik@gmail.com	
  
	
  
Project	
  Scope	
  
	
  
During	
  the	
  recent	
  years	
  the	
  activity	
  of	
  our	
  FWP	
  has	
  been	
  dedicated	
  	
  to	
  development	
  of	
  new	
  
ideas	
  in	
  theory	
  of	
  strongly	
  correlated	
  systems	
  and	
  their	
  applications	
  to	
  various	
  experimental	
  
systems.	
  Such	
  systems	
  included	
  low-­‐dimensional	
  magnets	
  and	
  charge	
  density	
  wave	
  materials,	
  
graphine,	
  iron	
  telluride,	
  heavy	
  fermion	
  materials.	
  A	
  number	
  of	
  new	
  theoretical	
  results	
  have	
  
been	
  obtained	
  in	
  the	
  form	
  of	
  non-­‐perturbative	
  solutions	
  of	
  various	
  model	
  systems	
  with	
  
sometimes	
  quite	
  exotic	
  applications	
  such	
  as	
  the	
  theory	
  of	
  density	
  waves	
  in	
  quarkionic	
  matter.	
  
Our	
  theory	
  group	
  is	
  working	
  in	
  a	
  close	
  contact	
  with	
  experimentalists:	
  out	
  of	
  29	
  papers	
  published	
  
and	
  submitted	
  since	
  2009	
  seven	
  ones	
  are	
  written	
  in	
  collaboration	
  with	
  experimentalists.	
  	
  
	
  
Recent	
  Progress	
  
	
  
Low-­‐dimensional	
  magnetism.	
  The	
  effect	
  of	
  spinon	
  confinement	
  in	
  materials	
  consisting	
  of	
  arrays	
  
of	
  weakly	
  coupled	
  pairs	
  of	
  spin	
  chains	
  chains	
  (spin	
  ladders)	
  predicted	
  in	
  1996	
  by	
  Shelton,	
  Tsvelik	
  
and	
  Nersesyan	
  was	
  experimentally	
  observed	
  by	
  the	
  group	
  of	
  B.	
  Lake	
  in	
  Berlin	
  (Ref.	
  2).	
  The	
  work	
  
was	
  done	
  in	
  collaboration	
  with	
  A.	
  Tsvelik	
  who	
  provided	
  a	
  theoretical	
  support	
  and	
  the	
  results	
  
published	
  in	
  “Nature	
  Physics”.	
  	
  Thermal	
  broadening	
  of	
  the	
  spectral	
  lines	
  in	
  1D	
  magnets	
  is	
  a	
  non-­‐
perturbative	
  effect	
  which	
  for	
  years	
  has	
  resisted	
  efforts	
  of	
  theorists.	
  The	
  description	
  of	
  this	
  effect	
  
together	
  with	
  other	
  thermal	
  effects	
  in	
  1D	
  magnets	
  with	
  gapped	
  spectrum	
  was	
  obtained	
  by	
  R.	
  
Konik	
  in	
  collaboration	
  with	
  F.	
  H.	
  L.	
  Essler	
  (Oxford)	
  (ref.	
  26).	
  	
  
	
  
Majorana	
  fermions	
  .	
  There	
  is	
  a	
  great	
  interest	
  in	
  Majorana	
  fermions	
  in	
  relation	
  to	
  their	
  possible	
  
use	
  in	
  quantum	
  computation.	
  Existing	
  proposals	
  of	
  their	
  material	
  realization	
  are	
  centered	
  on	
  p-­‐
wave	
  superconductors	
  or	
  complicated	
  arrangements	
  including	
  nanowires	
  with	
  strong	
  spin-­‐orbit	
  
coupling	
  in	
  magnetic	
  field	
  in	
  contact	
  with	
  s-­‐wave	
  superconductors.	
  We	
  have	
  suggested	
  a	
  
scheme	
  based	
  on	
  nanowires	
  of	
  s-­‐	
  or	
  d-­‐wave	
  superconductors	
  without	
  any	
  spin-­‐orbit	
  interactions	
  
or	
  magnetic	
  fields	
  (Refs.	
  14,15).	
  An	
  alternative	
  method	
  to	
  obtain	
  Majorana	
  fermions	
  and	
  even	
  
more	
  complicated	
  (and	
  better	
  suited	
  for	
  quantum	
  computing)	
  generalizations	
  –	
  ZN	
  parafermions	
  
exists	
  in	
  cold	
  atom	
  systems	
  consisting	
  of	
  parallel	
  chains	
  of	
  quantum	
  atomic	
  dipoles	
  (Ref.	
  18).	
  The	
  
latter	
  possibility	
  is	
  especially	
  exciting	
  since	
  the	
  dipole	
  systems	
  	
  are	
  optically	
  active	
  and	
  can	
  be	
  
effectively	
  controlled	
  by	
  light.	
  	
  
	
  
New	
  Numerical	
  Method.	
  The	
  new	
  numerical	
  technique	
  developed	
  by	
  R.	
  Konik	
  has	
  been	
  
successfully	
  applied	
  to	
  a	
  number	
  of	
  problems	
  in	
  physics	
  of	
  strongly	
  correlated	
  systems.	
  	
  
In	
  this	
  technique	
  one	
  separates	
  the	
  Hamiltonian	
  into	
  an	
  integrable	
  part	
  and	
  a	
  perturbation	
  and	
  
uses	
  the	
  exact	
  many-­‐body	
  wave	
  eigenfunctions	
  of	
  the	
  former	
  as	
  a	
  basis	
  for	
  the	
  computation.	
  In	
  
this	
  way	
  the	
  bulk	
  of	
  the	
  interactions	
  are	
  taken	
  into	
  account	
  on	
  the	
  very	
  first	
  step	
  of	
  the	
  
calculations.	
  The	
  subsequent	
  numerical	
  procedure	
  uses	
  a	
  truncation	
  of	
  the	
  Hilbert	
  space	
  and	
  
numerical	
  diagonalization	
  of	
  the	
  entire	
  Hamiltonian	
  as	
  well	
  as	
  Wilson-­‐type	
  renormalization	
  
group	
  procedure	
  (Ref.	
  27).	
  This	
  technique	
  has	
  been	
  successfully	
  tested	
  on	
  models	
  with	
  known	
  
solutions	
  (quantum	
  Ising	
  chain	
  in	
  magnetic	
  field	
  and	
  2D	
  array	
  of	
  coupled	
  quantum	
  Ising	
  chains).	
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In	
  Ref.	
  24	
  it	
  was	
  used	
  for	
  the	
  model	
  where	
  no	
  non-­‐perturbative	
  results	
  had	
  been	
  known,	
  namely	
  
for	
  a	
  model	
  of	
  semiconducting	
  carbon	
  nanotube	
  with	
  strong	
  long	
  range	
  Coulomb	
  interaction	
  
(such	
  problems	
  are	
  very	
  ill	
  suited	
  for	
  a	
  more	
  conventional	
  DMRG	
  method).	
  	
  The	
  solution	
  
revealed	
  existence	
  of	
  several	
  optically	
  active	
  excitonic	
  branches	
  with	
  a	
  complicated	
  dispersion.	
  
The	
  theoretical	
  predictions	
  fit	
  perfectly	
  the	
  experimental	
  results	
  obtained	
  	
  by	
  J.	
  Misewich	
  group	
  
(unpublished).	
  The	
  method	
  developed	
  by	
  R.	
  Konik	
  has	
  been	
  applied	
  to	
  such	
  problems	
  as	
  energy	
  
level	
  statistics	
  in	
  non-­‐integrable	
  systems	
  (Ref.	
  25)	
  and	
  to	
  strongly	
  correlated	
  systems	
  out	
  of	
  
equilibrium	
  (Refs.	
  21,28).	
  
	
  
Physics	
  of	
  Strongly	
  Correlated	
  Systems	
  out	
  of	
  Equilibrium.	
  This	
  area	
  of	
  theory	
  of	
  strongly	
  
correlated	
  systems	
  is	
  in	
  its	
  infancy.	
  One	
  of	
  the	
  questions	
  persistently	
  asked	
  is	
  whether	
  
equilibration	
  of	
  integrable	
  systems	
  proceeds	
  differently	
  from	
  non-­‐integrable	
  ones	
  and,	
  if	
  yes,	
  
whether	
  this	
  opens	
  a	
  possibility	
  to	
  have	
  exotic	
  pre-­‐equilibrium	
  states	
  such	
  as	
  generalized	
  Gibbs	
  

ensembles:

€ 

P =
1
Z
exp −βiIi( ),	
  where	
  Ii	
  are	
  integrals	
  of	
  motion.	
  In	
  such	
  ensemble	
  each	
  integral	
  

of	
  motion	
  has	
  its	
  own	
  temperature	
  determined	
  by	
  the	
  initial	
  conditions.	
  
	
  
Using	
  our	
  expertise	
  in	
  theory	
  of	
  integrable	
  systems	
  we	
  managed	
  to	
  obtain	
  several	
  nontrivial	
  
results.	
  In	
  Ref.	
  17	
  we	
  have	
  studied	
  	
  the	
  generalized	
  Gibbs	
  ensembles	
  for	
  integrable	
  models	
  with	
  
internal	
  non-­‐Abelian	
  group	
  symmetry.	
  It	
  was	
  demonstrated	
  that	
  the	
  spin	
  dynamics	
  in	
  such	
  
systems	
  has	
  a	
  universal	
  form	
  corresponding	
  to	
  the	
  dynamics	
  of	
  a	
  ferromagnet	
  at	
  thermal	
  
equilibrium	
  (that	
  is	
  characterized	
  by	
  a	
  single	
  temperature).	
  	
  
	
  
Future	
  Research.	
  Excitations	
  with	
  non-­‐Abelian	
  statistics	
  can	
  be	
  relatively	
  easily	
  realized	
  in	
  1D	
  
systems.	
  However,	
  for	
  the	
  purposes	
  of	
  quantum	
  computation	
  one	
  needs	
  to	
  find	
  a	
  way	
  to	
  
exchange	
  them	
  which	
  is	
  possible	
  only	
  if	
  one	
  finds	
  a	
  way	
  to	
  overcome	
  one-­‐dimensionality	
  of	
  the	
  
problem.	
  It	
  has	
  been	
  suggested	
  that	
  such	
  exchange	
  can	
  be	
  realized	
  in	
  the	
  so-­‐called	
  Y-­‐junction	
  (a	
  
junction	
  of	
  three	
  chains).	
  We	
  intend	
  to	
  study	
  a	
  model	
  of	
  such	
  junction	
  of	
  three	
  quantum	
  Ising	
  
models.	
  The	
  preliminary	
  results	
  indicate	
  that	
  such	
  junction	
  is	
  described	
  by	
  the	
  overscreened	
  
two-­‐channel	
  Kondo	
  model	
  which	
  is	
  interesting	
  in	
  its	
  own	
  right.	
  We	
  are	
  going	
  to	
  study	
  further	
  
non-­‐equilibrium	
  systems	
  employing	
  for	
  this	
  the	
  powerful	
  numerical	
  technique	
  developed	
  by	
  R.	
  
Konik.	
  
	
  
In	
  the	
  area	
  of	
  Fe-­‐based	
  quasi-­‐2D	
  materials	
  there	
  is	
  a	
  controversy	
  whether	
  to	
  use	
  local	
  or	
  
itinerant	
  description.	
  There	
  are	
  experimental	
  evidence	
  coming	
  from	
  ARPES,	
  NMR	
  and	
  neutron	
  
scattering	
  that	
  some	
  Fe-­‐based	
  materials	
  such	
  as	
  FeTe	
  are	
  exactly	
  in	
  the	
  middle,	
  that	
  is	
  the	
  local	
  
description	
  is	
  suitable	
  for	
  high	
  and	
  the	
  itinerant	
  one	
  for	
  low	
  temperatures.	
  In	
  that	
  respect	
  FeTe	
  
resembles	
  heavy	
  fermion	
  materials.	
  A	
  recognition	
  	
  of	
  this	
  analogy	
  would	
  constitute	
  an	
  entirely	
  
new	
  paradigm	
  in	
  the	
  physics	
  of	
  these	
  compounds	
  and	
  open	
  new	
  avenues	
  for	
  research.	
  Using	
  
these	
  ideas	
  we	
  are	
  going	
  to	
  develop	
  a	
  theoretical	
  model	
  for	
  Fe(Te1-­‐x	
  ,Sex	
  ).	
  
	
  
Iridium	
  oxides	
  constitute	
  a	
  new	
  area	
  of	
  experimental	
  research	
  at	
  BNL.	
  We	
  are	
  going	
  to	
  continue	
  
to	
  work	
  with	
  our	
  local	
  experimental	
  teams	
  on	
  these	
  materials.	
  	
  
	
  
New	
  high	
  quality	
  ARPES	
  on	
  the	
  quasi-­‐1D	
  Charge	
  Density	
  Wave	
  material	
  blue	
  bronze	
  (Ref.	
  20)	
  
show	
  	
  incoherent	
  propagating	
  excitations	
  with	
  very	
  broad	
  spectral	
  function.	
  The	
  width	
  of	
  the	
  
spectral	
  function	
  peaks	
  exceeds	
  everything	
  the	
  theory	
  predicts.	
  In	
  Ref.	
  20	
  we	
  presented	
  some	
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ideas	
  about	
  a	
  possible	
  origin	
  of	
  this	
  incoherence	
  which	
  exceeds	
  everything	
  one	
  might	
  expect	
  
even	
  for	
  one-­‐dimensional	
  	
  models.	
  We	
  are	
  going	
  to	
  develop	
  these	
  ideas	
  further.	
  
	
  
The	
  studies	
  of	
  non-­‐equilibrium	
  systems	
  will	
  be	
  continued.	
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Charge and Spin Dynamics in Bulk and Heterostructured Dilute
Magnetic Semiconductors

Carsten A. Ullrich
Department of Physics and Astronomy, University of Missouri, Columbia, MO

ullrichc@missouri.edu

1 Project Scope

The goal of this project is the theoretical and computational study of the collective charge
and spin dynamics in semiconductors and semiconductor heterostructures, in particular dilute
magnetic semiconductors (DMS). Materials such as (Ga,Mn)As have been widely studied,
but a key question—whether the carriers are itinerant holes in the valence band or reside in
an impurity band—is still not fully settled. The interplay between band structure, disorder,
and many-body effects in collective excitations is ideal for testing microscopic models for
the carrier dynamics in these materials. Plasmon modes, Stoner excitations and spin waves
in p-type bulk DMS materials are investigated. We calculate line shapes of intersubband
charge and spin plasmons in DMS quantum wells, which are very sensitive to spin-orbit
coupling, phase transitions of the magnetic subsystem, and many-body effects such as the spin
Coulomb drag. Many-body effects will be treated using time-dependent density-functional
theory (TDDFT).

2 Recent Progress

2.1 Spin plasmons in quantum wells: many-body effects and spin-
orbit coupling

The electron dynamics in metallic systems is dominated by collective plasmon-type excita-
tions. The charge plasmon is the best known of these excitations: it can be viewed as a
collective charge-density oscillation. But there are also collective spin-density plasmon os-
cillations. In bulk metals, these are suppressed by Landau damping, but they do exist in
nanostructures such as doped quantum wells.

Spin plasmons in quantum wells are particularly interesting. While the charge plasmon
is essentially a classical phenomenon (mainly due to classical Coulomb forces caused by
displaced charges), the spin plasmon is entirely due to quantum mechanical exchange effects;
in TDDFT language, it comes from the spin-polarized exchange-correlation (xc) kernel fxc,σσ′ .
Thus, spin plasmons are highly sensitive probes of xc effects. In particular, the intrinsic
damping of spin plasmons is dominated by the spin Coulomb drag effect.1 Furthermore, spin
plasmons in doped semiconductors are sensitive to the internal crystal magnetic fields that
come from spin-orbit coupling in the material (Rashba and Dresselhaus effect).

Over the past few years I have been engaged in a collaborative effort with Dr. Irene
D’Amico from the University of York (UK) to study spin plasmon excitations. Very recently

1I. D’Amico and C. A. Ullrich, Phys. Rev. B 74, 121303(R) (2006); I. D’Amico and C. A. Ullrich, Physica
Status Solidi (b) 247, 235 (2010)
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there have been exciting developments: we have teamed up with the experimental group of
Dr. Florent Perez from the Université de Paris, who has conducted light scattering studies
of spin plasmons in GaAs/AlGaAs quantum wells. We have discovered a new effect, namely
a fine structure of the spin plasmons due to the Rashba and Dresselhaus spin-orbit fields,
whose strength is enhanced through electronic many-body effects.2 I predicted this effect ten
years ago in work together with Michael Flatté (University of Iowa).3

Fig. 1 shows that the fine structure
splitting cannot be directly resolved in the
experiment, but it can be extracted from
the compound linewidth. The linewidth
is modulated with the in-plane scattering
angle, where the symmetry and the mag-
nitude of the modulation perfectly agrees
with our TDDFT calculations.

We are currently finalizing efforts to
calculate the spin plasmon linewidth from
first principles, including spin Coulomb
drag5 and impurity scattering. We have
discovered that the local approximation
of TDDFT breaks down for plasmon
linewidths, because of the quasi-2D na-
ture of quantum wells. This opens up new
directions in the development of TDDFT
approaches specifically for nanostructures.
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Figure 1: Left: Inelastic light scattering setup and
spin plasmon peaks. Right: modulation of the spin
plasmon linewidth for different in-plane plasmon
wavevectors (dots: experiment, lines: theory).

2.2 Transport and optical response of dilute magnetic semicon-
ductors

Dilute magnetic semiconductors (DMS) are semiconducting alloys whose lattices contain sub-
stitutional magnetic atoms. They are widely studied because of their interesting materials
science and because of potential device applications in spintronics. A hotly debated question
concerns the nature of the free carriers in (Ga,Mn)As, one of the most important represen-
tatives of DMS. Are they itinerant holes residing in the valence band, or do they live in a
narrow impurity band? Experiments are conflicting, and theoretical evidence has so far not
been fully convincing to tilt the scale to either side.

In a series of papers4 5 6 7 we have formulated a general theory of transport and optical

2F. Baboux, F. Perez, C. A. Ullrich, I. D’Amico, J. Gómez, M. Bernard, submitted to Phys. Rev. Lett.
3C. A. Ullrich and M. E. Flatté, Phys. Rev. B 66, 205305 (2002) and Phys. Rev. B 68, 235310 (2003)
4F. V. Kyrychenko and C. A. Ullrich, Phys. Rev. B 75, 045205 (2007)
5F. V. Kyrychenko and C. A. Ullrich, J. Phys.: Condens. Matter 21, 084202 (2009)
6F. V. Kyrychenko and C. A. Ullrich, Phys. Rev. B 80, 205202 (2009)
7F. V. Kyrychenko and C. A. Ullrich, Phys. Rev. B 83, 205206 (2011)
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response in DMS materials. The approach is based
on the equation of motion of the current response
function and considers both spin and charge disorder
and electronic many-body effects on an equal foot-
ing. We calculate the current response of the disor-
dered system, using the TDDFT response function of
the clean system as input, coupled to given impurity
scattering potentials. The resulting theory is self-
consistent, but we evaluate it in the weak-disorder
limit. We obtain excellent agreement with experi-
ment, assuming that all carriers are itinerant holes in
the valence band.

Fig. 2 shows the temperature dependence of the
static resistivity of (Ga,Mn)As, with a characteristic
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Figure 2: Temperature-dependent re-

sistivity of (Ga,Mn)As (experimental

data from Potashnik et al. (2001)).
drop below the ferromagnetic transition tem-
perature Tc. We discovered that scattering
off the fluctuations of localized spin plays an
unexpectedly large role.6

Fig. 3 shows the infrared optical con-
ductivity of (Ga,Mn)As, in good agreement
with experimental data, without the need
to include an impurity band.7 The valence
band structure was described using an 8-
band k · p model, random impurity scatter-
ing was included from first principles, and
dynamical many-body effects were treated
with TDDFT. We found that collective exci-
tations within the valence band significantly
increase the carrier relaxation rate by pro-
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viding effective channels for momentum relaxation. This modification of the relaxation rate,
however, has only a minor impact on the infrared optical conductivity in (Ga,Mn)As, which
is mostly determined by the details of the valence-band structure.

3 Future Plans

We have developed theory of charge and spin dynamics in DMS based on linear current
response theory, treating disorder from first principles and beyond the usual relaxation-
time approximation. Dynamical many-body effects are included via time-dependent density
functional theory, and the band structure is treated with an 8-band k · p approach. This
formalism gave good results for resistivities and optical conductivities in (Ga,Mn)As, but
these properties were not very sensitive to disorder and dynamical many-body effects. We
therefore plan to focus on collective plasmon-type excitations, which are not only of interest in
their own right, but will also be ideal for testing microscopic models for the carrier dynamics
in DMS. The following problems will be studied:
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Plasmon modes and spin waves in bulk DMS. Plasmons in p-type semiconductors are
usually strongly Landau damped, but there are indications that it may be possible to find
plasmon modes outside the particle-hole continua. Such modes will be sensitive to details of
disorder broadening, such as correlated versus random disorder, or a self-consistent treatment
of disorder scattering. We will also extend our formalism to study Stoner excitations and
spin waves in ferromagnetic DMS.

Spin Coulomb drag beyond the local approximation. The spin Coulomb drag (SCD) is
an intrinsic effect which represents an ultimate limitation for spintronics. The linewidth
of intersubband spin plasmons in quantum wells represents a new and purely optical way
to measure the SCD effect, using inelastic light scattering. We propose a new and more
accurate way of calculating the SCD in quantum confined systems, beyond the usual local
approximation. A detailed analysis of light scattering experiments, including Rashba and
Dresselhaus spin-orbit coupling, will be performed.

Collective intersubband excitations in DMS heterostructures. We will extend our approach
for charge and spin dynamics in DMS to lower-dimensional and quantum confined systems,
with the goal of studying collective intersubband excitations in n- and p-type systems. In
particular, changes of the line shape as the system undergoes a ferromagnetic transition
will reveal how the carrier dynamics in DMS is influenced by disorder, band-structure, and
electronic many-body effects.

The outcome of this work will be a better understanding of the itinerant carriers in DMS
and how they are influenced by disorder. The collective excitations that are investigated
here are not only of fundamental interest in condensed-matter physics, but will play a role
whenever a spintronics device undergoes a sudden switching. This opens up new routes for
improving material properties of DMS and, ultimately, for new spintronics technologies.

4 Publications since 2009

[1] Transport and optical conductivity in dilute magnetic semiconductors. F. V. Kyrychenko
and C. A. Ullrich, J. Phys.: Condens. Matter 21, 084202 (2009)

[2] Intersubband spin-orbit coupling and spin splitting in symmetric quantum wells. F.V.
Kyrychenko, C. A. Ullrich, and I. D’Amico, Journal of Magnetism and Magnetic Materials
321, 944 (2009)

[3] Temperature-dependent resistivity of ferromagnetic GaMnAs: Interplay between impurity
scattering and many-body effects. F. V. Kyrychenko and C. A. Ullrich, Phys. Rev. B 80,
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INTRODUCTION

The main purpose of this Collaborative Research
Team (CRT) is to improve upon the recently de-
veloped initiator full-configuration interaction quan-
tum Monte Carlo (i-FCIQMC) method [1–3], with
the goal of developing a highly accurate method for
treating difficult chemical systems of interest to the
DOE. Another goal is to have cross-fertilization of
ideas between i-FCIQMC and phaseless Auxilliary
Field quantum Monte Carlo (AFQMC), developed
by the Zhang-Krakauer group, since both methods
employ walks in a space of determinants. The full
configuration interaction (FCI) method is the most
robust method for treating electronic correlations,
but it is limited to a space of approximately 1010

determinants. In contrast the recently developed i-
FCIQMC method can be used on a system with as
many as 10108 determinants [3] at the cost of intro-
ducing a systematically improvable “initiator” ap-
proximation and of course a statistical error. The
i-FCIQMC method has a cost that is exponential in
the system size (though with an exponent that is
much smaller than that for FCI). Consequently, it is
very important to find ways to speed up the method
to increase its range of applicability.

PROGRESS TO DATE

Semistochastic Projection and Improved Trial

Wave Functions for Mixed Estimators

In collaboration with M. Peter Nightingale at the
University of Rhode Island, we have already suc-
ceeded in making a very large improvement to the
i-FCIQMC method. Quantum Monte Carlo is noth-

ing but a stochastic implementation of the power
method for projecting onto the dominant state of a
matrix or integral kernel. Recognizing this, the ba-
sic idea of our Semistochastic Quantum Monte Carlo
(SQMC) method is identify a small subspace of say
103 − 106 important determinants in which the pro-
jection is done deterministically. Only transitions for
which both the initial and the final state are within
the subspace are treated deterministically, the rest
are treated stochastically. Since deterministic pro-
jection has no statistical error and no sign problem
this results in a large gain in efficiency.

It is well known that improving the trial wave
functions for calculating the mixed estimator for the
energy results in a reduction in the statistical er-
ror. Accordingly we have developed a procedure for
using multideterminantal trial wave functions (the i-
FCIQMC method uses just the Hartree-Fock deter-
minant). The local energies required for calculating
the mixed estimators are precomputed and so there
is no increase in the computational time during the
Monte Carlo part of the run.

The above two improvements have been imple-
mented both for chemical systems and for the Hub-
bard model. We find that they result in 2-3 orders
of magnitude gain in the computational efficiency.
Consequently we are able to redo, using SQMC, on
a single core calculations that required a sizable par-
allel computer using the i-FCIQMC method.

We demonstrate the improvements of SQMC rela-
tive to a purely stochastic method defined by a deter-
ministic space which includes only the Hartree-Fock
determinant. The most dramatic benefit of SQMC
is in the efficiency, which is defined to be propor-
tional to the inverse of the time required to obtain
the ground state energy to a specified level of uncer-
tainty.
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2

Fig. 1 shows the efficiency gain of SQMC vs.

the size of the deterministic space for the two-
dimensional 8 × 8 Hubbard model with U/t = 4
and 10 electrons. The orders of magnitude increases
in efficiency demonstrate not only the benefits of
SQMC, but also the benefits that can be achieved
by improving the trial wavefunction.
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FIG. 1. Efficiency of SQMC vs. dimension |D| of the de-
terministic space for the two-dimensional 8× 8 Hubbard
model with U/t = 4 and 10 electrons. Results are shown
for trial wavefunctions of increasing size. All values are
normalized by the efficiency of the stochastic method
(|D| = 1) with |T | = 1. The inset shows the |T | = 1
curve on an expanded scale. For this system, N ≈ 1012.

Fig. 2 shows the efficiency gain of SQMC vs. fill-
ing fraction for the two-dimensional 8 × 8 Hubbard
model with U/t = 4. The efficiency gains increase
with increasing filling fraction, demonstrating the
potential for SQMC to study strongly correlated sys-
tems.

SQMC produces large efficiency gains for chemi-
cal systems as well. Fig. 3 shows the efficiency gain
of SQMC vs. the size of the deterministic space for
the carbon dimer with a CC-pVDZ basis set. Like
the Hubbard model calculation, there are orders of
magnitude increases in efficiency. However, there
is a qualitatively different behavior that the largest
gains are not obtained in a smooth fashion but rather
there is a jump in efficiency for the largest determin-
istic and trial spaces considered. This happens be-
cause the largest space includes some quadruple ex-
citations which are important for correctly describ-
ing the ground state wavefunction.

Not only is SQMC much more efficient than the
stochastic method, but in some cases, the initiator
bias is significantly reduced. Fig. 4 shows the bi-
ased estimates of the energy as obtained by both
the SQMC and stochastic method vs. the average
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FIG. 2. Ratio of the efficiency of SQMC to the stochas-
tic method at the same filling vs. filling fraction for the
two-dimensional 8 × 8 Hubbard model with U/t = 4.
The trial wavefunction for each of these calculations is
the Hartree-Fock determinant. The deterministic space
consists of states connected to the Hartree-Fock deter-
minant by one application of the Hamiltonian, resulting
in spaces of sizes 1412, 4088, 7424, 14160, 16540, respec-
tively. N ranges from roughly 1012 to 1035.
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FIG. 3. Efficiency of SQMC vs. dimension |D| of the de-
terministic space for the carbon dimer with a CC-pVDZ
basis. Results are shown for trial wavefunctions of in-
creasing size. All values are normalized by the efficiency
of the stochastic method (|D| = 1) with |T | = 1. The
inset shows the |T | = 1 curve on an expanded scale. For
this system, N ≈ 2× 107.

number of occupied determinants for the 8× 8 Hub-
bard model with U/t = 1 and 50 electrons. SQMC
has essentially no bias. A larger average number of
occupied determinants corresponds to using a larger
walker population in the calculation. The time re-
quired for a calculation is proportional to the walker
population.
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FIG. 4. Energy of SQMC and the stochastic method
vs. the average number of occupied determinants for
the two-dimensional 8 × 8 Hubbard model with U/t =
1 and 50 electrons. The trial wavefunction for each
of these calculations is the Hartree-Fock determinant.
The deterministic space consists of states connected to
the Hartree-Fock determinant by one application of the
Hamiltonian, yielding a deterministic space of 16540 de-
terminants. For this system, N ≈ 1035.

The reduction in initiator bias is not always large.
Fig. 5 shows both the SQMC and stochastic method
energy vs. the average number of occupied determi-
nants for the 8×8 Hubbard model with U/t = 4 and
10 electrons. SQMC has a reduced initiator bias for
a small, but not for a large number of occupied de-
terminants. However, for this system and all other
systems studied SQMC has a smoother bias than the
stochastic method.
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FIG. 5. Energy of SQMC and the stochastic method
vs. the average number of occupied determinants for the
two-dimensional 8× 8 Hubbard model with U/t = 4 and
10 electrons. The trial wavefunction for each of these
calculations is the Hartree-Fock determinant. The deter-
ministic space reference state for each SQMC calculation
is the Hartree-Fock determinant, yielding a deterministic
space of 1412 determinants. For this system, N ≈ 1012.

Improving the Basis-Size Error using the

F12-Method

The diffusion Monte Carlo (DMC) method has
the advantage relative to i-FCIQMC or SQMC that
it works directly in an infinite basis. In standard
quantum chemistry methods it is becoming stan-
dard practice to employ so called F12 methods to
enhance the convergence to the infinite basis limit.
We have been working with Garnet Chan at Prince-
ton University and Takeshi Yanai at the Institute for
Molecular Science in Japan to use F12 methods to
improve the basis set convergence of SQMC. We are
testing the method on the small but challenging Be2
dimer, and are in the process of writing a paper [4].

CONCLUSION

The semistochastic power method, a hybrid with
deterministic and stochastic components, was intro-
duced for finding the dominant eigenvalue and sam-
pling the corresponding eigenvector of a matrix. We
showed that introducing a deterministic component
into the stochastic method significantly reduces the
statistical noise while it does not compromise the
ability of the method to deal with matrices well be-
yond the size that can be handled by determinis-
tic methods. In particular, matrices ranging in or-
der from 109 to 1035 were tackled. Besides being
more efficient than a purely stochastic approach, the
semistochastic method has in some cases the addi-
tional benefit of a much reduced initiator bias. The
construction of a deterministic space is a vital in-
gredient of the method. The feasibility depends on
the nature of the physics and will vary for different
applications.

In addition to these major improvement, we men-
tion two other improvements we have made that are
of lesser importance. First, we use walker with real
rather than integer weights. This reduces unneces-
sary fluctuations and enables us to use deterministic
projection in the small but important subspace as
described above. Second, in SQMC, we employ a
graduated initiator rather than the fixed initiator
used in i-FCIQMC and this allows us to have a bet-
ter compromise between having a small systematic
bias and a small statistical error.

All of the above mentioned improvements are de-
scribed in a short paper that is currently under re-
view [5]
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Project Scope 

 
The research in this project is primarily concerned with the theoretical study of materials 

research using X-ray techniques. The focus of the materials is on materials with strong electron 

correlations, in particular, transition-metal and rare-earth compounds. Special emphasis is placed 

on the development of an understanding of new spectroscopies and the information they can 

provide on the materials under investigation. For example, the research on resonant inelastic X-

ray scattering has provided a more detailed understanding on how valence excitations are created 

in this second-order process. Recently, the focus of my research has also shifted towards X-ray 

spectroscopy on systems away from equilibrium, for example, through the excitation of the 

material with a laser pulse. Intriguing problems in this direction are the observation of the 

melting of charge, orbital, and magnetic excitation on a short timescale. 

 

Recent Progress 
 

Fast intersystem crossing in transition-metal compounds 

 

Fast intersystem crossing is an intriguing phenomenon that has puzzled many for several 

decades. In a wide variety of transition-metal complexes, laser excitation creates a photoinduced 

excited state that decays on the order of tens to hundreds of femtoseconds into a state with often 

a different spin and a significant change in transition metal-ligand distance. This is generally 

followed by a cascade of intersystem crossings. Examples are spin crossover phenomena in 

divalent iron. The iron atom is generally surrounded by an organic material. In the ground state, 

divalent Fe is in a low-spin state. Illumination by light causes a charge transfer to the ligands, 

followed by a cascade of intersystem crossings, turning the singlet configuration into a high-spin 

state. The high-spin state has a temperature-dependent decay time back into the low-spin state 

that can vary from nanoseconds up to days. Recent ultrafast x-ray spectroscopic measurements 

have provided more detailed information on the crucial first step that sets up the cascading 

process showing that the electronic transition occurs on the order of tens of femtoseconds 

whereas the lattice relaxes on a time scale related to the transition metal-ligand stretch mode. The 

mechanism behind fast intersystem crossing in transition-metal complexes was shown to be a 

result of the dephasing of the photoexcited state to the phonon continuum of a different state with 

a significantly different transition metal-ligand  distance. The coupling is a result of the spin-

orbit interaction causing a change in the local moment. A recurrence to the initial state is 

prevented by the damping of the phonon oscillation. The decay time is faster than the oscillation 

frequency of the transition metal-ligand stretch mode, in agreement with experiment 
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Additionally, we investigated the cascading decay mechanism for ultrafast intersystem crossing 

mediated by the spin-orbit coupling in transition-metal complexes. A quantum-mechanical 

description of the cascading process that occurs after photoexcitation was developed. The 

conditions for ultrafast cascading are given, which relate the energy difference between the 

levels in the cascading process to the electron-phonon self energy. These limitations aid in the 

determination of the cascade path. For divalent Fe spin-crossover complexes, this leads to the 

conclusion that the ultrafast decay primarily occurs in the manifold of antibonding metal-to-

ligand charge-transfer states. 

Similar effects provide an explanation for the ultrafast photo-excited electron dynamics 

in low-spin Ruthenium (II) organic complexes. The experimentally-observed singlet to triplet 

decay in the metal-to-ligand charge-transfer (MLCT) states contradicts the expectation that the 

system should oscillate between the singlet and triplet states in the presence of a large spin-orbit 

coupling and the absence of a significance change in metal-ligand bond length. This dilemma is 

solved with a novel quantum decay mechanism that causes a singlet to triplet decay in about 300 

fs. The decay is mediated by the triplet metal-centered state (MC) state even though there is no 

direct coupling between the singlet MLCT and triplet MC states. The coupling between the 

triplet MLCT and triplet MC via excited phonon states leads to a vibrational cooling that allows 

the local system to dissipate the excess energy. In the relaxed state, the population of the triplet 

MC state is low and the metal-ligand bond length is almost unchanged with respect to the initial 

photoexcited state, in agreement with experiment. 

These changes also have a large impact on the X-ray spectroscopy. Dynamic X-ray 

absorption spectra were calculated for the first several hundreds of femtoseconds. Dramatic 

changes in the spectral line shape are observed that can be directly related to nonequililibrium 

dynamics, see the Figure below. 

 

 

 

 
Time-dependence of the X-ray absorption spectral line shape of photoexcited Ru

II
-based complexes. (a), (b), The 

difference between the nonequilbrium X-ray absorption spectrum at time t after the photoexcitation and the 

spectrum starting from the ground state at the Ru L3 edge. The same color scheme is used. (c), The XAS spectra at 

the L3 edge before and at t=160 and 280 fs after the photoexcitation. 
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Future Plans 
 
With the recent coming on-line of free-electron lasers, such as the LCLS at SLAC, Stanford, we 

have seen a wealth of new data using pulsed-X-ray sources. After the initial excitation with 

either a laser or teraherz pulse, ordered system can undergo rapid changes on the order of tens to 

hundreds of femtoseconds. In transition-metal compounds, this can lead to the quenching of 

charge, orbital, and spin order. Data obtained using resonant X-ray scattering at the L-edges 

shows the decrease of diffraction peaks corresponding to these various types of order. For the 

advance of the burgeoning field of fast X-ray science, it is important that a detailed 

understanding of these phenomena is obtained. In my research in the coming year, I will try to 

obtain an understanding how a locally created excitation can change the ordered structure. We do 

this by studying models that include the interactions between the electrons and the lattice.  

 

In addition, we will continue to study spin crossover systems. These systems form nice model 

systems since they involve changes occurring on a single transition-metal site. After obtaining 

initial results for ruthenium complexes, it is important to develop a more general framework to 

study transition-metal complexes away from equilibrium. More understanding needs to be 

obtained on how the cascading between different levels affects the spectral line shape. For 

example, the intersystem crossings are often caused by the spin-orbit coupling. Changes in the 

ground-state expectation value of the coupling between the spin and orbital degrees of freedom 

have a strong influence on the branching ratios (in transition-metal systems, the intensity ratio 

between the L3 and L2 edges). 
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Project Scope 
We use state-of-the-art electronic structure calculations to study the kinetics of hydro-
gen uptake and release in high-capacity hydrogen storage materials. Our goals are to 
provide interpretations for experimental observations and to contribute to the design 
of better storage materials. Mass transport requires formation and migration of point 
defects in the host material, which we study by first-principles calculations based on 
density functional theory.  For greater accuracy, we have used a hybrid functional ap-
proach, which provides improved descriptions of the electronic structure.  Our ap-
proach takes into account that defects and impurities in non-metallic systems can oc-
cur in charge states other than the neutral state; this important aspect of the problem 
had previously been overlooked. However, our investigations have shown that this 
has important consequences for kinetics, and can explain phenomena such as the in-
crease in release rates upon addition of dopants.  We have applied the methodology to 
a variety of materials, including alanates, amides, and borohydrides.  We have also 
applied a multiscale approach, combining results from density functional theory with 
Kinetic Monte Carlo simulations to provide results for dehydrogenation curves. 

Recent Progress  
Decomposition of LiNH2: surface-specific effects and particle-size dependence 

Lithium amide (LiNH2) is promising for reversible hydrogen storage, yet the atomis-
tic mechanisms behind the decomposition and dehydrogenation processes are still un-
known. The activation energy for decomposition strongly varies with ball milling, 
suggesting a dependence of the thermodynamics and kinetics of the decomposition on 
the particle size. The question we addressed is how the change in surface-to-volume 
ratio affects the reaction mechanisms.  

The first step was to perform first-principles calculations for all relevant native point 
defects and defect complexes.  We found that both LiNH2 and Li2NH are prone to 
Frenkel disorder on the Li sublattice. Lithium interstitials and vacancies have low 
formation energies and are highly mobile, and therefore play an important role in 
mass transport and ionic conduction. Hydrogen interstitials and vacancies, on the oth-
er hand, are responsible for forming and breaking N-H bonds, which is essential in the 
Li amide/imide decomposition reaction  
 

Figure 1: Mechanisms for decomposition of LiNH2: on the left, involving the formation of 
native defects in the interior of the material, on the right, at the surface. 

NH3

Li2NH

H+

Li2NH

NH3
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Based on the structure, energetics, and migration of hydrogen-, lithium-, and nitrogen-
related defects, we have proposed [7,12] that LiNH2 decomposes into Li2NH and NH3 
according to two competing mechanisms with different activation energies (see Fig-
ure 1): one mechanism involves the formation of native defects in the interior of the 
material, the other at the surface. As a result, the prevailing mechanism and hence the 
effective activation energy for decomposition depend on the surface-to-volume ratio 
or the specific surface area, which changes with particle size during ball milling.  

We feel that this result has broader repercussions for kinetics of reactions in bulk ver-
sus nanoscale systems in general, i.e., not just in hydrogen storage materials.  Differ-
ences have often been observed but a rigorous explanation for the effects has been 
lacking.  Our model that attributes the differences to the formation of native defects 
(which are always necessary for diffusion and reactions) in the bulk as opposed to on 
the surface provides a general framework for explaining such differences. 

Decomposition of AlH3 via a vacancy clustering mechanism 

Aluminum hydride (AlH3) has emerged as a prime candidate for hydrogen storage 
applications.  Its further development as a hydrogen storage system will depend on a 
systematic understanding of hydrogen uptake and release. Though thermodynamically 
unstable at room temperature, AlH3 does not decompose and remains stable on a time-
scale of years. Above 150oC it rapidly decomposes into Al and H2. Our goal was to 
elucidate the microscopic origins of this metastability, which has been controversially 
debated amongst experimental groups, as well as clarify the reaction mechanisms. 

 We used of state-of-the-art first-principles calculations, based on a hybrid functional 
to calculate the formation energies and migration barriers of relevant point defects in 
AlH3.  This enabled us to calculate diffusion activation energies, and to propose an 
explanation for the kinetic inhibition effect, namely that that vacancy-mediated mass 
transport across the hydride bulk is the kinetic bottleneck, preventing the dehydro-
genation of AlH3 at room temperature. The decomposition of AlH3 thus initiates at 
localized sites throughout the hydride bulk material, the growth of which eventually 
drives the dehydrogenation reaction, in contrast to the nucleation at the surface that 
had been previously proposed.  While our first-principles results strongly points to-
wards a diffusion-limited mechanism, the shape of the experimental reaction curves 
seemed to contradict such a mechanism: the observed S-shaped onset of the curves is 
indeed traditionally interpreted as an indication that diffusion can be ruled out as a 
rate-limiting factor. 

 We therefore employed a multiscale model-
ing approach to examine the microscopic 
mechanisms that drive the nucleation and 
growth of dehydrogenation sites within the 
AlH3 bulk by combining first-principles hy-
brid functional results for formation and clus-
tering of vacancies with Kinetic Monte Carlo 
simulations of the nucleation and growth of 
the resulting Al phase (Figure 2) [6,8,10]. The 
resulting dehydrogenation curves were found 
to be in very good agreement with experi-
mental data, establishing the validity and reli-
ability of the kinetic model.  

 
Figure 2: Structure of a cluster with 10 
vacancies in AlH3.  The white 
isosurface denotes the partial charge 
density distribution corresponding to 
the defect states in the band gap. 
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Equally significantly, our study also allows us to make a more general point that 
transcends the specific case of AlH3.  Solid-state chemists frequently classify reaction 
kinetics based on the shape of reaction curves, using rules proposed in the 1930s.  
E.g., for diffusion-controlled processes a “square-root-like” onset of the curves is ex-
pected, in contrast to an “S-shape-like” onset for phase-boundary controlled process-
es. In the case of dehydrogenation of AlH3, an S-shape-like onset is observed, and on 
this basis it was concluded that the kinetics must be phase-boundary controlled.  Our 
study, however, clearly demonstrates that the self-diffusion of point defects is the 
rate-limiting step–and still the reaction curves have an S-shape (see Figure 3)! The 
present example illustrates that care should be exercised in the interpretation of reac-
tion mechanisms based on the shape of reaction curves. 

Future Plans  
Decomposition mechanisms of other complex hydrides 

In the course of our project we have carried out calculations on a number of complex 
hydrides, with the aim of determining rate-limiting steps in the dehydrogenation pro-
cess and the mechanism by which additives enhance kinetics. Our proposal that tran-
sition metal impurities can act beneficially by shifting the Fermi level and thus modi-
fying formation energies of rate-limiting point defects has explained a number of ex-
perimental observations [1,3,5].  In addition to calculations for the prototype complex 
hydride NaAlH4 and the LiNH2/Li2NH system mentioned above, we have also inves-
tigated LiAlH4 [9] and LiBH4 [11].  For the latter, and also for Li4BN3H10, we are per-
forming additional calculations to investigate the effects of dopant impurities.   

In the context of LiNH2/Li2NH, the role of LiH has emerged as a topic of interest. 
Preliminary investigations have already revealed intriguing behavior of the hydrogen 
vacancy.  We are also investigating Na3AlH6 and Li3AlH6, not only because of the 
role of these compounds in the decomposition of NaAlH4 and LiAlH4, but also be-
cause these materials have been found to have very high ionic conductivities. 

Role of transition metal doping and alloying in MgH2 

These studies build on our previous investigations of hydrogen interactions with Mg 
metal [2] and point-defect formation in MgH2 [4].  Magnesium is a good candidate for 
hydrogen storage, because of its gravimetric hydrogen density (7.6 wt. % in MgH2), 
non-toxicity, and low cost. However, pure Mg is not directly applicable because of 

 

 

Figure 3. Dehydrogenation 
curves for AlH3. The fraction of 
decomposed material, α, is plot-
ted as a function of time for 
various temperatures. Solid 
lines show experimental results 
[P. J. Herley and O. 
Christofferson, J. Phys. Chem. 
85, 1887 (1981)]; dashed lines 
denote the results of our kinetic 
model; and the dotted lines de-
note our results based on Kinet-
ic Monte Carlo simulations. 

 

286



the poor kinetics of dehydrogenation and due to its unfavorable thermodynamics−the 
decomposition temperature of MgH2 is higher than 300o C. The addition of transition 
metals (TMs) has been observed to significantly improve the kinetics and to lower the 
decomposition temperature. Various mechanisms have been invoked to explain these 
improvements, including catalytic surface effects, substitution of the TMs in the Mg 
matrix, and micro-structural modifications. .  

We are investigating the two most prominent and effective TM additives, Ni and Fe, 
by calculating formation energies and migration barriers of point defects in the MgH2-
TM hydride and in a Mg matrix doped with Fe or Ni impurities in the dilute limit.  
Our goal is to quantify the impact of the transition metals: to what extent can the ef-
fect of the TM (as observed in experiments) be explained by electronic doping? 

Role of hydrogen-related Frenkel pairs for the dehydrogenation kinetics 

Our studies to date have highlighted the important role played by Frenkel pairs (inter-
stitial-vacancy pairs) in many hydrides, either directly in mass transport or as a means 
of mediating charge neutrality.  We are pursuing a systematic study of Frenkel pairs 
in a wide range of materials, including LiBH4, Li4BN3H10, LiNH2, Li2NH, MgH2, 
Na3AlH6, LiAlH4, and Li3AlH6, in addition to NaAlH4. 
 
List of publications  
1. “First-principles study of the formation and migration of native defects in NaAlH4”, G. B. 

Wilson-Short, A. Janotti, K. Hoang, A. Peles, and C. G. Van de Walle, Phys. Rev. B 80, 
224102 (2009).  

2.  “Interactions between hydrogen impurities and vacancies in Mg and Al: A comparative 
analysis based on density functional theory”, L. Ismer, M. S. Park, A, Janotti, and C. G. 
Van de Walle, Phys. Rev. B 80, 184110 (2009). 

3.  “First-principles investigations of F and Cl impurities in NaAlH4”, G. B. Wilson-Short, 
A. Janotti, A. Peles, and C. G. Van de Walle, J. Alloys Compd. 484, 347 (2009).  

4. “Formation and migration of charged native point defects in MgH2: First-principles calcu-
lations”, M. S. Park, A. Janotti, and C. G. Van de Walle, Phys. Rev. B 80, 064102 (2009). 

5.  “Atomic and electronic structure of hydrogen-related centers in hydrogen storage materi-
als”, C. G. Van de Walle, A. Peles, A. Janotti, and G. B. Wilson-Short, Physica B 404, 
793 (2009).  

6. “Point-defect-mediated dehydrogenation of AlH3”, L. Ismer, A. Janotti, and C. G. Van de 
Walle, Appl. Phys. Lett. 97, 201902 (2010).   

7. “The particle-size dependence of the activation energy for decomposition of lithium am-
ide”, K. Hoang, A. Janotti, and C. G. Van de Walle, Angew. Chem. Int. Ed. 123, 10352 
(2011).  

8. “Stability and mobility of native point defects in AlH3”, L. Ismer, A. Janotti, and C. G. 
Van de Walle, J. Alloys Compd. 509S, S658 (2011).  

9.  “Decomposition mechanism and the effects of metal additives on the kinetics of lithium 
alanate”, K. Hoang, A. Janotti, and C. G. Van de Walle, Phys. Chem. Chem. Phys. 14, 
2840 (2012).  

10. “Dehydrogenation of AlH3 via the vacancy clustering mechanism”, L. Ismer, A. Janotti, 
and C. G. Van de Walle, J. Phys. Chem. C. 116, 12995 (2012). 

11. “Mechanism for the decomposition of lithium borohydride”, K. Hoang and C. G. Van de 
Walle, Int. J. Hydrogen Energy 37, 5825 (2012).  

12. “Mechanisms for the decomposition and dehydrogenation of Li amide/imide”, K. Hoang, 
A. Janotti, and C. G. Van de Walle, Phys. Rev. B 85, 064115 (2012).  

287



Vashishta-­Kalia-­Nakano:	
  DOE	
  Award	
  Number:	
  DE-­FG02-­04ER46130	
  

1	
  

Thermomechanical Properties of Thin Films and Membranes of Functionalized 
Nanocrystals and Nanowire Arrays: Multimillion-to-Billion Atom Simulations 

Priya Vashishta—PI, Rajiv K. Kalia, and Aiichiro Nakano 
Collaboratory for Advanced Computing and Simulations, Department of Chemical Engineering & 
Materials Science, Department of Physics & Astronomy, and Department of Computer Science, University 
of Southern California, Los Angeles, CA 90089-0242 

Email: (priyav, rkalia, anakano)@usc.edu 

Project Scope 
This project focuses on thermomechanical properties of a new class of thin films and membranes consisting 
of functionalized nanocrystals and nanowires. We perform multimillion-to-billion atom reactive molecular 
dynamics (RMD) simulations based on quantum mechanically informed force fields to investigate 
interfacial structure and thermomechanical properties including adhesion and delamination, 
viscoelastic/viscoplastic behavior, and fracture in hybrid systems consisting of thin films and membranes 
embedded with nanocrystals and core/shell nanowires that are 
functionalized with organic molecules. Our recent quantum 
molecular dynamics (QMD) simulations have revealed 
atomistic mechanisms of rapid hydrogen production by 
aluminum nanoclusters in liquid water. We are currently 
performing RMD simulations to identify atomistic 
mechanisms underlying the remarkable ability of silicon 
carbide nanoparticles to heal surface cracks, which could help 
sustainable deployment of high-temperature materials for 
energy applications such as power generation systems. 

Recent Progress 
Experimental background: Metal particles react with water 
to produce hydrogen gas. This exothermic reaction, followed 
by solar powered reduction of the metal-oxide product to 
regenerate metal fuel, could provide a renewable energy cycle. 
The problem is that conventional metal-water reaction kinetics 
is too slow to make it commercially viable [J. Petrovic and G. 
Thomas, Reaction of Aluminum with Water to Produce 
Hydrogen (U.S. Department of Energy, ’08)]. A possible 
solution to this problem may be provided by nanotechnology, 
since chemical reactivity at the nanoscale differs drastically 
from its macroscopic counterpart. A remarkable example is 
size-selective reactivity of aluminum (Al) clusters with water, 
where an anion of Al cluster, Al-

n (e.g., n = 12 or 17), reacts 
strongly with water molecules in gas phase [P. J. Roach, W. H. 
Woodward, A. W. Castleman, A. C. Reber, and S. N. Khanna, 
Science 323, 492 (’09)]. The enhanced reactivity has been 
attributed to the dissociative chemisorption of water at two 
specific surface sites that respectively act as Lewis acid and 
Lewis base where OH and H preferentially bind. In the 
proposed gas-phase reaction mechanism with the adsorption of 
multiple water molecules onto an Al17 cluster, the energy 
barrier for the production of H2 from two H atoms generated 
on the cluster surface has been estimated to be about 1 eV. 

 
Fig. 1: Initial (left) and final (right) 
configurations of H2 production. White, red 
and green spheres are H, O and Al atoms, 
respectively. 

 
Fig. 2: (Top) Initial and final states for H2 
production involving Al18 in the presence of 
a surrounding water molecule H4-O2-H5. 
(Bottom) The reaction barrier for H2 
production for different length RH4-O1. The 
red dashed line is the asymptotic barrier of 
0.14 eV for rH4-O1 → ∞. The blue dashed 
line is at 0.02 eV. 
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However, the reactivity of these Al “superatoms” with bulk water remains unknown. 

Quantum dynamics simulations: We have carried out QMD simulations to investigate atomistic 
mechanisms of molecular hydrogen production by Aln (n = 12 or 17) in liquid water [1, 4]. We have found 
a new mechanism with low activation barrier, in which a hydrogen molecule (H2) is produced from a water 
molecule adsorbed at a Lewis acid site and hydrogen adsorbed at a Lewis base site on the cluster surface 
(Fig. 1). This reaction is assisted by rapid proton transport in water via a chain of hydrogen-bond (H-bond) 
switching events similar to the Grotthuss mechanism, which supplies hydrogen atoms at Lewis-base sites, 
and converts hydroxide ions back to water molecules at Lewis-acid sites. The activation free energy of the 
H2-production reaction at a temperature of 300 K has been estimated to be 0.08 eV using thermodynamic 
integration. The corresponding reaction is 1011 s−

1 according to the transition state theory. 

More recently, we have performed QMD simulations of Aln (n = 16-18) in liquid water [5] in order to 
investigate: (1) the role of a solvation shell formed by non-reacting H-bonds surrounding the H-bond chain; 
and (2) the high size-selectivity observed in gas-phase Aln-water reaction persists in liquid phase. 
Lowering of activation barrier by solvation shells: The simulation results show that the solvation shell 
plays a crucial role in facilitating proton transfer and hence H2 production. Namely, it greatly modifies the 
energy barrier, generally to much lower values. Figure 2 shows the activation barrier for one of the H2-
production reactions in Al18 in the presence of a surrounding H2O molecule (denoted H4-O2-H5) that is not 
directly involved in the reaction, Al-OH2 + Al-H → Al-OH + Al + H2. 
The energy barrier is reduced to below 0.02 eV (the blue dashed line) 
when RO1-H4 is 1.75~2.0 Å (O1 is the oxygen atom involved in the 
reaction), which is much lower than that in the absence of the solvation 
shell (i.e. RO1-H4 → ∞). 

No size selectivity: We have also found that the H2 production by Aln 
in liquid water does not depend strongly on the cluster size, in contrast 
to the existence of magic numbers (e.g. n = 17) in gas-phase reaction 
[P. J. Roach, et al. (’09)]. In our QMD simulations, three H2 molecules 
are produced each in the Al16 and Al17 systems, while six H2 molecules 
are produced in the Al18 system, within 20 ps (Fig. 3). 

Work in Progress and Future Plans: Self-healing Ceramic Composites 
We are performing and will continue to perform multibillion-atom molecular dynamics (MD) simulations 
and multimillion-to-billion atom RMD simulations of nanostructured materials under extreme 
environments to identify atomistic mechanisms of self-healing. 

Experimental background: Nanoparticles and nanowires exhibit thermo-mechanical properties that are 
distinct from their bulk properties. A notable example is the recent discovery of ductility in nanowires 
made of nominally brittle materials below a critical diameter for which our recent MD simulations suggest 
an essential role of surface relaxation and the resulting ‘intrinsic’ core/shell structure [9]. Such 
nanoductility [3, 9] (see also our previous billion-atom MD simulation in Y. Chen, et al., Phys. Rev. Lett. 
99, 155506 (’07)) is expected to play an essential role in the recently demonstrated self-healing of cracks in 
alumina (Al2O3)/silicon carbide (SiC) matrix-nanoparticle composites at the service temperatures expected 
in their applications [W. Nakao and S. Abe, Smart Mater. Struct. 21, 025002 (’12)] (Fig. 4). Near the 
cracked region, SiC nanoparticles get oxidized in high-temperature oxygen environment, resulting in the 
formation of silica (SiO2) glass. Silica flows into the damage zone, healing the crack. Thermo-mechanical 
behavior of the matrix-nanoparticle composite is thus recovered. Experiments show that smaller SiC 
nanoparticles oxidize at lower temperatures, and consequently the temperature to recover the strength of a 
cracked specimen is lowered from 1300 to 950 °C as the SiC particle size is reduced from 270 to 30 nm. 
Here, the use of nanoparticles to lower the strength-recovery temperature is crucial for the self-healing to 
occur during service. 

 
Fig. 3: The number of H2 
molecules as a function of time t. 
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Atomistic mechanisms of self-healing—reactive molecular 
dynamics simulations: We will perform multibillion atom MD 
simulations combined with multimillion-to-billion atom RMD 
simulations to study self-healing of cracks in Al2O3/SiC matrix-
nanoparticle composites. We will study: (1) the interaction of cracks 
with nanoparticles and grain boundaries (GBs) to determine crack 
paths; and (2) nanoparticle size- and temperature-dependent oxidation, 
oxide flow, and self-healing behaviors. The goal is to provide atomistic 
understanding to guide the optimal design of nanoparticle size and 
distribution for self-healing of structural ceramics in energy 
applications at their high service temperatures. 

Currently, we are performing 108-atom MD simulations to study 
fracture of Al2O3 embedded with 18 volume % of SiC nanoparticles 
under uniaxial tension (Fig. 5). We use an environment-dependent 
interpolation scheme to combine the interatomic potentials developed 
by our group for SiC, SiO2 and Al2O3. Calculated fracture energies of 
SiC and Al2O3 agree reasonably with density functional theory (DFT) 
results, and we are validating the interpolation scheme against DFT 
calculations of SiC/Al2O3 interfaces.  

To perform larger MD simulations of realistic nanostructures, we have 
recently benchmarked 1012-atom MD simulation on the 163,840-core 
IBM BlueGene/P computer at the Argonne Leadership Computing 
Facility (ALCF), and are discussing with the ALCF Science Director, 
Paul Messina, to perform multibillion-atom production runs for long 
trajectories on the new 786,432-core BlueGene/Q at Argonne. 

We will also investigate the validity of 
an emerging concept in the engineering 
of material interfaces called 
complexions [Baram, et al., Science 
332, 206 (’11)]. Recent high-resolution 
transmission electron microscopy 
experiments have identified the 
existence of nanofilm complexions in 
high-temperature ceramic interfaces. 
Theoretical calculations and 
experiments suggest the existence of five additional interfacial 
complexions: Pure (no layer between interfaces), monolayer, 
bilayer, trilayer, and wetting films. Some of these GB 
complexions have been observed and well characterized in a 
comprehensive experimental study of Al2O3. We will 
investigate the possible existence of GB complexions in Al2O3 
and Al2O3/SiC interfaces and their role in determining crack 
paths. 

In addition, we will perform multimillion-to-billion atom RMD 
simulations to study high-temperature oxidation of SiC 
nanoparticles and the flow of the resulting SiO2 product to fill 
cracks in Al2O3. We will use recently developed reactive force 
fields (ReaxFF) for the oxidation of SiC by O2 and H2O 
[Newsome, et al., J. Phys. Chem. C., accepted (’12)] along 
with ReaxFF for Al/O systems. The goal is to identify 

 
Fig. 5: MD simulation of fracture in ceramic nanocomposite - Al2O3 
embedded with SiC nanoparticles. 

 

 
Fig. 4: (Top) Nanostructures of 
Al2O3-SiC composite. (Bottom) 
Scanning electron microscope 
image of a healed crack in a 
specimen heat-treated at 1000 °C. 
[Taken from W. Nakao and S. Abe, 
Smart Mater. Struct. 21, 025002 
(’12)]. 

 
Fig. 6: RMD simulation of the oxidation of 
a SiC nanoparticle in oxygen environment. 
Yellow, gray, and red spheres represent Si, 
C and O atoms, respectively. 
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atomistic mechanisms underlying the observed reduction of strength-recovery temperatures for smaller SiC 
nanoparticles, which may include the reduced oxidation temperature of SiC nanoparticles and the enhanced 
flow of silica. We will also investigate the potential role of water moisture, which could essentially modify 
the self-healing behavior. We are currently performing RMD simulation of oxidation of a SiC nanoparticle 
in oxygen environment (Fig. 6). 

Hybrid simulations—reactive molecular dynamics and dissipative particle dynamics: We will use the 
dissipative particle dynamics (DPD) technique for mesoscopic simulations to study thermomechanical 
properties self-healing nanocomposites, in which particles correspond to coarse-grained entities 
representing a collection of atoms. We will develop an automated model-transitioning scheme to embed 
RMD near crack surfaces inside DPD simulation. We have considerable experience in a hybrid RMD and 
finite-element approach that seamlessly couples atomistic and continuum descriptions [E. Lidorikis, M. E. 
Bachlechner, R. K. Kalia, A. Nakano, P. Vashishta, G. Z. Voyiadjis, Phys. Rev. Lett. 87, 086104 ('01)]. 
Dealing with big data—computation of correlation functions using compressed sensing: We will use 
compressed sensing (CS) to handle large data from petascale simulations of self-healing nanomaterial 
systems. CS is revolutionizing a wide variety of engineering and medical applications. In their seminal 
papers, Candés and collaborators have shown that the limitation imposed by Shannon’s theorem for 
sampling of a signal could be overcome if the signal is sparse and measured incoherently. We will use CS 
in petascale materials simulations to compute on-the-fly structural and dynamic correlations from atomic 
trajectories to reduce the data size. Each 2 billion-atom MD simulation for 105 steps will produce 0.5 
KB/atom × 2 billion atoms × 105 steps = 100 petabytes of data if all the quantities are sampled. We will use 
CS to calculate stresses and correlation functions on-the-fly and thus save far fewer atomic positions and 
velocities for post simulation data analytics. 
Experimental validation at DOE facilities: MD and RMD simulation results on structural relaxation in 
ps-ns time scales will be validated against time-resolved X-ray scattering and pump-probe experiments at 
the Advanced Photon Source at Argonne National Laboratory and the X-ray free electron laser at the Linac 
Coherent Light Source at Stanford. 
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   The	
   focus	
   of	
   this	
   research	
   program	
   is	
   on	
   developing	
   time-­‐dependent	
   density	
  
functional	
  methods	
  for	
  the	
  calculation	
  of	
  non-­‐equilibrium	
  phenomena	
  of	
  the	
  transport	
  type	
  
(finite	
   wavelength,	
   low	
   frequency)	
   and	
   of	
   the	
   dynamical	
   type	
   (long	
   wavelength,	
   high	
  
frequency).	
   One	
   such	
  method	
   is	
   the	
   time-­‐dependent	
   current	
   density	
   functional	
   theory,	
   in	
  
which	
   the	
   evolution	
   of	
   the	
   physical	
   system	
   is	
   mimicked	
   in	
   a	
   fictitious	
   non-­‐interacting	
  
system	
  subjected	
  to	
  an	
  effective	
  one-­‐particle	
  potential,	
  which	
  we	
  approximate	
  as	
  a	
  function	
  
of	
  the	
  equilibrium	
  density	
  and	
  non-­‐equilibrium	
  current	
  density.	
   	
  A	
  second	
  approach	
  is	
  the	
  
quantum	
   continuum	
   mechanics	
   -­‐-­‐	
   an	
   orbital-­‐free	
   method	
   in	
   which	
   the	
   quantum	
   stress	
  
tensor	
  is	
  expressed	
  as	
  a	
  functional	
  of	
  the	
  nonequilibrium	
  current	
  density,	
  leading	
  to	
  a	
  closed	
  
equation	
   of	
   motion	
   for	
   the	
   latter.	
   	
   	
   In	
   addition,	
   we	
   plan	
   to	
   extend	
   these	
   approaches	
   to	
  
systems	
  in	
  magnetic	
  field,	
   thermal	
  currents,	
  and	
  spins.	
   	
  Part	
  of	
  this	
  work,	
  e.g.	
   the	
  work	
  on	
  
dynamical	
   corrections	
   to	
   the	
   conductance	
   of	
   nanojunctions,	
   is	
   done	
   in	
   collaboration	
  with	
  
Max	
  Di	
  Ventra	
  at	
  UCSD.	
  	
  	
  In	
  the	
  following	
  I	
  briefly	
  describe	
  the	
  work	
  we	
  have	
  recently	
  done	
  
on	
  quantum	
  continuum	
  mechanics	
  for	
  systems	
  in	
  magnetic	
  field,	
  and	
  then	
  I	
  concentrate	
  on	
  
the	
  success	
  we	
  have	
  had	
  in	
  predicting	
  the	
  optical	
  spectra	
  of	
  semiconductors	
  by	
  combining	
  
the	
  approximation	
  known	
  as	
  meta-­‐GGA	
  with	
  the	
  time-­‐dependent	
  density	
  functional	
  theory.	
  
I	
  will	
  argue	
  that	
  this	
  success	
  points	
  towards	
  the	
  exciting	
  possibility	
  of	
  including	
  the	
  energy	
  
density	
  and	
  the	
  corresponding	
  energy	
  current	
  as	
  basic	
  variables	
  in	
  time-­‐dependent	
  DFT	
  and	
  
in	
  quantum	
  continuum	
  mechanics.	
  	
  
	
  	
  
Recent	
  progress	
  
	
  
1.	
  Quantum	
  continuum	
  mechanics	
  in	
  magnetic	
  fields	
  
	
  
	
  	
   The	
  fourth-­‐order	
  differential	
  equation	
  for	
  the	
  current	
  density	
  that	
  we	
  derived	
  in	
  Ref.	
  
5	
  by	
  making	
  a	
  high-­‐frequency	
   (elastic,	
   or	
   "antiadiabatic")	
   approximation	
   for	
   the	
  quantum	
  
stress	
   tensor	
   leads	
   to	
   a	
   simplified	
   excitation	
   spectrum	
   in	
  which	
   groups	
   of	
   excitations	
   are	
  
merged	
   together,	
   while	
   the	
   integrated	
   spectral	
   strength	
   is	
   preserved.	
   	
   The	
   same	
  
approximation	
   has	
   recently	
   proved	
   useful	
   in	
   speeding	
   up	
   the	
   evaluation	
   of	
   the	
   density-­‐
response	
   function	
   for	
   a	
   homogeneous	
   non-­‐interacting	
   system	
   (the	
   bottleneck	
   for	
  
calculations	
   of	
   correlation	
   energy	
   and	
   van	
   der	
   Waals	
   forces	
   within	
   the	
   random	
   phase	
  
approximation	
   (RPA)	
   [Gould	
   and	
  Dobson,	
   Phys.	
   Rev.	
   B	
  84,	
   241108	
   (2011)].	
   	
   These	
   early	
  
successes	
   encourage	
   us	
   to	
   pursue	
   this	
   direction	
   of	
   research.	
   	
   Recent	
   Raman	
   scattering	
  
experiments	
   on	
   artificial	
   nanostructures	
   (arrays	
   of	
   quantum	
   dots	
   in	
   a	
   magnetic	
   field)	
  
further	
  motivate	
  us	
   to	
  extend	
   the	
   theory	
   to	
   include	
  magnetic	
   field.	
   	
   In	
   these	
  experiments,	
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new	
   and	
   unexpected	
   collective	
   modes	
   are	
  
discovered,	
   which	
   we	
   think	
   could	
   be	
   effectively	
  
handled	
  by	
  quantum	
  continuum	
  mechanics	
  (QMC)	
  	
  
(See	
  Fig.	
  1	
  and	
  its	
  caption).	
  	
  
	
   The	
   extension	
   of	
   QMC	
   to	
   systems	
   in	
  
magnetic	
   field	
   turns	
   out	
   to	
   be	
   highly	
   nontrivial,	
  
and	
   it	
   has	
   been	
   accomplished	
   only	
   very	
   recently,	
  
through	
  research	
  done	
  under	
   this	
  project.	
   	
   	
   	
   	
   	
  The	
  
difficulty	
  stems	
  from	
  the	
  fact	
  that	
  the	
  ground	
  state	
  
of	
   a	
   quantum	
   system	
   in	
  magnetic	
   field	
   carries	
   an	
  
equilibrium	
   current	
   j0.	
   	
   A	
   time-­‐independent	
  
deformation	
   of	
   the	
   ground	
   state	
   changes	
   the	
  
equilibrium	
   current.	
   	
   Hence	
   the	
   relationship	
  
between	
  current	
  density,	
  j,	
  and	
  displacement	
  field,	
  
u,	
  which,	
  in	
  the	
  absence	
  of	
  magnetic	
  field,	
  is	
  simply	
  
given	
   by	
   j=n0	
   du/dt	
   (n0	
   being	
   the	
   ground-­‐state	
  
density),	
   must	
   be	
   modified	
   to	
   include	
   a	
   term	
  
proportional	
   to	
   the	
   curl	
   of	
   the	
   displacement	
   field:	
  	
  
j=	
   j0	
  +n0	
  du/dt+∇×(u	
  ×	
  j0),	
  where	
  j0	
  is	
  the	
  ground-­‐
state	
   current.	
   	
   The	
   situation	
   is	
   similar	
   to	
   the	
   one	
  
encountered	
   in	
   macroscopic	
   electrodynamics,	
  
where	
   the	
   current	
   is	
   the	
   sum	
   of	
   two	
   terms:	
   the	
  
time	
   derivative	
   of	
   the	
   polarization	
   field	
   and	
   the	
  

curl	
   of	
   the	
  magnetization.	
   	
  Making	
   use	
   of	
   this	
   relation	
  we	
   have	
   been	
   able	
   (see	
   Ref.	
   2)	
   to	
  
obtain	
  a	
   closed	
  equation	
  of	
  motion	
  which	
  generalizes	
   the	
  one	
  previously	
  obtained	
  at	
  B=0	
  
(Ref.	
  5).	
  	
  The	
  other	
  main	
  difference	
  is	
  the	
  replacement	
  in	
  the	
  equation	
  of	
  motion	
  for	
  u	
  of	
  the	
  
time	
  derivative	
  by	
   the	
   convective	
  derivative	
  d/dt+v0⋅∇ ,	
  with	
   convection	
  velocity	
  v0=j0/n0.	
  	
  
While	
  this	
  theory	
  has	
  not	
  yet	
  been	
  tested	
  in	
  concrete	
  calculations,	
  we	
  feel	
  that	
  we	
  now	
  have	
  
a	
  solid	
  basis	
  for	
  calculating	
  collective	
  modes	
  such	
  as	
  the	
  ones	
  observed	
  by	
  Singha	
  et	
  al.	
  (see	
  
caption	
  of	
  Fig.	
  1),	
  using	
  as	
  an	
  input	
  only	
  ground-­‐state	
  properties	
  of	
  the	
  antidot	
   lattice	
   in	
  a	
  
magnetic	
  field.	
  	
  
	
  
	
  
2.	
  Meta-­‐GGA	
  for	
  optical	
  spectra	
  
	
  
	
   Meta-­‐GGA	
  (Generalized-­‐Gradient	
  Approximation)	
  denotes	
  a	
  class	
  of	
  approximations	
  
for	
   the	
   exchange-­‐correlation	
   energy	
   functional	
   in	
   static	
   density	
   functional	
   theory	
   (DFT).	
  	
  
While	
  in	
  the	
  ordinary	
  GGA	
  this	
  functional	
  is	
  approximated	
  as	
  a	
  simple	
  function	
  of	
  the	
  density	
  
and	
   its	
   gradient,	
   the	
   meta-­‐GGA	
   renders	
   it	
   also	
   a	
   function	
   of	
   the	
   non-­‐interacting	
   kinetic	
  
energy	
  density	
  τ(r).	
  However,	
  τ(r)	
  does	
  not	
  have	
  a	
  local	
  or	
  semi-­‐local	
  expression	
  in	
  terms	
  of	
  
the	
  density;	
  it	
  can	
  be	
  expressed	
  locally,	
  but	
  only	
  in	
  terms	
  of	
  the	
  Kohn-­‐Sham	
  orbitals,	
  which	
  
have	
   a	
   non-­‐local	
   dependence	
   on	
   the	
   density.	
   	
   For	
   this	
   reason,	
   the	
  meta-­‐GGA	
   succeeds	
   in	
  
capturing	
  some	
  of	
  the	
  non-­‐locality	
  of	
  the	
  exact	
  exchange-­‐correlation	
  (xc)	
  energy	
  functional,	
  
while	
   correctly	
   reducing,	
   in	
   the	
   appropriate	
   limit,	
   to	
   the	
   basic	
   paradigms	
   of	
   condensed	
  
matter	
  physics	
  (uniform	
  electron	
  gas)	
  and	
  quantum	
  chemistry	
  (two	
  electrons	
  in	
  a	
  bond).	
  	
  	
  
	
   It	
  had	
  been	
  known	
  for	
  a	
  while	
  that	
  the	
  Meta-­‐GGA	
  improvement	
  in	
  the	
  treatment	
  of	
  
non-­‐locality	
  could	
  result	
  in	
  considerable	
  improvements	
  in	
  the	
  calculation	
  of	
  the	
  band	
  gaps	
  
of	
   semiconductors	
   (these	
   are	
   systematically	
   underestimated	
   in	
   LDA,	
   for	
   reasons	
   that	
   are	
  
now	
  well	
  understood,	
  and	
  ultimately	
  related	
  to	
  strongly	
  nonlocal	
  behavior	
  of	
  the	
  functional).	
  	
  

Fig.	
   1	
   -­‐	
   Collective	
   modes	
   of	
   a	
   honeycomb	
  
lattice	
   of	
   antidots	
   measured	
   by	
   Raman	
  
scattering	
  experiments	
  as	
  reported	
  by	
  Singha	
  
et	
   al.,	
   Science	
   332,	
   1176	
   (2011).	
   The	
   black	
  
dashed	
   line	
   is	
   identified	
   with	
   the	
   cyclotron	
  
mode,	
   while	
   the	
   red	
   dashed	
   line	
   is	
  
interpreted	
   as	
   a	
   manifestation	
   of	
   split	
  
Hubbard	
  bands	
  within	
  a	
  Landau	
  level.	
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What	
  came	
  as	
  a	
  surprise	
  is	
  that	
  even	
  the	
  optical	
  
spectra	
  of	
   semiconductors	
   -­‐	
   in	
  particular	
   their	
  
characteristic	
   two-­‐peak	
   structure	
   above	
   the	
  
gap	
   -­‐	
   are	
  much	
   improved	
   in	
   a	
   treatment	
   that	
  
combines	
   meta-­‐GGA	
   with	
   the	
   adiabatic	
   local	
  
density	
   approximation	
   (LDA)	
   of	
   time-­‐
dependent	
   density	
   functional	
   theory.	
   	
   This	
   is	
  
the	
   content	
  of	
  our	
   latest	
  paper	
  on	
   the	
   subject	
  
(Ref.	
   1).	
   	
   Some	
   illustrative	
   results	
   for	
   Si	
   are	
  
presented	
   in	
   the	
   figures.	
   	
  Similar	
   results	
  have	
  
been	
  obtained	
  for	
  other	
  semiconductors,	
  such	
  
as	
   Ge	
   and	
   GaAs.	
   The	
   fundamental	
   reason	
   for	
  
the	
   success	
   of	
   the	
   calculation	
   is	
   that	
   the	
  
inclusion	
   of	
   τ(r)	
   as	
   an	
   argument	
   of	
   the	
   local	
  
energy	
   functional	
   produces	
   the	
   qualitatively	
  
correct	
   long-­‐range	
   behavior	
   of	
   the	
   exchange-­‐
correlation	
  kernel	
   fxc	
  -­‐-­‐	
  a	
  crucial	
   feature	
  of	
   the	
  
exact	
  kernel	
   that	
  we	
  have	
   long	
  been	
   trying	
   to	
  
approximate	
   from	
   first	
   principles	
   with	
   a	
  
variety	
   of	
   methods	
   (including	
   the	
   time-­‐
dependent	
   current	
   DFT),	
   without	
   much	
  
success.	
   	
   	
   Remarkably,	
   the	
   coefficient	
   α	
   that	
  
controls	
  the	
  strength	
  of	
  the	
  long-­‐ranged	
  part	
  of	
  	
  

fxc	
  emerges	
  from	
  the	
  meta-­‐GGA	
  calculation	
  with	
  a	
  value	
  (α=-­‐0.26)	
  that	
  is	
  pretty	
  much	
  in	
  line	
  
with	
   values	
   that	
   had	
   been	
   proposed	
   earlier,	
   on	
   purely	
   empirical	
   grounds,	
   to	
   explain	
   the	
  
observed	
   spectra.	
   	
   Our	
   approximate	
   formula	
   for	
   α	
   is	
   also	
   consistent	
   with	
   the	
   empirical	
  
observations	
  that	
  have	
  been	
  embodied	
  in	
  the	
  so-­‐called	
  "bootstrap	
  approximation"	
  for	
  the	
  xc	
  
kernel,	
  recently	
  introduced	
  by	
  Sharma	
  et	
  al.	
  [Phys.	
  Rev.	
  Lett.	
  107,	
  186401	
  (2011)]	
  .	
   	
  These	
  
results	
  are	
  very	
  encouraging	
  and	
  exciting.	
   	
  On	
   the	
  one	
  hand,	
   they	
  encourage	
  us	
   to	
  pursue	
  
this	
  line	
  of	
  research	
  towards	
  better	
  approximations	
  for	
  fxc,	
  which	
  might	
  explain	
  not	
  only	
  the	
  
part	
  of	
  the	
  spectrum	
  above	
  the	
  gap,	
  but	
  also	
  the	
  below-­‐gap	
  or	
  excitonic	
  part	
  of	
  the	
  spectrum	
  
-­‐-­‐	
  a	
  very	
  important	
  component	
  of	
  the	
  spectrum	
  in	
  strong	
  insulators	
   like	
  LiF.	
   	
  On	
  the	
  other	
  
hand,	
  the	
  success	
  of	
  τ(r)	
  as	
  a	
  tracker	
  of	
  nonlocality	
  opens	
  new	
  vistas	
  on	
  both	
  DFT	
  and	
  QCM.	
  	
  
These	
  will	
  be	
  briefly	
  outlined	
  in	
  the	
  next	
  section.	
  
	
  
Planned	
  activities	
  
	
  
An	
   obvious	
   extension	
   of	
   the	
   meta-­‐GGA	
   work	
   is	
   to	
   try	
   and	
   get	
   rid	
   of	
   some	
   of	
   the	
  
approximations	
   we	
   have	
   made	
   in	
   calculating	
   the	
   fxc	
   kernel,	
   e.g.,	
   the	
   approximation	
   of	
  
replacing	
   the	
   derivative	
   of	
   the	
   local	
   xc	
   energy	
   density	
   with	
   respect	
   to	
   τ,	
   dεxc/dτ,	
   by	
   its	
  
average	
  over	
  the	
  unit	
  cell.	
   	
  This	
  may	
   lead	
  to	
   improved	
  results	
   for	
  the	
  excitonic	
  part	
  of	
   the	
  
spectrum	
   (i.e.,	
   the	
  part	
   of	
   the	
   spectrum	
  below	
   the	
   gap).	
   	
  We	
   should	
   also	
  understand	
  why	
  
certain	
   forms	
   of	
   the	
  meta-­‐GGA	
   functional,	
  when	
  used	
   as	
   an	
   input	
   for	
   the	
   time-­‐dependent	
  
theory,	
   work	
   so	
  much	
   better	
   than	
   others.	
   	
   Thus	
   far,	
   the	
   kinetic	
   energy	
   density	
   has	
   been	
  
introduced	
   as	
   an	
   auxiliary	
   variable,	
   helping	
  us	
   to	
   get	
   a	
   better	
   representation	
  of	
   a	
   density	
  
functional.	
   	
   We	
   are	
   presently	
   exploring	
   (in	
   collaboration	
   with	
   Max	
   Di	
   Ventra,	
   UCSD)	
   the	
  
possibility	
   of	
   promoting	
   the	
   full	
   energy	
   density	
   (not	
   just	
   its	
   non-­‐interacting	
   part)	
   to	
   the	
  
status	
  of	
  basic	
  variable	
  of	
  the	
  time-­‐dependent	
  theory.	
  This	
  new	
  variable	
  would	
  complement	
  

ε
ε

ω

Dielectric	
   function	
   of	
   silicon	
   vs	
   frequency.	
   Thin	
  
solid	
  (red	
  )	
  line	
  is	
  the	
  result	
  obtained	
  with	
  MGGA	
  
band	
   structure	
   and	
   including	
   the	
   many-­‐body	
  
interactions	
   through	
   fxc.	
   Dashed	
   (green)	
   line	
   is	
  
the	
  result	
  obtained	
  by	
  doing	
  the	
  RPA	
  on	
  top	
  of	
  the	
  	
  
MGGA	
   band	
   structure.	
   Dotted	
   (blue)	
   line	
   is	
  
obtained	
   with	
   LDA	
   band	
   structure	
   within	
   RPA.	
  
Thick	
  solid	
   line	
   is	
   the	
  experiment.	
   [V.	
  U.	
  Nazarov	
  
ang	
   G.	
   Vgnale,	
   Phys.	
   Rev.	
   Lett..	
   107,	
   216402	
  
(2011)]	
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the	
  current	
  density	
  just	
  as,	
  in	
  hydrodynamics,	
  the	
  equation	
  of	
  motion	
  for	
  the	
  current	
  (Euler	
  
equation)	
  is	
  coupled	
  with	
  an	
  equation	
  of	
  motion	
  for	
  the	
  energy	
  density,	
  which	
  describes	
  the	
  
exchange	
  of	
  heat	
  between	
  different	
  parts	
  of	
  the	
  system.	
  	
  The	
  implementation	
  of	
  the	
  energy	
  
density	
  as	
  a	
  basic	
  variable	
  can	
  be	
  done	
  both	
   in	
   time-­‐dependent	
  DFT	
  and	
   in	
   the	
  quantum-­‐
continuum	
  mechanics.	
   	
   In	
   the	
   latter	
   case,	
   a	
   time-­‐dependent	
   variational	
   derivation	
   of	
   the	
  
QCM,	
   which	
  we	
   have	
   recently	
   discovered,	
   could	
   be	
   naturally	
   extended	
   to	
   include	
   energy	
  
fluctuations.	
   	
   The	
   variational	
   formulation	
   of	
   QCM	
   can	
   also	
   be	
   used	
   to	
   approach	
   long-­‐
standing	
  challenges	
  of	
  our	
  theory,	
  e.g.,	
  the	
  problem	
  of	
  finding	
  a	
  smooth	
  connection	
  between	
  
the	
  adiabatic	
  and	
  the	
  elastic	
  approximation	
  limit.	
  	
  Lastly,	
  we	
  will	
  try	
  to	
  develop	
  applications	
  
of	
  QCM	
  to	
  genuine	
  many-­‐particle	
  systems:	
   for	
  example,	
  to	
  the	
  "artificial	
  graphene"	
  system	
  
on	
  which	
  the	
  Raman	
  scattering	
  experiments	
  illustrated	
  in	
  Fig.	
  1	
  have	
  been	
  performed.	
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Project	
  scope	
  
The	
  project	
  aims	
  at	
  developing	
  of	
  qualitative	
  understanding	
  and	
  quantitative	
  description	
  of	
  
electronic	
   properties	
   of	
   mesoscopic	
   quantum	
   materials,	
   the	
   materials	
   where	
   quantum	
  
interference	
   of	
   wave	
   functions	
   is	
   important	
   at	
   lengths	
   well	
   exceeding	
   the	
   electronic	
  
wavelength.	
   	
  Properties	
  of	
  these	
  materials	
  are	
  governed	
  by	
  the	
  interplay	
  between	
  electron	
  
correlations,	
   quantum	
   and	
   temperature	
   fluctuations	
   and	
   disorder.	
   	
   Building	
   on	
   recent	
  
breakthroughs	
   in	
   understanding	
   the	
   role	
   played	
   by	
   the	
   topological	
   aspects	
   of	
  matter,	
  we	
  
define	
   the	
  main	
   direction	
   of	
   our	
   research	
   as	
   topological	
  quantum	
  materials.	
   	
   Examples	
   of	
  
quantum	
   phenomena	
   characterized	
   by	
   topology	
   include	
   quantization	
   of	
   vortices	
   in	
  
superconductors	
   and	
   superfluids,	
   Aharonov-­‐Bohm	
   and	
   Aharonov-­‐Casher	
   effects	
   of	
  
interference	
  of	
  electron	
  wave	
  functions.	
  	
  We	
  will	
  address	
  topological	
  quantum	
  physics	
  with	
  
the	
   emphasis	
   on	
   the	
   confluence	
   of	
   internal	
   symmetries	
   of	
   an	
   electronic	
   structure	
   (global	
  
phase	
  coherence,	
  spin-­‐orbit	
   interactions,	
  and	
  broken	
  inversion	
  symmetry)	
  and	
  topological	
  
effects	
  on	
  macroscopic	
  wave	
  functions	
  due	
  to	
  geometrical	
  restrictions	
  (multi-­‐connectivity).	
  	
  
The	
  exemplary	
  directions	
  are	
  magnetic	
  field-­‐induced	
  superconductivity	
  and	
  related	
  effects	
  
in	
  multiconnected	
  superconducting	
   films	
  and	
   topological	
  phenomena	
  and	
  Majorana	
  states	
  
in	
  nanowire	
  –	
  superconductor	
  contacts.	
  	
  We	
  will	
  pursue	
  physics	
  of	
  fluctuations	
  and	
  far	
  from	
  
equilibrium	
  processes	
   focusing	
  on	
   the	
  related	
  aspects	
  of	
   topological	
  quantum	
  physics	
  and	
  
non-­‐equilibrium	
   dynamics	
   and	
   large	
   fluctuations	
   in	
   nanomagnetic	
   and	
   nanomechanical	
  
devices.	
   	
   The	
   latter	
   hold	
   a	
   fundamental	
   appeal:	
   while	
   statistics	
   of	
   small	
   deviations	
   from	
  
deterministic	
  behavior	
  is	
  well	
  understood,	
  the	
  large	
  deviations	
  (also	
  known	
  as	
  rare	
  events)	
  
present	
   a	
   scientific	
   challenge.	
   Importantly,	
   that	
   despite	
   being	
   rare,	
   the	
   large	
   deviations	
  
qualitatively	
  change	
  the	
  system's	
  evolution	
  by,	
  e.g.,	
  switching	
  it	
  into	
  metastable	
  states.	
  	
  
	
  
Recent	
  progress	
  
	
  

Fluctuation	
  spectroscopy	
  	
  
We	
   derived	
   the	
   expression	
   for	
   fluctuation	
  

conductivity	
   in	
   2D	
   superconductors	
   as	
   a	
   function	
   of	
  
temperature	
   and	
   magnetic	
   field	
   in	
   the	
   fluctuation	
  
region	
   above	
   the	
   upper	
   critical	
   field	
   Hc2(T).	
   This	
  
enables	
   to	
   infer	
   the	
   macroscopic	
   and	
   microscopic	
  
material	
  parameters	
  of	
  a	
  superconductor	
  using,	
  as	
  an	
  
input,	
   the	
   temperature	
   and	
   magnetic	
   field	
  
dependences	
  of	
  fluctuation	
  conductivity.	
  	
  Focusing	
  on	
  
the	
   vicinity	
   of	
   the	
   quantum	
   phase	
   transition	
   near	
  
T=0,	
  we	
  predicted	
  that	
  above	
  but	
  near	
  Hc2(0)	
  forms	
  a	
  
novel	
   dynamic	
   state	
   consisting	
   of	
   clusters	
   of	
  
coherently	
   rotating	
   fluctuation	
   Cooper	
   pairs.	
   	
   We	
  
found	
   the	
   zero-­‐temperature	
   magnetic-­‐field	
  
dependence	
   of	
   the	
   transverse	
   magnetoconductivity	
  
above	
  Hc2(0)	
  in	
  layered	
  superconductors.	
  

	
  
Fig.	
  1.	
   	
   Top:	
   fluctuation	
   correction	
   to	
  
conductivity	
   as	
   function	
   of	
   reduced	
  
temperature	
   t	
   =T/Tc0	
   and	
   magnetic	
  
field	
  h=0.69H/Hc2(0).	
  Bottom:	
  map	
  of	
  
the	
  fluctuation	
  contributions.	
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Building	
   on	
   the	
   complete	
   account	
   of	
   quantum	
  
contributions	
   to	
   conductivity,	
   we	
   have	
  
demonstrated	
   that	
   the	
   resistance	
   of	
   thin	
  
superconducting	
   films	
   exhibits	
   a	
   non-­‐monotonic	
  
temperature	
   behavior	
   due	
   to	
   the	
   competition	
   of	
  
weak	
   localization,	
   electron-­‐electron	
   interaction,	
  
and	
   superconducting	
   fluctuation	
   effects.	
   	
   We	
  
developed	
  a	
  method	
  for	
  precise	
  determination	
  of	
  
the	
   superconducting	
   transition	
   temperature	
  .	
  We	
  
showed	
   that	
   superconducting	
   fluctuations	
   give	
  
rise	
   to	
   an	
   appreciable	
  decrease	
   in	
   the	
   resistance	
  
even	
  at	
  temperatures	
  well	
  exceeding	
  Tc	
  .	
  	
  
	
  
Nanopattern-­‐stimulated	
   superconductor-­‐
insulator	
  transition	
  in	
  a	
  multi-­‐connected	
  film	
  

Nanopatterning	
   transforms	
  a	
   thin	
  
TiN	
  film	
  into	
  an	
  array	
  of	
  superconducting	
  
weak	
   links	
   and	
   eo	
   ipso	
   stimulates	
   the	
  
disorder–	
   and	
   magnetic-­‐field–driven	
  
superconductor-­‐to-­‐insulator	
   transitions,	
  
shifting	
  both	
  transitions	
  to	
  a	
  lower	
  degree	
  
of	
   microscopic	
   disorder.	
   	
   We	
   observed	
  
magnetoresistance	
   oscillations	
   reflecting	
  
collective	
   phase-­‐frustration	
   in	
   the	
   multi-­‐
connected	
   weak	
   link	
   network	
   in	
   a	
   wide	
  
range	
   of	
   temperatures.	
   We	
   found	
   that	
  
nanopatterning	
   enhanced	
   the	
   role	
   of	
  
Coulomb	
   interaction	
   and	
   changed	
   the	
  
characteristic	
   energies	
   of	
   the	
   film	
   on	
   the	
  
scales	
  much	
  exceeding	
  both	
  the	
  mean	
  free	
  path	
  and	
  coherence	
  length.	
  
	
  
Instability	
  of	
  topological	
  order	
  in	
  HgTe/superconductor	
  structure	
  

	
  

	
  
We	
  investigated	
  a	
  two-­‐layer	
  hybrid	
  structure	
  comprising	
  HgTe	
  quantum-­‐well-­‐based	
  

topological	
  insulator	
  (TI)	
  coupled	
  to	
  an	
  s-­‐wave	
  superconductor	
  and	
  showed	
  that	
  it	
  contains	
  
terms	
   describing	
   the	
   mixing	
   of	
   TI	
   subband	
   branches	
   by	
   superconducting	
   correlations	
  
induced	
   by	
   the	
   proximity	
   effect.	
   	
   We	
   found	
   that	
   the	
   proximity	
   effect	
   breaks	
   down	
   the	
  
rotational	
  symmetry	
  of	
  the	
  TI	
  spectrum.	
  	
  We	
  showed	
  that	
  the	
  edge	
  states	
  acquire	
  a	
  gap,	
  as	
  
follows	
  from	
  the	
  standard	
  theory	
  and	
  can	
  become	
  localized	
  by	
  the	
  Andreev-­‐backscattering	
  

	
  
Fig.	
  2.	
   (a)	
   Resistance	
   per	
   square	
   vs.	
  
temperature	
   of	
   TiN	
   films;	
   solid	
   lines	
   show	
  
the	
  quantum	
  contributions	
  fits.	
  	
  (b)	
  The	
  same	
  
data	
   as	
   conductances.	
   (c)	
   Traditional	
   and	
  
correct	
  (in	
  squares)	
  determination	
  of	
  Tc.	
  

	
  
Fig.	
   3.	
   	
   Color	
  map	
   of	
   the	
   resistance	
   of	
   the	
  multi-­‐
connected	
  film	
  in	
  the	
  temperature	
  -­‐	
  magnetic	
  field	
  
plane.	
   	
   The	
   inset:	
   the	
   experimental	
   data	
   of	
   the	
  
magnetoresistance	
   (open	
   circles)	
   vs.	
   magnetic	
  
field	
  B/B0	
  (B0	
  =Φ0/a2),	
  at	
  temperature	
  0.11K.	
  
	
  

	
  	
  
Fig.	
  4.	
   Left:	
   Sketch	
  of	
   the	
  2D	
   topological	
   insulator	
   coupled	
  
to	
   a	
   superconductor.  Right:	
   Spectrum	
   in	
   2D	
   TI	
   for	
   the	
  
proximity-­‐induced	
  potential.	
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mechanism	
   in	
   weak-­‐coupling	
   regime.	
   In	
   a	
   strong-­‐coupling	
   regime	
   the	
   edge	
   states	
   merge	
  
with	
  the	
  bulk	
  states,	
  and	
  the	
  TI	
  transforms	
  into	
  a	
  narrow-­‐gap	
  semiconductor.	
  
	
  
Planned	
  research	
  
	
  
Arrested	
  vortex	
  motion	
  in	
  superconducting	
  nanostructures	
  

	
   It	
   is	
   commonly	
   accepted	
   that	
  magnetic	
  
field	
   destroys	
   superconductivity	
   since	
   it	
  
promotes	
   vortices,	
   which	
   move	
   under	
   the	
  
applied	
   current	
   and	
   dissipate	
   the	
   energy.	
  
Utilizing	
   a	
   specific	
   design	
   of	
   multi-­‐connected	
  
film	
   we	
   reverse	
   the	
   detrimental	
   effect	
   of	
   the	
  
magnetic	
  field	
  and	
  find	
  a	
  remarkable	
  reentrant	
  
dissipation-­‐free	
   state	
   induced	
   by	
   the	
  magnetic	
  
field	
  in	
  the	
  perforated	
  TiN	
  film,	
  see	
  Fig.	
  5.	
  	
  	
  The	
  
key	
  observation	
  is	
  that	
  the	
  characteristic	
  lateral	
  
size	
  of	
  superconducting	
  constrictions	
  confining	
  
vortices	
  is	
  comparable	
  to	
  the	
  vortex	
  core.	
   	
  As	
  a	
  
result	
   vortex	
   motion	
   is	
   arrested	
   by	
   the	
  
combined	
  (i)	
  surface	
  superconductivity	
  pushing	
  
vortices	
  together	
  and	
  (ii)	
  self-­‐induced	
  potential	
  

well	
  due	
  to	
  the	
  collective	
  suppression	
  of	
  order	
  parameter	
  by	
  densely	
  packed	
  vortices.	
  	
  	
  We	
  
will	
   construct	
   a	
   theory	
   of	
   reentrant	
   superconductivity	
   in	
   nanostructures	
   within	
   the	
  
framework	
  of	
  Ginzburg-­‐Landau	
   (GL)	
  approach.	
   	
  Our	
   tentative	
  estimates	
   show	
   that	
   indeed	
  
the	
   abovementioned	
   effects	
   can	
   result	
   in	
   5-­‐6	
   orders	
   of	
   magnitude	
   suppression	
   of	
   the	
  
resistance.	
  	
  Our	
  project	
  promises	
  to	
  resolve	
  the	
  pinning	
  problem	
  remaining	
  a	
  major	
  obstacle	
  
for	
  technological	
  use	
  of	
  superconductors	
  at	
  elevated	
  temperatures	
  and	
  magnetic	
  fields.	
  	
  
	
  
Topological	
  quantum	
  phenomena	
   	
  

The	
   objective	
   of	
   the	
   planned	
   research	
   is	
   to	
   investigate	
   dynamic	
   effects	
   related	
   to	
  
tuning	
   Majorana	
   bound	
   states	
   accompanied	
   by	
   odd	
   frequency	
   pairing.	
   	
   In	
   particular,	
   we	
  
investigate	
  dynamics	
  of	
  transformation	
  of	
  usual	
  Andreev	
  bound	
  states	
  into	
  chiral	
  Majorana	
  
edge	
  modes	
   in	
   Rashba	
   Superconductors,	
   i.e.	
   quantum	
   phase	
   transition	
   into	
   the	
   so	
   called	
  
topological	
  phase	
  of	
  Rashba	
  Superconductors.	
  	
  Manipulation	
  by	
  Majorana	
  states	
  in	
  hybrids	
  
is	
  one	
  of	
  the	
  most	
  promising	
  avenues	
  for	
  quantum	
  computations	
  and	
  a	
  remarkable	
  problem	
  
of	
  its	
  own	
  fundamental	
  merit.	
  	
  We will study the anomalous proximity effect and odd-frequency 
pairing in hybrid systems consisting of a nanowire in the contact with a superconductor.  Previous 
studies, limited to possible existence of the Majorana states under certain conditions, showed that 
Maojorana fermions can appear at the edge of a 1D spin-orbit-coupled wire in parallel magnetic 
field brought into a contact with a superconductor (see Fig. 6). However, the dynamical issues 
were not addressed so far and will constitute the core of our research.	
  

We will study nucleation/decay of Majorana states under the magnetic field switching 
on/off, and dynamical braiding effects due to interchanging the Majorana states. The temporal 
manipulation by these states is critical to quantum computing.  The theoretical approach will be 
based on the new approach including the time-dependent Bogoljubov-de Gennes formalism. The	
  
important aspect of the nanowire/superconductor junctions is the anomalous proximity effect, 
where the odd-frequency pairing state is generated.  We will employ the original theory of the 
odd-frequency pairing in hybrid systems and study theoretically the local density of states (LDoS) 
as a function of the impurity scattering, in order to understand conditions of realization of zero-
energy peak in LDoS.  The robustness of LDoS peak will serve a fingerprint of the existence of 
Majorana bound states and their coupling to odd-frequency superconductivity. We will study 

	
  
Fig.	
  5.	
   Magnetoresistance	
   of	
   the	
   perforated	
  
TiN	
  SC	
  film.	
  	
  Reentrant	
  zero-­‐resistance	
  state,	
  
0.7	
  T-­‐wide,	
  is	
  observed	
  at	
  T=0.1	
  K.	
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Josephson coupling across the surface of a 3D topological insulator, where we expect proximity-
induced odd-frequency pairing states.  We will investigate fully unexplored role of two-
dimensional fluctuations and multi-connectivity in topological hybrids utilizing our original 
theory of superconducting fluctuations and multi-connectivity effects.  We will pursue interface 
superconductivity (IS) where the admixture of order parameter components with different 
symmetry (s-wave, d-wave, p-wave) can arise due to Rashba spin-orbit coupling.  We will study a 
new class of tunable quantum phase transitions between the different topological phases in 
SC/2DEG/FM hybrids driven by the gate-controlled chemical potential and Zeeman splitting. 
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Fig.	
  6.	
  Stabilizing	
  topological	
  superconducting	
  state	
  in	
  a	
  1D	
  spin-­‐orbit-­‐coupled	
  wire.	
  (b)	
  Wire	
  band	
  structure	
  
in	
   the	
  presence	
  of	
   time-­‐reversal	
   symmetry	
   (red	
  and	
  blue	
  curves)	
   and	
  when	
   it	
   is	
  broken	
  by	
  magnetic	
   field	
  
(black	
  curves).	
  If	
  the	
  chemical	
  potential	
  lies	
  within	
  the	
  field-­‐induced	
  gap	
  at	
  k	
  =	
  0,	
  the	
  wire	
  appears	
  ‘spinless’.	
  
Incorporating	
   the	
   pairing	
   induced	
   by	
   the	
   proximate	
   superconductor	
   leads	
   to	
   the	
   phase	
   diagram	
   in	
   (c).	
  
Endpoints	
  of	
  topological	
  (green)	
  segments	
  of	
  the	
  wire	
  host	
  localized,	
  zero-­‐energy	
  Majorana	
  modes	
  (d).	
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BES Program Summary, July 2012 
 
Project Scope 
The primary goal of this project is to develop high-quality computational methods for 
reaching long time scales in atomistic simulation of materials. While direct molecular 
dynamics (MD) is limited to roughly one microsecond, it is often crucial to understand 
the dynamics on longer time scales.   We focus on infrequent-events, typically activated 
processes, as this characterizes the long-time dynamics of many, if not most, important 
materials processes (e.g.,surface growth, bulk diffusion, precipitate clustering, radiation-
damage annealing, grain growth, dislocation climb, etc.), and thus nearly every material 
process of importance to LANL and DOE missions.  For this type of system, we can 
exploit the infrequent-event nature to shorten the time between successive events that 
take the system from state to state, and hence probe the behavior at much longer times.  
Largely under this BES program, we have developed the accelerated molecular dynamics 
(AMD) approach, in which we let the system trajectory itself find an appropriate way out 
of each state, eliminating the need to pre-specify, or search for, all possible escape paths 
from a state.   The key is to find the next escape path more quickly than MD would, with 
the guiding principle of maintaining high accuracy in the resulting state-to-state 
dynamics. The methods in this AMD class are hyperdynamics, in which the potential 
surface is carefully modified to accelerate the escape dynamics, parallel-replica 
dynamics, in which many replicas of the system are evolved simultaneously to effectively 
parallelize time, and temperature accelerated dynamics, in which a high-temperature 
trajectory is employed to quickly scan for the first escape that should occur at the lower 
temperature.  With these core methods in place, our main focus now is on making them 
more powerful and efficient for a wide variety of realistic systems, fully exploiting 
upcoming computer architectures, and making the methods available and effective for 
materials experts at LANL and elsewhere. One of the key obstacles is the persistent 
presence of low barriers, which limits the computational speedup. 

Recent Progress 
In the last year, our method development efforts concentrated primarily on two 
important generalizations of existing AMD methods -- namely, a local version of 
hyperdynamics and an improved understanding of the behavior of parallel-replica 
dynamics when applied to coarse-grained representations of state-space. In the case of 
hyperdynamics, application of the standard formulation are limited to rather small 
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systems because as the number of available transitions increases, the probability that 
somewhere in the system the vicinity of a dividing surface is visited increases rapidly, 
leading to a rapid decrease of the effectiveness of the bias potential, and hence of the 
acceleration. In principle this limitation can be circumvented because most transitions 
are local in nature, i.e., they involve atoms located in a very small region of space. 
Hence, transitions that are sufficiently separated occur independently from one 
another. This fact is key to our new local hyperdynamics formulation: the bias force 
has to be turned off locally in the vicinity of a potential transition but can remain 
active elsewhere. This way, the acceleration is limited by the size of the local region, 
and not by the overall size of the system. While simple to state, this generalization 
turns out to be quite subtle to achieve in practice. We have now demonstrated its 
efficiency and accuracy on realistic systems and are proceeding to implementing it 
within SPaSM, a large-scale, massively-parallel MD code developed at LANL.  In the 
case of parallel-replica dynamics, we derived a solid formal understanding of the 
method in its full generality, where the states of the system are defined by arbitrary 
volumes in configuration space. We demonstrated that, despite this fully general 
choice, parallel-replica dynamics will remain arbitrarily accurate, but that its 
efficiency will be dictated by the particular nature of the states. This flexibility can be 
exploited to tailor the states to the system at hand, thereby greatly improving its 
flexibility and parallel efficiency for complex systems. 
 
We also applied AMD techniques to a wide variety of problems of technological 
importance. For example, we studied nanoscale friction in the context of friction force 
microscopy (FFM) experiments. We used parallel-replica dynamics over a wide range 
of temperatures and scanning velocities to validate a complete rate-theory model 
based on harmonic transition state theory. We also directly compared parallel-replica 
dynamics simulations with actual FFM experiments. We were able to achieve the 
same thermally activated regime and obtained very good agreement in terms of 
energetics and scaling with velocity and temperature. We however showed that 
discrepancies exist because of the very large mismatch in terms of inertia between the 
virtual and real cantilevers.  Other recent applications of the AMD techniques include 
the grain-boundary-assisted healing of radiation damage in metals, the transformation 
of nanotube fragements into graphene, and the dynamics of interstitial clusters in Zr.  
 
Finally, we contributed to the fundamental understanding of MD by investigating the 
synchronization behavior of Langevin thermostats (the tendency of trajectories 
originating at different points in phase space to synchronize when exposed to the 
same stochastic forcing).  Specifically, we addressed the spatio-temporal behavior of 
synchronization upon local disruption of the dynamics. We demonstrated that, in 
three dimensions, a local disturbance only locally disrupts synchronization. This new 
understanding will allow us to exploit the synchronization effect to increase the 
effectiveness of the AMD methods. 
 
Future Plans 
Our future work will be articulated around three important, and often inter-related, 
challenges: addressing the low-barrier problem, improving scalability (with respect to 
system size and number of CPUs), and further generalizing the methods to enable the 
investigation of more complex systems. To address the low-barrier problem, one of 

301



the most promising strategies is to coarse-grain state-space in such a way that most 
low-barriers connect internal sub-states, while higher barriers lead out of the states. 
For example, we recently showed that parallel-replica dynamics can be made 
arbitrarily accurate for any definition of states, and that the efficiency of the method 
can be drastically improved if good states can be identified. This observation is the 
key to applying parallel-replica dynamics to systems with very heterogeneous 
distributions of barriers, or even in cases so complex (such as soft matter) that super-
states cannot be created by grouping discrete states. The main challenge we will have 
to tackle is to develop heuristics to identify (quasi-)optimal definitions of states and to 
estimate the correlation time of the dynamics in these states. These strategies might, 
for example, involve “scouting” trajectories, perhaps at higher temperatures, 
exploring the neighborhood in front of the official trajectory to identify good states as 
fast as possible. This will also give us an opportunity to revisit the core structure of 
the different methods in order to identify and exploit all available parallelism. This 
will be crucial on the path to the exascale, where the number of available cores will 
literally explode. Efficiently harvesting that computing power will be a challenge but 
also an opportunity as it opens the door to yet unexploited strategies, such as 
speculation (for example, temporarily assuming that each transition observed in TAD 
might be accepted, so that work on the next putative transition can begin). This will 
be done in collaboration with the computational co-design efforts at LANL.  Another 
extension of an AMD method that will help address both scaling with system size and, 
to some extent, low-barriers, is the local formulation of hyperdynamics. We will 
demonstrate the method on very large systems --- e.g., up to 109 atoms --- that are 
only amenable with massively parallel MD. This will allow us to explore a 
completely new regime where problems requiring both long time and large length-
scales would become directly amenable to MD simulations. In certain instances of 
such problems however, large length-scales are mostly inert in terms of slow 
structural changes but are critical in providing the right elastic and vibrational 
boundary conditions to “active” regions, where the structure of the material evolves 
on long timescales. In such cases, a full atomistic treatment would be inefficient. We 
will investigate the coupling of multiscale techniques (such as the finite-temperature 
quasicontinuum method) and advanced boundary conditions (e.g., based on the 
projection operator formalism) with small atomistic domains where the AMD would 
be targeted. This would be ideal to tackle problems such as friction at the tip of a 
friction force microscope, where we recently demonstrated that capturing the effect of 
the huge inertia of the (large) cantilever is crucial for a proper description of the 
dynamics of the (small) contact region, and hence of friction.  
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Fig. 1 New ultrahigh pressure phases of H2O-ice 
are predicted using adaptive GA method.  

Exploratory Development of Theoretical Methods 

Principle Investigators: Cai-Zhuang Wang (FWP Leader), Vladimir Antropov, Bruce Harmon, Kai-Ming 
Ho, and Viatcheslav  Dobrovitski  
Ames Laboratory, Ames, Iowa, 50011 
wangcz@ameslab.gov 
 
I. Project Scope 

 
The purpose of this FWP is to generate new theories, models, and algorithms that will be beneficial to 

the research programs at the Ames Laboratory and to the mission of DOE. This FWP will lead the 
development of theoretical tools to study a broad range of problems in physics, materials science, and 
chemical as well as biological systems. The generality of these tools allows the cross-fertilization of ideas 
from one problem to problems in an entirely different area through the common link of the mathematical 
formulation of the problem. Such leaps across topic areas and in some cases across disciplines are 
characteristic of the power of a fundamental physics-based approach to the development of new 
theoretical methods, facilitated by the availability of general theoretical tools applicable to very different 
sets of problems. Current research is along the following three directions: 

1. Development of methods for crystal structure prediction and materials discovery 
2. Development of methods for calculation of strongly-correlated electron systems 
3. Development of methods for accurate calculation and quantum control of spin dynamics 

 
II.   Recent Progress 
 
Methods for Crystal Structure Prediction and Material Discovery 
 We have developed a fast and efficient adaptive genetic algorithm (GA) method for crystal structure 
prediction [1-4]. Our method performs GA searches using auxiliary classical potentials to screen the 
energies of candidate structures, and select only a few of them for more extensive first-principles 
evaluation. Parameters of the auxiliary potentials are adaptively adjusted to reproduce the first-principles 
results during the course of the GA search. This method combines the speed of empirical potential 
searches with the accuracy of first-principles 
calculations. The efficiency of the adaptive GA 
method allows a great increase in the size and 
complexity of systems that can be studied. The 
performance of adaptive GA is demonstrated by the 
predictions of several new high pressure phases for 
SiO2, ice, and MgSiO3. We also developed strong 
interactions with the magnetism group at Ames 
Laboratory to describe and predict the structures and 
properties of new magnetic materials. Results have 
been obtained for systems where experimental 
structures are either unknown or questionable (e.g., 
Zr-Co, Hf-Co systems). The combination of our 
computational techniques with experimental efforts at 
Ames Laboratory represents a unique approach for 
new materials design and discovery.  
 

First-Principles Methods for Strongly Correlated Electron Systems 
The objective of this task is to develop theories and computational approaches that can incorporate 

strong correlation effects in a truly first-principles, self-consistent manner without the usual empirical U 
and J parameters.  Towards this goal, we have studied the problem using two related approaches: 
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Fig. 2 An integration of dynamical decoupling 
and internal resonance in the coupled-spin 
system to resolve the conflict between gate 
operation and decoupling 

Gutzwiller density functional theory (G-DFT) [8-10] and correlated matrix renormalization (CMR) 
approximation [7]. 

G-DFT:  In contrast to the Kohn-Sham approach where the kinetic energy functional is introduced in 
reference to a non-interacting electron system, we introduce a new kinetic energy functional in reference 
to an interacting electron system with exact treatment of onsite kinetic energy and Coulomb repulsion 
while using the Gutzwiller approximation for interactions between localized and delocalized electrons. 
This new energy functional yields a set of self-consistent one-particle Schrödinger equations analogous to 
LDA. At the same time, it also introduces additional variational degrees of freedom in the problem 
corresponding to the occupations of various local (many-body) electronic configurations in the system. 
By a proper choice of the residual exchange-correlation functional, we have applied the G-DFT to 
investigate the dissociation problem in H2 molecules. 

CMR Approximation: Following Levy’s constrained search formulation of DFT, we recently 
extended our Gutzwiller DFT approach to obtain new forms for the exchange-correlation functional for 
calculation of the ground state energy of the system when the variation is made within the subspace of 
interacting trial wave functions with the Gutzwiller form. In this approach, we replace the Gutzwiller 
approximation by the more general correlation matrix renormalization (CMR) approximation in which 
both the one-particle density matrix and the two-particle correlation matrix of the system are renormalized 
from the Hartree-Fock (HF) results due to local electron correlation effects. Using this approximation, we 
can derive an exact closed form for the total energy of the system, which can be used to obtain a set of 
equations to solve for the ground state of the system using interacting variational wave functions in an 
analysis analogous to the Hartree-Fock analysis for non-interacting variational wave functions. The 
method is free of screened Coulomb interaction parameters by directly taking the Coulomb integrals over 
the basis of local orbitals. It is also free of double counting issues commonly encountered in many 
previous many-body approaches. 

 
Ab initio Method for Spin Fluctuation Calculations  

We developed a new technique to incorporate spin fluctuations into modern band structure 
calculations [11-13]. This technique is based on a many body perturbation theory treatment of electron-
electron interaction and represents an addition of particle-hole diagrams to the mean field solution 
obtained by such static methods as LDA, GW, etc. This is a generalization of our previous ab-initio 
calculations of dynamic spin susceptibility in magnetically ordered or paramagnetic systems and 
consecutive estimation of particle-hole ladder diagrams, representing electron-magnon interactions. Our 
results indicate that this method is important for magnetic materials under pressure in general as well as 
itinerant magnet systems. We show significant improvement of the description of magnetic properties in 
pure ferromagnetic 3d transition metals under pressure and 
in iron superconductor compounds. In other materials 
(e.g., graphene) our results have predictive character. 

 
Quantum dynamics and control of individual spins in 
diamond 

Understanding and controlling matter at the level of 
individual quantum particles is an exciting scientific 
endeavor, and is one of the Grand Challenges identified by 
the DOE Office of Science. Beside fundamental interest, 
this research is important for applications ranging from 
nanosciences to advanced sensing and quantum 
information processing. In order to meet this challenge, 
new theoretical approaches and experimental tools are 
being actively explored. We have developed novel 
theoretical techniques for investigating and controlling the 
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quantum spin dynamics of individual electronic and nuclear spins in diamond, which are coupled to their 
solid-state environment [14-26]. With these tools, we are able to design efficient approaches for 
controlling quantum spins, including realistic imperfections, and reliably assess the protocols’ 
performance. We demonstrate how our theoretical work helped understand the quantum dynamics of 
individual spin impurities in diamond, and guided our joint theory/experiment work on controlling a 
single quantum spin in solid-state environment [19] and implementing decoherence-protected controlled 
dynamics of two coupled spins. As a result, we were able to realize the first quantum computation 
(quantum search algorithm) on two individual solid-state spin qubits [14], and, using this advance, 
demonstrate extremely sensitive nanoscale tomography with single-spin resolution in solids. 
 
III.   Future Plans 
 
Methods for Crystal Structure Prediction and Material Discovery 

We will develop algorithms and methods for free energy and phase diagram calculations in order to 
predict the stabilities of the alloy phases at finite temperatures. We will explore the efficiency of using 
genetic algorithm to generate a good set of low-energy structures for configuration free energy 
calculations.  Methods will also be developed to study the magnetic structure stability at both zero and 
finite temperatures. We will further improve the efficiency of the adaptive GA method for large and 
complex systems. We will also develop efficient parallel and GPU algorithms to further optimize the 
adaptive GA code to get better performance on DOE peta-scale computers.  
 
First-Principles Methods for Strongly Correlated Electron Systems 
We will continue to develop the CMR approach for strongly correlated electron systems. One of the key 
steps is how to accurately evaluate the renormalization factors for the one-particle and two-particle 
density matrices. We will benchmark the CMR method against the accurate quantum chemistry method 
(e.g. CI) for small molecules in order to develop a robust scheme for accurate evaluation of the 
renormalization factors in the CMR method. The method developed will then apply to solid-state systems.  
 
Method for Spin Fluctuation Calculations and Quantum Control of Spins 

We will develop methods and codes for studying spin dynamics and spin fluctuation based on ab-
initio FLEX approach. Methods will also be developed for handling finite temperature ab initio quantum 
spin dynamics for metals and molecules. 

We will investigate the influence of the spin decoherence of the NV centers in diamond on its optical 
properties, which is needed for better characterization and future functionalization of these very 
promising system. We will investigate joint dynamics of the electronic and nuclear spins of the NV 
centers, and study the possibility of using it for magnetic sensing at nanoscale, as well as for other 
applications in nanosciences. We will study the spin-phonon interaction and the possible role of the 
dynamic Jahn-Teller effect on the excited states of NV centers in diamond. In this way, we will establish 
the effect of the phonons on the electronic properties and spin coherence of NV centers, a current hot 
topic in the race to functionalize this promising ‘defects’.  We will also further develop advanced 
approaches to modeling of spin dynamics in complex nanostructures, including organic LEDs and organic 
spin valves. In this way, we will be able to better model these important novel energy-efficient devices. 
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Charge patching method for electronic structures and charge transports of 
organic and organic/inorganic mixed nanostructures 

Principle investigator: Dr. Lin-Wang Wang 
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lwwang@lbl.gov 
 
Project scope 
The goal of this project is to develop large scale simulation methods to study inorganic and 
organic nanostructures, including their atomic configurations, electronic structures and carrier 
transports. In particular, we like to develop the charge patching method (CPM), which uses 
charge motifs generated from small prototype systems to construct the charge densities of 
large nanosystems without doing selfconsistent calculations. This CPM has been used to study 
inorganic nanocrystals as well as organic polymers. We also develop other linear scaling 
methods for large system calculations. These include the divide-and-conquer linear scaling 
three dimensional fragment method (LS3DF) for large system density functional theory (DFT) 
total energy calculations; the potential patching methods for shallow impurity calculations. We 
have also developed a series of new methods for carrier dynamics simulations. One is a 
variational method to calculate the electron-phonon coupling constants for all the phonon 
modes all at once from a single selfconsistent calculation. Another is an accelerated non-
adiabatic molecular dynamics with proper approximations for carrier transport simulations. The 
method can simulate a few thousand atom system for a few ps within a few hours using large 
super computers. Finally, we also carried out code development. Our GPU implemented plane 
wave pseudopotential code PEtot_GPU can perform a molecular dynamics (MD) simulation of a 
512 atom system at the speed of 12 second per MD step.  

We have used the above developed methods to study the atomic structure, electronic 
structures, and transport properties of nanocrystals and organic systems. These include: dipole 
moments in nanorods; excitons in nanocrystals; electron density of states in disordered 
polymers; carrier hopping transport in disordered polymers; carrier transport mechanism in a 
monolayer of self-assembled oligomers; carrier transport in molecular linked quantum dot 
arrays; nonradiative carrier trapping by deep levels; shallow impurity levels; solid-liquid hybrid 
phases. We have also forged broad collaborations with experimental groups both inside and 
outside Lawrence Berkeley National Laboratory (LBNL).  

Recent progress 
Nonradiative carrier trapping in GaN: We have developed a method to calculate the 
nanoradiative trapping rate by a deep impurity level. In our example of GaN, this deep level is a 
Zn substituting Ga and N vacancy complex (ZnGa-VN). The nonradiative decay process is induced 
by electron-phonon interaction. There could be thousands of related coupling constants. Direct 
calculation based on numerical displacement of atoms will thus require thousands of 
selfconsistent calculations. We have developed a novel method based on variational principle, 
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which allows the calculations of all these coupling 
constants between a pair of electron eigen states to 
be calculated all at once in a single selfconsistent 
calculation. This makes it practical to study the 
nonradiative carrier recombination by a deep level 
using a few hundred atom supercell. Figure 1 shows 
the phonon density of states and their 
contributions to the nonradiativ decay rate.  
 
Accurate shallow impurity calculations: We have 

developed a procedure to calculate the shallow 
acceptor levels in semiconductors. This procedure 
combine local density approximation (LDA) large 
scale calculation (with patched electron potential, 
for 64,000 atom system) to converge the eigen energies with GW calculation to describe the 
central-cell potential. Compared to experiment, the calculated shallow impurity binding energy 
has an error of about 10 meV. We have studied Si:B, 
Si:Al, Si:Ga, Si:In, Si:Tl, GaP:Bi, GaAs:Si, GaAs:Ge, 
GaAs:Sn, GaAs:Mg, all shallow acceptor levels. The 
results are shown in Fig.2.  
 
Ab initio non-adiabatic molecular dynamics (AB-
NAMD): In AB-NAMD, the nuclei dynamics is carried 
out by Newton’s law, while the electron evolution is 
described by the time dependent Schrodinger’s 
equation. It is a powerful method to study carrier 
dynamics because it does not require any 

presumption of the underlying mechanisms of the 
carrier transport. The drawback for AB-NAMD is its 
high computational cost, due to the small time step 
(10-3fs) one needs to use. We have developed a 
method which increases the time step of the 
computationally most expensive 
part to 0.5fs. We have also 
deployed the charge patching 
method, and an overlapping 
fragment method to solve the 
adiabatic states of the single 
electron Hamiltonian. Combining all 
these methods, we have simulated 
the carrier transport of a monolayer 
of thiophene ring molecules for 1 ps, 
which contains 4000 atoms. 

Figure 1, the phonon density of states (uper panel) 
and their contribution to the nonradiative 
recombination rate for a ZnGa-VN impurity in GaN. 

Figure 2, the calculated shallow acceptor binding 
energy compared with experimental binding energy. 
The LDA+GW are the current results, while other 
symbals represent results of othe conventional 
methods. 

Figure 3,the non-adiabatic path of a carrier (thick red 
line, left panel) within the adiabatic stat energies. The 
adiabatic states are shown in the right side panels.  

309



LS3DF atomic relaxation: LS3DF method is a divide-and-conquer DFT total energy method for 
nanosystem calculations. It divides a system into many small fragments, calculates each 
fragment quantum mechanically, while patching their charge densities to yield the charge 
density of the full system. The Poisson equation is solved for the full system, thus the long 
range Coulomb interaction has been taken into account. It uses a novel patching scheme, which 
cancels out the artificial boundary effects among different fragments. It is highly accurate, with 
typical total energy errors of about 10 meV/atom comparing to direct DFT calculations. Due to 
its divide-and-conquer scheme, it can be massively parallelized (e.g., scaled to 150,000 
computer processors). Recently, we have calculated the atomic forces based on LS3DF method, 
found they are very close to direct DFT calculated force. We have successfully used the atomic 
forces to relax a Si quantum dots with 4000 atoms. The atomic relaxation is also helped by 
using an approximated Hessian matrix based on valence force field model.  
 
GPU plane wave pseudopotential DFT calculation: We have implemented our plane wave 
pseudopotential (PWP) DFT code PEtot on GPU machine based on CUDA programming. This is 
aimed at overcoming the lack of scaling problem for large scale PWP DFT calculations. Our 
implementation indicated that GPU can be used to significantly speedup the PWP DFT 
calculation (e.g., by a factor of 20). However, the program needs to be redesigned, and 
sometime new algorithms need to be introduced.  
Table 1, the number of CPU and GPU processors, and their computational times for 1 MD step of a 512 atom GaAs system. 

No. of CPU core 512 1024 2048 4096 

PEtot_CPU (time, second) 277 223 203 216 

No. of GPU 32 64 128 256 

PEtot_GPU(time, second) 31.6 20.8 13.2 11.4 

 
 Planned Activities: 2012-2013 
  
 We plan to further improve the AB-NAMD method. Currently, we use classical force field 
method to move the atoms, thus ignoring the polaron effects. We will incorporate the polaron 
effect in our calculation in the future. We will use this method to systematically study the 
carrier transport in 2D self-assembled monolayer molecules and to compare with experimental 
measurements. We will also use AB-NAMD to calculate the charge transport in nanosystems, 
including nanocrystals connected with linker molecules, or core-shell, and connected quantum 
dots. We will also use AB-NAMD to study carrier cooling in a nanosystem. Recently, we have 
developed a realistic ligand passivation model for PbS, PbSe quantum dots. We will investigate 
the surface defect states based on this surface passivation model. We will study the carrier 
nonradiative recombination via the surface defect states using our newly developed variational 
method for electron-phonon coupling constant calculations. We will carry out more shallow 
impurity calculations, especially use such calculations to explain many fine structures of bulk 
optical spectroscopy. We will use the LS3DF method to calculate the effects of stress on 
nanosystems, especially the change of their electronic structures. Finally, we will study the 
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charge transports between connected quantum dots, or between quantum dots and connected 
molecules.  
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Project Scope 

A standard tool for calculations in condensed matter physics, material science, and chemistry 

is density-functional theory (DFT) – a computational methodology rooted in quantum 

mechanics. While DFT calculations are usually highly accurate and reliable, they are 

computationally expensive and therefore limited to studies of small systems over short times. On 

the other hand, molecular dynamics (MD) simulations based on classical inter-atomic potentials 

are much less computationally demanding, greatly extending materials simulations beyond the 

reach of DFT. Classical MD simulations are capable of studying diverse phenomena including 

plasticity, deformation under shock, atomic diffusion, and phase transformations. Vital to the 

success of MD simulations are high-quality potentials capable of mimicking the quantum 

mechanical interactions between atoms. Force-matching provides a bridge between accurate 

DFT and classical potentials by optimizing the potential parameters to forces, energies, and 

stresses computed by DFT for representative atomic configurations. Our potentials are 

constructed using the force-matching method and a fitting database containing a large number of 

forces from DFT-based MD simulations, as well as many DFT-computed physical properties. 

Fitting to force data from a variety of temperature and stress conditions creates potentials that are 

accurate over a large range of simulation conditions. Generating accurate potentials is an 

optimization problem in a high dimensional space. Our potentials are parameterized by splines, 

and the spline knots are optimized using a combination of simulated annealing and conjugate-

gradient-like algorithms. Testing is the critical part of the fitting procedure. Rigorous and 

extensive tests for a wide range of properties properly gauge the quality of our potentials and 

lead to progressively better potentials during the iteration cycle of fitting. We assess the quality 

of our potentials by comparing a wide variety of computed properties to DFT calculations and 

experimental data: energy-volume curves for various crystal phases, elastic properties, point 

defects, low-index surface properties, phonons, thermodynamic behavior including melting, 

generalized-fault energies along major slip directions, the ideal shear, and the Peierls stress. All 

the testing procedures are automated by an efficient script, and results are presented in 

graphic/tabular forms. A significant amount of effort has been devoted to develop a systematic 

scheme that can produce accurate and reliable inter-atomic potentials. A cubic-spline-based 

modified embedded-atom method (MEAM) potential was developed for pure Ti [13] that 

accurately describes martensitic phase transformations between the hcp , bcc , and hexagonal 

 phases. We have also developed an embedded-atom method (EAM) potential for pure Nb [11] 

and a MEAM potential for Mo [2] that accurately models a large variety of behavior, including 

structural and elastic properties, surface energies and relaxations, and melting. 
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Figure 1: Examples of test results of one of our SW+MEAM potential for bcc W: (a) a radial plot for 

various properties, (b) energy vs. volume curves for bcc and four different meta-stable phases, and (c) 

generalized stacking fault energies of {112} planes along <111>. The classical potential reproduces DFT 

results for many properties with excellent agreement. In the radial plot (a), a circle is divided by 20◦, 

yielding 18 different radial directions. Each radial direction is associated with one of the physical 

properties: elastic constants, energies of various crystal phases, formation and migration energies of 

vacancy, low-index surface energies, gamma surface energies, and phonon frequency. DFT values are 

normalized in each property direction to form a regular octadecagon, represented by blue solid lines. Test 

results for classical potentials are normalized by DFT values in each direction, and represented by red 

connected squares. 

 

Recent Progress 

The most promising inter-atomic potentials for metals include EAM and MEAM potentials. 

EAM potentials are based on ideas from DFT and include effective many-body effects. MEAM 

potentials extend EAM potentials by additionally including explicit three-body interactions. We 

are developing EAM and MEAM potentials for the commercially important body-centered cubic 

(bcc) refractory metals (V, Nb, Ta, Mo, and W) in an effort to systematically study the behavior 

of the potentials under a variety of simulation conditions. This effort will provide insights into 

the capabilities of potentials for transition metals, produce accurate potentials for these metals, 

and provide a solid foundation for developing potentials for important alloy systems. 

In addition to EAM and MEAM, we are also exploring a new format of spline-based classical 

potential that hybridizes both the Stillinger-Weber (SW) potential and the MEAM potential, 

which we currently address as SW+MEAM. By including the SW potential into the MEAM 

potential form we are adding more complexity and free parameters to the MEAM potential in the 

hopes that we are better able to mimic more quantum mechanical properties at a fraction of the 

computational cost. Our preliminary results for Mo and W show just that. The SW+MEAM 

potentials are able to reproduce the energy vs. volume curves for many low-lying metastable 

phases, and perform well in a battery of tests for various mechanical properties using DFT results 

as the benchmark in our comparisons, as can be seen in Fig. 1. 

Developing a spline-based SW+MEAM using the previous fitting routine such as simulated 

annealing followed by a Powell least-squares minimization have become too computationally 
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expensive to run on any current supercomputers. Also with the added complexity of the 

SW+MEAM functional form, finding a global minimum fit to large DFT database is proven to 

be too difficult for simulated annealing. A new optimizer is desperately needed with two goals in 

mind: (a) speed – fast optimizer that can quickly lead to a minima and (b) quality - optimizer that 

can consistently give the global minimum in a complex multidimensional space. Our preliminary 

results show a hybrid combination of the genetic algorithm and the Powell least-squares 

minimization routine satisfies both of these criteria. This new hybrid optimizer outperforms 

simulated annealing in every test case by at least an order of magnitude in speed. The hybrid 

optimizer is also capable of searching a more complex multidimensional space that we have seen 

simulated annealing consistently fails at. This new optimizer, we believe, is capable of 

computationally fitting long-range potentials that can better match DFT across a range of 

thorough tests that were previously impossible with any other classical potential fitting code.  

 

Future Plans 

The MEAM formalism is inherently a more complete description of complex materials than 

EAM since it explicitly includes a three-body bond-bending term. However, a thorough and 

systematic comparison of the two methods has not been conducted in the literature. Our initial 

comparisons of EAM potentials to MEAM potentials, both fit to the same data for a given metal, 

indicate that MEAM potentials can improve over EAM for some properties and generally agree 

better with experimental values and DFT calculations. We will conduct systematic comparisons 

between EAM and MEAM potentials over a wide range of properties. 

Our success in constructing classical potentials for pure Ti and pure Nb motivates us to 

construct classical potentials for Ti-Nb alloys. Ti-Nb alloys undergo martensitic phase 

transformations leading to superelasticity. This, coupled with Nb's non-toxicity, makes Ti-Nb 

alloys promising materials for biomedical implants. Nb is also a major constituent of Gum Metal 

alloys - multicomponent bcc titanium alloys with exotic deformation properties. Ti-Nb serves as 

a tractable starting point for theoretical studies of Gum Metals. Classical potentials will be 

developed for use in molecular dynamics simulations to study the dynamics of phase 

transformations and deformation processes in Ti-Nb alloys. 

The abundance of accurate and reliable classical inter-atomic potentials allows us to design 

some spin-off projects. Despite great advances in scientific computing results from many 

property simulations still remain unclear or controversial in materials science. One of them is the 

study of the low-temperature plasticity of bcc metals. Particularly, simulations for structures and 

dynamics of screw dislocations will be carried out. The DFT simulations for dislocations require 

large computational cells, and special boundary conditions to accommodate the long-range 

distortion. Hence, reported DFT results are scarce, and often problematic. Large-scale 

simulations with a large number of accurate inter-atomic potentials will lead to better 

understanding of plasticity of bcc metals. Studying phase diagrams including melting behaviors 

for some transition metals at high pressures and temperatures is another spin-off project that we 

can perform with good inter-atomic potentials. 
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PROJECT SCOPE 

 

We are developing a systematic, quantitative approach to designing novel materials with fast 

(de)hydrogenation kinetics using state-of-the-art first-principles density functional theory 

calculations based on microscopic models of nucleation, mass transport, and diffusion. One of our 

main objectives is to develop a comprehensive theoretical framework for describing the kinetics 

of phase transformations in multinary complex hydrides, including the nucleation and growth of 

product phases upon hydrogen release and uptake. This framework will fill a critical basic science 

area of need in the hydrogen storage field, providing an in-depth atomistic picture of the kinetics 

of phase transformations controlling the rate of hydrogen release from multicomponent complex 

hydrides.    

 

The successful prediction of novel materials and reactions will also require development of more 

broadly applicable computational tools, which we are developing:  (i) computational prediction of 

crystal structures of new materials, (ii) Monte Carlo methods to deduce stable interfaces (for 

nucleation kinetics), and (iii) the use of high-throughput computation and data mining tools to 

elucidate descriptors for materials properties. 

 

RECENT PROGRESS  

 

First Principles-Assisted Structure Solution 

We have extended our earlier work on a symmetry-leveraging genetic algorithm (SLGA) 

designed to computationally solve crystal structures in a known space group. The enhanced 

approach, which we refer to as first principles-assisted structure solution (FPASS), now combines 

three elements to map an input diffraction pattern to a density functional-validated structure: 1) a 

computational structure optimization engine (a genetic algorithm acting on DFT total energies); 

2) the target crystal’s experimental candidate space group(s) and diffraction pattern; and 3) mined 

information on Wyckoff site occupancies in different space groups from the Inorganic Crystal 

Structure Database. FPASS is more robust and widely applicable than our first-generation SLGA, 

and we have successfully applied it to a wide variety of test cases: the hydrogen storage 
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candidates MgNH and NH3BH3; Li2O2, relevant to Li-air batteries; the shape-memory alloy NiTi; 

and high-pressure silane, SiH4. 

 

Mass Transport in the B20H16 System 

Using DFT calculations, we recently predicted that B20H16 should release 7 wt. % H2 at 20 °C 

and a pressure of 1 bar following: B20H16 → 20B + 8H2.  With this large hydrogen capacity and 

nearly ideal thermodynamic properties, this system is attractive for storage applications. 

However, there is no experimental data on the reaction kinetics. Following the methods of mass 

transport kinetics (developed by us, and initially applied to NaAlH4 reactions), we have studied 

point defect energetics in both bulk B20H16 and B in order to gain insight into the mass transport 

kinetics. We find the defect formation energies in B20H16 are much lower than those in B, leading 

to large concentrations of defects in the former. In particular, we find that the lowest-energy 

defect is interstitial H2 in B20H16. From this we conclude that mass transport is dominated by 

interstitial H2 diffusion through B20H16.  

 

The overall mass transport rate will be determined by the activation energy, Eact = Eform + Emig, 

where the latter two terms described the defect formation and diffusion energetics, respectively. 

We have evaluated the formation energy and find that it is equal to 58 kJ/mol under 

dehydrogenation conditions and -6 kJ/mol under rehydrogenation conditions. We are in the 

process of evaluating the migration barrier; however, given the relatively low values of Eform, the 

activation energy is likely to be low enough that mass transport will occur relatively rapidly 

compared to other hydrogen storage systems. 

 

Symmetry-Building Monte Carlo-Based Structure Prediction 

Unconstrained structure prediction is unfeasible in even moderately sized systems. In reality, 

most crystals have higher than P1 symmetry, which sets constraints on some atomic coordinates 

and lattice vectors. These restraints reduce the number of crystallographic degrees of freedom and 

can be used to limit the search space during structure prediction. However, in cases where there 

exists no experimental information about the structure, these symmetries are a priori unknown. 

 

We have developed a Monte Carlo-based structure prediction code that builds and leverages 

symmetry on the fly. Symmetry is treated in two steps: in the first, the symmetry is calculated to 

within some tolerance (e.g. 0.5 angstroms), after which the basis vectors and atomic coordinates 

are refined so that they exactly satisfy these symmetry requirements; secondly, subsequent trial 

moves are generated so that they do not violate any of the restrictions imposed by the set of 

symmetry operations. The symmetry-building step is treated as a Monte Carlo move so that it is 

attempted and accepted with some probability. In this way, the symmetry can be increased as the 

simulation proceeds (starting from no symmetry at all), simultaneously reducing the number of 

degrees of freedom that must be explored. 

 

Monte Carlo Study of Nucleation in Hydrogen Storage Reactions 

Recent work has focused on the study of mass transport as a possible rate-limiting step in 

hydrogen storage reactions. However, there is experimental evidence that nucleation may be rate-

limiting in some cases; in the MgH2 + 2LiNH2 system, the activation energy has been observed to 

decrease on product seeding with Li2Mg(NH)2.  In order to study the nucleation kinetics, we must 

first know which interfaces exist between the bulk and nucleus structures. Due to the complexity 

of structures of many metal hydrides, the number of possible interfaces (including relative 

orientations) between phases is too large to study exhaustively using first-principles methods. 

 

We are developing a Monte Carlo-based code that will be used to search for possible interfaces 

found during nucleation. The code is built on classical potentials, which will be fit specifically to 
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each system of interest. A search is then performed for the ground-state structure of the nucleus 

embedded in the bulk phase. From this, we can identify which interfaces are the most prevalent 

and therefore the lowest in energy. Finally, more accurate first-principles calculates can be 

carried out on this much smaller set of interfaces. 

 

Modeling Dopant Solubility in Cubic Zirconia 

A standard approach to understanding physical phenomena in materials is to search manually for 

clear interrelationships among properties, often by employing basic statistics such as linear 

regressions. The goal of such a search is to identify a descriptor variable that meaningfully 

explains a trend in another target property. But what if a materials data set is too large and/or 

chemically diverse to explain by straightforward human inspection or known descriptors? We 

present such a case by performing large-scale first-principles calculations to determine the 

solubility thermodynamics of 70 dopant cations in cubic zirconia. This data set, spanning three 

charge states and most non-synthetic metals in the periodic table, defies simple “manual” 

explanation, and is not captured by two established materials descriptors: cation size and d-band 

theory. To overcome these challenges, we employ advanced statistical methods [see Reshef et al., 

Science 334, 6062 (2011)] and data mining algorithms to cluster the dopants into distinct classes 

that behave similarly in zirconia. 

 

In Figure 1, we give the results of X-means clustering [Pelleg and Moore, Proc. 17th Intl. Conf. 

Machine Learn. (2000)] on our collection of dopants. In this approach, we first enumerate a wide 

variety of properties of the dopants’ parent oxides (e.g., BaO, Fe2O3, ThO2); these properties are 

both DFT-calculated (e.g., band gap) and empirical (e.g., electronegativity). Then, we use these 

properties as input to a clustering algorithm, which identifies groups of dopants that are most 

alike each other. These clusters, which should behave similarly in zirconia, form the basis of our 

subsequent solubility model. 

 

 
 
Figure 1. Results of our X-means clustering analysis, which we applied to data on the 70 dopant 

binary oxides in this study. The clustering algorithm identifies chemically meaningful 

relationships that appear on the periodic table, without supplying any human knowledge. 

 

FUTURE PLANS 

 

In the next year, we are planning to conduct an in-depth study of mass transport for the 

decomposition of magnesium borohydride, which will require calculations of defect energies and 

diffusion coefficients in magnesium borohydride, magnesium hydride, and magnesium 

closoborane. We are also planning to initiate studies of nucleation kinetics in sodium alanate to 
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determine whether the nucleation of one of the product phases is a rate-limiting step in undoped 

samples. 

 

We have concentrated during the present year on the development of a variety of novel 

methodologies:  symmetry-constrained Monte Carlo, Monte-Carlo based nucleation code, 

symmetry-leveraged crystal structure solution, and high-throughput data mining schemes.  It is 

anticipated that in the coming year, we will be extensively testing these novel methodologies on a 

wide variety of materials and hydrogen storage reactions. 
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Main Thrust of the Project  

Long ranged interactions, such as van der Waals and Casimir forces, are of fundamental importance for 

understanding the basic science of nanostructured graphitic materials. Such interactions are responsible 

for how different graphitic systems interact between each other and with other materials. The objective 

of this project is to investigate how unique properties stemming from the dimensionality, curvature, and 

honeycomb  carbon  atom  arrangement  influence  the  van der Waals/Casimir  forces.  For  this purpose, 

analytical  techniques with  various degrees of approximations,  capable of  revealing  various  important 

contributions,  are  developed.  The  general  strategy  is  to  build  a  comprehensive  theory  that 

accommodates  the  important  factors  contributing  to  such dispersive  interactions, and elucidate each 

one  by  studying  limiting  cases.  Following  this  path,  we  are  able  to  uncover  an  array  of  unusual 

functionalities of how  graphitic  interactions  interact. Various ways  to manipulate  the magnitude  and 

sign of van der Waals/Casimir force as well as practical devices are also found. 

 

Van der Waals/Casimir Forces – Interactions of Collective Nature 

Perhaps  the  simplest way  to  calculate van der Waals 

forces  is  to  utilize  the  Lennard‐Jones  method.  It  is 

essentially a pairwise additive approximation  relating 

the  interaction  to  a  set  of  constants  which  can  be 

determined experimentally or  calculated  via ab  initio 

methods.  This  approach  is particularly  attractive due 

to  its simplicity and correct description of equilibrium 

configurations. We have utilized  it  for  the prediction 

of  new  devices  based  on  finite  length  carbon 

nanotubes,  such  as  surface  profiling  and  hot 

nanolithography applications  [1, 2] – Fig. 1. However, 

the  long ranged dispersive  interactions are  inherently 

of many‐body  character.  A  powerful way  to  investigate  this  point  is  to  employ  the  discrete  dipole 

method, which  relies on  taking each  structure  to be a  collection of discrete dipoles. This  is a unique 
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method  since  it gives all many‐body contributions  to be exactly  the  same as  the ones  from quantum 

mechanical considerations [3].     

Quantum Electrodynamical Approach and Graphitic Nanostructures Interactions 

The discrete dipole method is an atomistic approach giving an exact solution for the many‐body van der 

Waals energy, but  it cannot be  readily applied  to extended objects or  take  into account  the speed of 

light.  In  addition,  the  collective  effects  arising  from  the  effective  Coulomb  interaction  are  also  not 

included.  To  remedy  these  shortcomings,  we  have  developed  a  Quantum  Electrodynamics  (QED) 

approach,  which  includes  the  specific  boundary  conditions  and  the  collective  nature  of  the 

electromagnetic  fluctuations  via  the  particular  dielectric  and  magnetic  response  properties  of  the 

materials  [4].  The  difficulty  here  is  obtaining  a  dyadic  Green’s  function  tensor  that  satisfies  the 

Maxwell’s equations  for  various  geometries. Nevertheless, we  are  able  to  find  a  general  solution  for 

concentric carbon nanotubes, planar graphene sheets, and parallel graphene nanoribbons systems.   

Significant  efforts  are  devoted  to  obtaining  the  response  properties  of  the  interacting  objects.  This 

includes  not  only  the  response  properties  for  the  graphitic  systems,  but  also  other materials.  For 

example,  we  utilize  the  random  phase  approximation  (RPA)  for  carbon  nanotubes.  The  nanotube 

electronic  structure was  calculated  via  in‐house  built  nearest  neighbor  non‐orthogonal  tight  binding 

model. For graphene, the optical properties are accounted for through its two‐dimensional conductivity 

calculated with the Kubo formalism.  

The QED  approach  clearly  demonstrates  the  crucial  importance  of  the  collective  low  energy  surface 

plasmon excitations of  the  carbon nanotubes at  relatively  close  surface‐to‐surface  separations within 

the concentric cylindrical geometry [5]. The dispersive attraction is dominated by the low energy (inter‐

band) plasmon excitations of both nanotubes. The key attributes determining  the  interaction are  the 

existence  of  low  frequency  overlapping  plasmons with  strong  and well  pronounced  peaks  for  both 

tubes.  These  results  help  us  find  a  relationship  between  the  strength  of  the  interaction  and  the 

particular  chiaralities of  the nanotubes  –  Fig.  2. As  the  inter‐tube  separation  increases,  the  plasmon 
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effect  diminishes  and  the  collective  excitations  originating  from  the  nanotube  metallic  or 

semiconducting nature do not influence the interaction in a profound way. 

The dispersive  interactions  involving  graphitic  sheets has unusual  functionalities as well. The  van der 

Waals/Casimir  graphene/graphene  force  is  extremely  temperature  dependent.  In  the  quantum  limit 

(temperature T=0), the interaction is found to be ܨ ൌ െ3݁ଶ/ሺ32݀ߨସሻ, showing that it does not depend 
on any quantum mechanical characteristics or the speed of  light  (e  is the electron charge and d – the 

separation)  [6].  F  is also  significantly  reduced as  compared  to  the  force between  two perfect metals 

given  by  ଴ܨ ൌ െ԰ܿߨଶ/ሺ240݀ସሻ  (԰  is  Plank’s  constant).  The  situation  is  very  different when  ܶ ് 0. 
Because of the linear wave vector dependence in the energy, the graphene thermal fluctuation length is 

significantly  reduced.  For  regular  dielectrics  ்ߣ ൌ ԰ܿ/݇஻ܶ  (݇஻  is  Boltzmann  constant),  however,  for 

graphene one finds that this length is ~200/்ߣ. Thus even for low temperature (ܶ ൒  ሻ, the Casimirܭ	30

force  is  described  mainly  by  the  thermal  fluctuation  contribution  ்ܨ ൌ െ݇஻ܶ߫ሺ3ሻ/ሺ8݀ߨଷሻ  (߫ሺ3ሻ  is 
Riemann zeta‐function) [7]. 

 

Future Work – 2012‐2013 

Our work so far has been centered at situations when the interacting objects are at thermal equilibrium. 

Thermal  exchange  via  electromagnetic  radiation between objects held  at different  temperatures  is  a 

natural extension for the direction of this project. Understanding  its science  in terms of basic  laws and 

functionalities  is  in  the  core  of  finding  efficient  ways  of  energy  transfer  management.  Graphitic 

nanostructures offer a unique opportunity  to  investigate various aspects of  this  challenging problem. 

Their unusual properties not only promise discovering novel effects, but they are also relevant for future 

applications, especially in electronics, where heat exchange is an important factor.   

The  future development of our  investigation will be on proximity  thermal energy  transfer and related 

effects  in  graphene/substrate  and  graphene  nanoribbon/substrate  systems  –  Fig.  3.  Since  graphitic 

nanostructures interact via long‐ranged forces with other materials due to their chemically inert nature, 

near‐field radiative and direct phonon exchange are the main mechanisms to be investigated here. The 

objective of  the proposed work  is  to  study  the  role of dimensionality, distance  separations,  types of 
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substrates,  and  graphitic  nanostructure  characteristics  in order  to determine  various  regimes, where 

one or both processes are relevant. Of particular interest will be the response and phonon properties of 

the systems, since they are directly related to the long‐ranged nature of these processes. Novel effects, 

such as piezoelectricity and magnetic response  from metamaterials, will also be explored to tailor the 

energy exchange.  In addition, the relative carrier motion and  its role  in these temperature dependent 

proximity processes as well as possible induced drag effects will be studied.  

Efforts  will  be  devoted  to  extend  the  previously  developed  QED  approach  in  order  to  include 

temperature  dependence  and  utilize  scattering  matrix  techniques  in  order  to  account  for  more 

complicated than  infinite planar geometries. We will continue building the fundamental understanding 

of  response properties and  relevant phonon properties of graphitic nanostructures and  the  substrate 

materials of interest, as well. The proposed directions will give us a platform not only to generalize the 

theoretical methods developed so far, but also to bring forward the basic science of energy transfer  in 

graphitic nanostructures due to long‐ranged interactions.     
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Density Functional Theory for Phase-Ordering Transitions 
Principle investigator: Jianzhong Wu (Email: jwu@engr.ucr.edu) 

Institution: University of California at Riverside 
Project Scope 

This project is focused on theoretical developments for quantitative predictions of the microscopic 
structure, phase behavior, and dynamic responses of complex molecular systems from atomic 
constituents.  The emphasis is on development and applications of the density functional theory (DFT) 
and its extensions to dynamic processes and non-equilibrium systems. On the one hand, we will formulate 
accurate free-energy functionals for systems at or near equilibrium and master equations for dynamic 
processes in systems far away from equilibrium, and calibrate the numerical performance of the new 
theoretical methods by using molecular simulation and/or experimental results. On the other hand, we 
pursue practical applications of these new theoretical tools for describing time-dependent processes of 
practical concerns; these include solvation and solvent-mediated potential of mean forces, self-assembly 
and phase transition in colloidal dispersions, structure and phase behavior of polymeric fluids, and ion 
transport in porous materials. Our long-term objective is to provide computational supports for 
understanding and reliable prediction of the phase behavior and the physicochemical properties of a wide 
variety of molecular systems. We expect that the theoretical tools will be important for design and 
optimization of industrial processes, in particular those pertinent to development of sustainable 
technologies for renewable energy production, storage and transmission.   

Recent Progress (2011-2012) 

Over the past 12 months, the research was mainly concerned with 1) application of the density functional 
theory to local-and-key interactions in colloidal systems; 2) solvent receding and drying transition near 
colloidal surfaces; 3) development of an efficient computational procedure to calculate direct correlation 
function of molecular solvents; 4) development of theoretical method for rapid prediction of solvation 
free energy.    

1) Colloidal lock-and-key interactions  

A conventional wisdom for controlling nanoparticle size and shape during the synthesis is that particle 
growth favors the direction of a facet with the highest surface energy. However, the particle solvation free 
energy, which dictates the particle stability and growth, depends not only on the surface area/free energy 
but also on other geometric measures such as the solvent excluded volume and the surface curvatures and 
their affiliated thermodynamic properties. In this work, we have studied the geometrical effects on the 
solvation free energies of non-spherical nanoparticles using morphometric thermodynamics and density 
functional theories. For idealized systems that account for only molecular excluded-volume interactions, 
morphometric thermodynamics yields a reliable solvation free energy when the particle size is 
significantly larger than the solvent correlation length. However, noticeable deviations can be identified 
in comparison with the microscopic theories for predicting the solvation free energies of small 
nanoparticles. The conclusion holds also for predicting the potential of mean force underlying the 
colloidal “key and lock” interactions. In comparison with the microscopic theories, morphometric 
thermodynamics requires negligible computational cost and thereby is very appealing for broad practical 
applications.     

2) An efficient algorithm for computing the direct correlation functions of molecular fluids 

Direct correlation function (DCF) plays an important role in liquid integral-equation theories and non-
mean-field applications of the classical density functional theory. While for a simple fluid, the DCF can 
be easily calculated from the radial distribution function via the Fourier transform and/or, for special 
cases, can be derived from analytical expressions, computation of the site-site DCFs of a molecular fluid 
is more challenging due to numerical issues affiliated with solving the matrix integral equations. In this 
work, we developed a new theoretical method for accurate evaluation of the site-site DCFs of molecular 
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fluids by combination of molecular simulation and analytical asymptotic analysis. The computational 
procedure entails four steps: 1) molecular simulation is used to calculate the site-site total correlation 
functions (TCFs) in real space; 2) the reference-interaction-site model (RISM) is used to calculate the 
site-site DCFs in Fourier space at large wave numbers; 3) asymptotic expressions are derived for the 
TCFs and DCFs in the limit of small wavenumbers; and 4) the site-site DCFs over the entire range are 
obtained by interpolation of the asymptotic results. The numerical procedure has been illustrated by 
application to bulk SPC/E water. Accurate evaluation of the site-site DCFs for water prepares a 
foundation for future applications of DFT to aqueous systems with atomic details. 

3) Drying transitions at the surface of non-attractive particles 

Solvent distribution near macroscopic substrates is pertinent to materials performance in solutions and a 
broad range of colloidal systems. Whereas current knowledge has been well advanced, quantification of 
the microscopic structure of the solvent near an extended surface remains a daunting theoretical 
challenge. Computational predictions are difficult in particular when solvation is competing with a 
surface phase transition or occurs near a surface with chemical or topological heterogeneity at a length 
scale much larger than the size of the solvent molecules. However, the problem is imperative for 
understanding hydrophobic phenomena near macroscopic substrates and for the rational design and 
fabrication of superhydrophobic materials. Despite much recent progress, a satisfactory solution is not yet 
attainable by microscopic theories or by molecular simulations. Interpretation of experimental results 
often hinges on phenomenological methods or mean-field approximations. In this work, we use a 
perturbative density functional theory (DFT) to examine the receding of a saturated solvent from a 
spherical cavity as the cavity radius varies from micro to macro length scales. In contrast to the mean-
field predictions, the DFT calculations indicate that the solvent inhomogeneity remains microscopic even 
when the cavity radius approaches macroscopic limits, suggesting a first-order drying transition at non-
attractive surfaces. Whereas the simple model is not intended to represent any specific system of practical 
concern, we expect that qualitatively the results are relevant to the solvent behavior in realistic systems. 

4) Rapid prediction of solvation free energy 

We have been developing an atomistic density functional theory (ADFT) as an alternative to molecular 
simulation for rapid and accurate computation of solvation free energies in an aqueous solvent. In the 
DFT calculation, the free-energy functional is formulated within the framework of the reference 
interaction site model (RISM) with a closure that accounts for multi-body correction effects based on the 
hypothesis of the universality of the bridge functional. With the site-site direct correlation functions of the 
pure water obtained from molecular simulation and the bridge functional derived from the modified 
fundamental measurement theory, ADFT enables rapid prediction of the solvation free energies from the 
atomic density profiles of the solvent molecules around the solute obtained from molecular simulation or 
from direct free-energy minimization. The new computational procedure is fully compatible with 
conventional force fields and can be easily integrated with standard simulation packages. 

Future Plans (2012-2013) 

The next-year research will be direct at 1) development of a theoretical framework for non-equilibrium 
mixtures and its application to ion transport in porous materials, and 2) investigation of the effects of the 
strength and range of colloidal forces on the kinetics of crystal growth and implementation of the time-
dependent DFT for describing kinetic processes including crystal growth. 

1) Ion transport  

Much of the design and testing of materials for electric energy storage requires knowledge of ion and 
solvent transport properties at conditions far away from equilibrium. For example, charging and 
discharging of supercapacitors involve the transport of the cations, anions, and if in a solution their 
respective solvation shells, in porous materials. Whereas theoretical methods for predicting the structure 
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and equilibrium properties of electric double layers are well-advanced, the transport properties remain 
difficult to be predicted by standard computational methods.  

In a previous work, we have derived a set of self-consistent master equations for describing the time 
evolution of the microscopic structure (as represented by one-body densities), local flux distributions, 
local momentum fluctuations, and the two-body density correlation functions. After certain 
approximations, the new theoretical framework reduces to conventional non-equilibrium theories 
including the Vlasov equation, kinetic theories, the lattice Boltzmann method, and various versions of the 
dynamic or time-dependent density functional theory. While the previous work focused on one-
component colloidal systems, we expect that similar theoretical concepts and mathematical equations can 
be established for multicomponent systems. Such a theory will be useful to describe ion transport in 
porous materials including organic electrolytes and ionic liquids that are commonly used in energy 
storage devices. A major goal of the planned research is thus to establish a theoretical framework for 
predicting ion transport in porous materials and validation of the new theoretical method with 
simulation/experimental data. The mathematical form of the equations in the new theory will be similar to 
conventional hydrodynamic and transport equations, for which algorithms have been in development for 
many years. This new, non-equilibrium theoretical framework, however, presents unique challenges 
stemming from the fact that the evolution equations for the two-body correlation effects couple, through a 
non-local pressure tensor, to the equations expressing conservation of mass, momentum, and energy. 
Algorithmic development will follow from analysis of the model and will extend from existing high-order 
discretization techniques for partial differential equations.  

2) Kinetics of colloidal crystallization 

Colloids display astonishing structural and dynamic properties that can be dramatically altered by modest 
changes in the solution condition or an external field. In principle, the kinetic pathways leading to 
formation of descried colloidal structures can be controlled either by a careful preparation of the initial 
non-equilibrium condition followed by a spontaneous bulk phase transition, by seeding with a 
supersaturated solution as in heterogeneous crystallization, or by using appropriate additives. Regrettably, 
theoretical prediction of the colloidal phase behavior remains challenging. In previous work, we have 
established reliable equations of state to predict the phase diagrams of colloidal dispersions (and protein 
solutions) from the colloidal forces. In addition, we have developed theoretical procedures to predict 
metastable states including formation of mesoscopic colloidal structures. The planned research aims to 
study the effects on colloidal forces on the kinetic pathways of phase transitions and on the kinetics of 
colloidal growth. For crystal growth near equilibrium, we plan to study the kinetic processes by using 
both molecular dynamic simulations and the dynamic density functional theory. A comparison of the 
results from different procedures yields valuable insights into the numerical performance of the 
theoretical method, which is useful for simulating crystal growth in complicated molecular systems that 
are beyond the reach of time-consuming simulation methods. To describe the kinetics of phase transition 
far away from equilibrium, we plan to use the newly developed master equations. A combination of 
theoretical and simulation studies will allow us to identify solutions conditions favoring formation of 
tailored colloidal structures including conditions favoring homogeneous crystal nucleation and growth.  
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Industrial and Engineering Chemical Research, 49 (16), 7678–7684, 2010.  

11. “Entropic forces of single-chain confinement in spherical cavities”, Z. Jin, S. Zhao and J. Wu, 
Physical Review E, 82, 041805, 2010.  

12. “A theoretical study of colloidal forces near amphiphilic polymer brushes”, E. R. A. Lima, T. Jiang 
and J. Wu, Colloids and Surfaces A: Physicochemical and Engineering Aspects, 384, 115– 120 2011. 

13.  “Differential capacitance of planar electric double layers in ionic liquids from density functional 
theory”, J. Jiang, D. Meng and J. Wu, Chemical Physics Letters, 504, 153–158, 2011. 

14. “Gaussian fluctuations in a single tethered DNA chain”, S. Zhao, J. Wu, D. Gao and J. Wu, Journal 
of Chemical Physics, 134, 065103, 2011.   

15.  “New theoretical method for rapid prediction of solvation free energy in water”, S. Zhao, Z. Jin  and 
J. Wu,  Journal of Physical Chemistry B, 115, 6971-6975, 2011. 

16.  “A hybrid method for studying multi-dimensional entropic forces”, Z. Jin and J. Wu, Journal of 
Chemical Physics, 115 (6), 1450–1460, 2011.  

17. “Self-consistent equations governing the dynamics of non-equilibrium colloidal systems”, S. Zhao 
and J. Wu, Journal of Chemical Physics, 134, 054514, 2011. 

18.  “A perturbative density functional theory for square-well fluids”, Z. Jin, Y. P. Tang and J. Wu,  
Journal of Chemical Physics, 134 (17), 174702, 2011. 

19. “Separation of ssDNA with a 10-nucleotide resolution under a stretching force in microfluidic 
channels”, J. Wu, S.L. Zhao, J. Wu and D. Gao, Lab on Chip, 11, 4036-4040, 2011 

20. “Thermodynamic basis for the genome to capsid charge relationship in viral encapsidation”, C. L. 
Ting, J. Wu and Z.G. Wang, PNAS, 108(41) 16986-16991, 2011 

21. “A classical density functional theory for interfacial layering of ionic liquids”, J. Wu, T. Jiang, D. 
Jiang, Z. Jin, D. Henderson, Soft Matter, 7, 11222-11231, 2011.  

22. “A theoretical model for the dynamic structure of Hepatitis B nucleocapsid”, D. Meng, R. P. Hjelm, J. 
Hu, and J. Wu, Biophysical Journal, 101, 2476-2484, 2011.  

23. “An efficient method for accurate evaluation of the site-site direct correlation functions of molecular 
fluids”, S. Zhao and J. Wu, Molecular Physics, 109(21), 2553-2564, 2011.  

24. “Density functional study of the double layer formed by a high density electrolyte”, D. Henderson, S. 
Lamperski, Z. Jin, and J. Wu,  Journal of Physical Chemistry B, 115, 12911-12914, 2011.  

25. “Oscillation of Capacitance inside Nanopores”, D. Jiang, Z. Jin, and J. Wu, Nano Letters, 11, 5373-
5377, 2011. 

26.  “Electrochemical properties of the double layer of an ionic liquid using a dimer model electrolyte 
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27. “Shape Effect on Nanoparticle Solvation: A Comparison of Morphometric Thermodynamics and 
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First Principles Investigations for Magnetic Properties of Innovative 
Materials 

Principle investigator: Ruqian Wu 
Department of Physics and Astronomy 
University of California Irvine  
Irvine, CA 92697-4575 
949-824-7640 
wur@uci.edu 
 
Project scope 
 
The goal of this project is to understand magnetic properties of innovative materials such as 
magnetic thin films, magnetic semiconductors, d0 magnets, graphene and topological insulators, 
by developing and using theoretical approaches based on the density functional theory. 
Manipulating strength and orientation of magnetization of different systems is probably one of the 
most active research subjects in condensed matter physics and materials science nowadays. We 
have performed extensive density functional simulations to investigate electronic, magnetic and 
transport properties semiconductors, oxides, nanowires, and thin films. Our results have been 
found useful by collaborators for the explanation of their important experimental data and, 
furthermore, we have also provided significant new insights and predictions for different material 
systems. 

Recent major progress 
 
Kondo effect in O2/Au(110) 
 
Kondo lattice systems can exhibit unusual many-body behaviors that result from the interplay 
between onsite Kondo screening and intersite coupling. In collaboration with Prof. W. Ho’s 
group at University of California, Irvine, we used scanning tunneling microscopy to image the 
Kondo resonance in a nonconventional Kondo lattice formed by self-assembled oxygen (O2) 
molecules, which are paramagnetic, on the gold reconstructed surface [Au(110)-1×2]. The 
interplay between the intermolecular coupling for molecules adsorbed along chains and the 
onsite Kondo effect leads to the coexistence of both local and nonlocal Kondo screening at the 
atomic level. The latter provides evidence for collective deconfinement of magnetization induced 
in Au, whereas the former shows local “hybridization” between the Kondo clouds of nearest-
neighbor O2 molecules. Theoretical results in Fig. 1 were used to explain experimental findings 
for the formation of Kondo cloud. The Kondo signal is mostly strong at locations where O2-
induced spin clouds start to overlap, as highlighted by white ellipses in Fig. 1D. Curves of the 
total density of states (DOS) in Fig. 1A show that the Au d band is well below the Fermi level 
and that states around EF are free- electron like. The 2p* orbitals of O2 have an exchange 
splitting of 2.5 eV, as indicated by the local density of states in Fig. 1B. The spin density at the 
Fermi level is mostly negative (antiparallel to the local magnetization of O2), a common ground-
state feature of the Kondo liquid. The induced spin polarization in Au is rather delocalized (Fig. 
1E), in good accordance to the uniform background Kondo signal observed in scanning 
tunneling microscope experiments of Ho’s group. 
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Fig. 1. (A) Total density of states. (Inset) Isosurfaces of total spin density of O2/Au(110). (B) Projected 
density of states at G point in O2 molecules of chain a. (Insets) Isosurfaces of energy-sliced charge 
densities for states within T0.05 eV around two peaks pointed out by arrows; pip and pop represent the 
projected DOS of in-plane and out-of-plane orbitals, respectively. Positive and negative values indicate 
states in the majority and minority spin channels, respectively. Fermi level is at 0. (C) Simulated STM 
topography based on the Tersoff and Hamann tunneling model, 3 Å above the topmost oxygen atom for 
states between 0 and 0.5 eV. (D and E) The top and side views, respectively, of the spin density for 
states within –0.25 eV to Ef [beige vertical bar in (A)]. The red color in (D) and (E) represents negative 
spin densities. The positions of the horizontal plane in (D) and the vertical plane in (E) are highlighted by 
the black lines in (E) and (D), respectively. The white dotted ellipses in (D) represent the lobes of Kondo 
enhancement. 

2D Topological insulator state 
   
The 2007 discovery of quantized conductance in HgTe quantum wells delivered the field of 
topological insulators (TIs) its first experimental confirmation. While many three-dimensional TIs 
have since been identified, HgTe remains the only known two-dimensional system in this class. 
Difficulty fabricating HgTe quantum wells has, moreover, hampered their widespread use. With 
the goal of breaking this logjam, we provide a blueprint for stabilizing a robust TI state in a more 
readily available two-dimensional material—graphene. Using symmetry arguments, density 
functional theory, and tight-binding simulations, we predict that graphene endowed with certain 
heavy adatoms realizes a TI with substantial band gap. For indium and thallium, our most 
promising adatom candidates, a modest 6% coverage produces an estimated gap near 80 K 
and 240 K, respectively, which should be detectable in transport or spectroscopic. We also 
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introduce a new framework for engineering a two-dimensional spin-orbit coupling gap with 
impurity bands arising from heavy adatoms through graphene, in particular osmium and iridium. 
First principles calculations predict that the gaps generated by this means exceed 200 meV over 
a broad range of adatom coverage; moreover, tuning of the Fermi level is not required to enter 
the TI state. The mechanism at work is expected to be rather general and may open the door to 
designing new TI phases in many materials. Fig. 2 shows the calculated band structures of 
several graphene systems that have a large topological band gaps. The effects of external 
electric field and co-adsorption of Cu are also given. 

 

Fig. 2. (a) Magnetic moment Ms of Os/graphene versus external electric field ε applied perpendicular to 
the graphene sheet (see in- set for the direction of positive and negative ε). The moment disappears for ε 
 −  , allowing a true topologi

 . Comparing to Fig. 3(a) one sees that the fields needed to restore time-reversal 
symmetry modify the band structure very little; in par- ticular a large gap remains at the Fermi level (green 
dashed line). (c) Possible diffusion path of a Cu atom beginning from position D and ending above an Os 
atom at position A. (d) Energy profile along this diffusion trajectory. The small diffusion barrier evident in 
(d) indicates that Cu-Os dimers should form quite efficiently. (e) Band structure for Cu-Os dimers on 
graphene at 6.25% coverage. Time- reversal symmetry is preserved here even at ε = 0, though the Fermi 
level now resides in the valence band. (f) Band structure Cu-Ir dimers on graphene at 6.25% coverage. 
This system preserves time-reversal symmetry, eliminates the shift in Fermi level, and also supports a 
large topological insulator gap. 
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Planned activities: 2012-2013 
 
We have several research topics in the next year. 
 

1. Explaining the unexpected enhancement of magnetization in Fe-Si amorphous alloys, in 
collaboration with F. Hellman’s group in UC Berkeley. 

2. Exploring new topological insulators and graphene states using adsorption and doping 
techniques with J. Alicea and experimentalists. 

3. Investigating unusual Kondo effect in O2/Au(110) and NO(Au(110), with W. Ho. 
4. Investigating magnetism and magnetic anisotropy of transition metal phthalocyanine 

(TMPc) molecules on CuN and CuO substrates.  
5. Studying magnetic ordering of Si2Gd nanowires i=on Si(001) substrate for phase 

transitions. 
6. Simulating Li segregation in Si nanowires for the deployment of anode materials in Li 

batteries.  
 
Publications through 2011 

 
1. Y. N. Zhang, F. Hanke, V. Bortolani, M. Persson, and R. Q. Wu, “Why sliding friction of 

Ne and Kr monolayers is so different on the Pb(111) surface”, Phys. Rev. Lett., 106, 
236103 (2011). 

2. J.S. Lee, J. T. Sadowski, H. Jang, J.H. Park, J. Hu, R.Q. Wu, J.Y. Kim and C.C. Kao, 
“Magnetic Nanoparticles Trigger Spin Reorientation Transition in Ni/Fe/Ni/W(110)”, 
Phys. Rev. B 83, 144420 (2011).  

3. Z. Y. Li, Z. Q. Yang, S. Qiao, J. Hu and R. Q. Wu, “Spin–orbit splitting in graphene on 
metallic substrates”, J. Phys.: Condens. Matter 23, 225502 (2011).   

4. Y. Jiang, Y. N. Zhang, J.X. Cao, R. Q. Wu and W. Ho, “Real-space imaging of Kondo 
screening in a two-dimensional Kondo lattice”, Science 333, 324 (2011).  

5. C. Weeks, J. Hu, J. Alicea, M. Franz and R.Q. Wu, “Engineering a robust quantum spin 
Hall state in graphene via adatom deposition”, Phys. Rev. X, 1, 021001 (2011).  

6. D.D. Li, L. Zhao, R.Q. Wu, C. Ronning, and J.G. Lu, “Temperature Dependent 
Photoconductance of Heavily Doped ZnO Nanowires”, Nano Research. 4, 1013 (2011).  

7. Shengyong Qin, Tae-Hwan Kim, Wenjie Ouyang, Yanning Zhang, Hanno H. Weitering, 
Chih-Kang Shih, Arthur P. Baddorf, Ruqian Wu, and An-Ping Li, “Metallic Conductance 
Stabilized by Interwire Coupling in Self-Assembled Quantum Wires”, Nano Letters, 12, 
938 (2012).  

8. W.D. Xing, J. Hu, S.C. Kung, K. Donavan, W.B. Yan, R.Q. Wu, and R. Penner, "A 
Chemically-Responsive Nanojunction within a Silver Nanowire", Nano Letters, 12, 1729 
(2012).  

9. C. Antoniak, H. C. Herper, Y. N. Zhang, A. Warland, T. Kachel, F. Stromberg, B. 
Krumme, C. Weis, K. Fauth, W. Keune, P. Entel, R.Q. Wu, J. Lindner, and H. Wende, 
“Induced magnetism on silicon in Fe3Si quasi-Heusler compound”, Phys. Rev. B, 85, 
214432 (2012). 

10. J. Hu, J. Alisea and R.Q. Wu, “Realization of Giant Topological Band Gap in Cu-
Os/graphere”, Phys. Rev. Lett. submitted.  

11. J. Hu, and R.Q. Wu, “Control properties of molecular magnet with electric field”,  Phys. 
Rev. Lett. submitted. 
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Quantum Mechanical Simulations of Complex 
Nanostructures for Photovoltaic Applications  
 
Principle investigator: Dr. Zhigang Wu 
Department of Physics, Colorado School of Mines 
1500 Illinois Street, Golden, CO 80401 
zhiwu@mines.edu 
 
I. Project Scope 
 
In this proposal, the PI will first address the excited-state problem within the DFT framework to 
obtain quasiparticle energies from both Kohn-Sham (KS) eigenvalues and orbitals; and the 
electron-hole binding energy will be computed based on screened Coulomb interaction of 
corresponding DFT orbitals. The accuracy of these approaches will be examined against many-
body methods of GW/BSE and quantum Monte Carlo (QMC). The PI will also work on improving 
the accuracy and efficiency of the GW/BSE and QMC methods in electronic excitation 
computations by using better KS orbitals obtained from orbital-dependent DFT as inputs. Then 
an extended QMC database of ground- and excited-state properties will be developed, and this 
will be spot checked and supplemented with data from GW/BSE calculations. The investigation 
will subsequently focus on the development of an improved exchange-correlation (XC) density 
functional beyond the current generalized gradient approximation (GGA) level of 
parameterization, with parameters fitted to the QMC database. This will allow the ground-state 
properties of focus systems to be more precisely predicted using DFT. These new 
developments will then be applied to investigate a chosen set of complex nanostructures that 
have great potential for opening new routes in designing materials with improved transport, 
electronic, and optical properties for PV and other optoelectronic usages: (1) Hybrid interfaces 
between materials with distinct electronic and optical properties, such as organic molecules 
(conjugated polymers, e.g. P3HT) and inorganic semiconducting materials (Si and ZnO). 
Complicated interface structures, including interface bonding configurations, compositional and 
geometrical blending patterns, interfacial defects, and various sizes and shapes of inorganic 
nanomaterials, will be considered for the purpose of understanding the working mechanisms of 
present organic/nano PV systems and designing optimum interface structures for fast charge 
separation and injection. (2) Complex-structured semiconducting nanomaterials that could 
induce charge separation without pn- or hetero-junctions. The new methodology will allow the PI 
to investigate the performance of realistic semiconducting nanomaterials of internal (impurities, 
defects, etc.) and external (uneven surface, mechanical twisting and bending, surface 
chemistry, etc.) complexities on optical absorption and charge transport against charge trapping 
and recombination. Of particular interest is whether such structural complexity in a single 
material could even be beneficial for PV usage, for example, charge separation through 
morphology control. 
 
II. Recent Progress 
 
Plasmon-Pole Models in the GW approximation 
The current state-of-the-art method of computing quasiparticle (QP) electronic excitations is the 
many-body perturbation theory using Green’s functions within the GW approximation. However, 
there are two outstanding issues: (1) The accuracy of the GW method strongly depends on 
approximations involved in evaluating electronic screening (W) and the levels of the self-
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consistency; (2) They are computationally extremely demanding, therefore very difficult to be 
applied to nanoscale materials with complex structures. In this investigation we focus on the 
effects of approximations of electron screening on accuracy of GW calculations. Four different 
plasmon-pole models (PPMs) have been proposed and widely used in constructing dynamic 
electronic screening, but their accuracy and applicability haven’t been carefully examined. 
Based on analytical analyses, we find that for simple semiconductors such as Si and GaAs 
where valence electrons are largely delocalized, these PPMs behave very similarly to each 
other; but they become sharply distinct in materials with localized valence states. Our 
calculations show that even though the Hybertsen-Louie model predicts the most accurate band 
gap in a variety of materials compared with experimental data, it is the Godby-Needs model that 
better agrees with the direct numerical integration for electronic screening. Thus our study 
suggests that in order to systematically improve the GW method, one needs to access each 
individual approximation by comparing with accurate numerical results instead of comparing 
with experimental band gap directly, because the coexistence of many approximations hinders 
assessing the specific modeling. Now we are investigating how to solve the slow convergence 
problem in transition metal oxides. 
 
Origin of the Variation of Exciton Binding Energy in Semiconductors 
Excitonic effects are crucial to optical 
properties, and the exciton binding energy 
(Eb) in technologically important 
semiconductors varies from merely a few 
meV to about 100 meV. This large 
variation, however, is not well understood. 
We investigate the relationship between 
the electronic band structures and exciton 
binding energies in semiconductors, 
employing first-principles calculations 
based on the density functional theory 
(DFT) and the many-body perturbation 
theory using Green’s functions (GW/BSE). 
Our results clearly show that Eb increases 
as the localization of valence electrons 
increases due to the reduced electronic 
screening, as exemplified by Si and ZnO in Fig. 1. Furthermore, Eb increases in ionic 
semiconductors such as ZnO because, contrary to the simple two-level coupling model, it has 
both the conduction as well as the valence band edge states strongly localized on anion sites. 
These trends are quantized by electronic structures obtained from the DFT; thus, our approach 
can be applied to understand the excitonic effects in complex semiconducting materials. 
 
Electronic Band Structures of Graphene Nanomeshes 
Recently, graphene has risen as a fascinating system in condensed matter physics for both 
fundamental science and practical applications, owing to its many unique and amazing 
properties originating from the massless Dirac fermions; however, the associated zero band gap 
has to be modified to allow a meaningful on-and-off ratio when used in field-effect transistors. 
Numerous attempts to open band gap have been made, among them, applying periodic 
potentials by surface-patterned modifications, such as graphene nanomeshes with periodic 
nanoscale perforation, are particularly promising; e.g., the field-effect transistors based on 
graphene nanomashes have been demonstrated with on-and-off ratios comparable to those of 
graphene nanoribbon devices. Extensive theoretical efforts have been spent to investigate such 
graphene structures, but the precise role of periodic perturbation on band gap opening remains 

	
  
 
FIGURE 1. Isosurfaces of valence charge density 
(upper panels) and exciton distribution (lower panels), 
in Si (left panels) and in ZnO (right panels).  
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unclear. Here we show that the band gap 
opening in graphene under periodic 
potentials can be accurately understood 
from mapping the discrete perturbative 
reciprocal lattice vectors onto Dirac points. If 
the lattice vectors of the periodic potential 
are linear combinations of those of the 
pristine graphene, which is often the case 
experimentally, then the modified graphene 
alternates between semimetal and 
semiconductor with a period of 3, with two 
thirds gapless and one third 
semiconducting, in contrast to graphene 
nanoribbons and carbon nanotubes. If the 
periodic potential is applied on some special 
patterns, all of the modified graphene can 
open up a sizable gap. These predictions are in excellent agreement with previous and present 
first-principles results for graphene nanomeshes, e.g, those GNMs plotted in Fig. 2, and 
periodically passivated or defected graphene. As well as revealing the fundamental physics 
involved, our finding indicates a cornucopia of possibilities of structural patterning and 
engineering graphene for realistic electronic and optical devices. We are also investigating the 
optical properties of graphene under such periodic perturbations. 
 
An optimal size regime for oxidation resistant silicon quantum dots 
First-principles computations have been 
carried out to predict that appropriately 
terminated silicon quantum dots with 
diameters in the range of 1.2–2 nm, as 
illustrated in Fig. 3, will offer a superb 
resistance to oxidation. This is because 
surface treatments can produce dangling-
bond defect densities suf- ficiently low that 
dots of this size are unlikely to have any at all. 
On the other hand, these dots are large 
enough that surface curvature does not 
expose bonds that are vulnerable to oxygen 
attack. The absence of both surface defects 
and curvature-related vulnerabilities allows 
even very short passivating ligands to 
generate an effective barrier, an important 
consideration for charge and exciton transport 
within quantum dot assemblies. Our computations, which employ many-body perturbation 
theory using Green functions, also indicate that dots within this size regime have optical and 
electronic properties that are robust to small amounts of inadvertent oxidation, and that any 
such oxygen incorporation is essentially frozen in place. 
 
First Principles Analysis of Charge Dynamics in Hybrid SiQD/P3HT Composites 
The tunable energy levels and high carrier mobility of silicon quantum dots (SiQD) complement 
the strong visible range absorption of conjugated polymers and so offer a promising hybrid solar 
cell paradigm. However, the efficiencies of these composites are typically lower than those of 
their purely organic counterparts. A lack of understanding as to why this is so, and how it can be 

	
  
 
FIGURE 3: Small, quantum confined Si QDs 
illustrating passivation with H (top), CH3 + H 
(bottom) and siloxane networks (left and right). Si 
atoms are shown in tan, green and blue, O atoms 
are red, C atoms are gray, and H atoms are white. 

	
  
 
FIGURE 2. Lattice structure (upper panels) of two 
GNMs and their corresponding electronic structures 
(lower panels). The left GNM is a semiconductor, 
while the one on the right is semi-metallic.  
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remedied, has motivated our theoretical 
study of a representative SiQD/P3HT 
system, as shown in Fig. 4. First 
principles computational tools were 
used to implement a new, non-adiabatic 
phonon assisted quantum tunneling 
model in order to quantify the charge 
separation and transport dynamics. The 
predicted charge separation rate is in 
good agreement with that measured 
experimentally, and it is much higher 
than the photoluminescence rate of the 
P3HT. This implies that excitons should 
be able to efficiently dissociate into free carriers. In addition, the charge hopping proceeds much 
more quickly than interfacial charge recombination, so a considerable fraction of free electrons 
and holes should be able to diffuse to the electrode based on the predicted carrier mobilities. In 
fact, the results indicate that P3HT/SiQD blends have the potential to out perform the widely 
used, purely organic, P3HT/PCBM architecture. We conclude that the low efficiency of current 
P3HT/SiQD solar cells originates from the high density of defects and a distribution of SiQD 
sizes. The influences of dangling bonds, oxidation, passivation and doping on the charge 
dynamics are analyzed from fisrt-principles to provide insights for improving the performance of 
these hybrid materials.   
 
III. Planned Activities: 2012-2013 
 
Method developments. (a) Implementing the new interpretation of the density functional theory 
for QP energies, and then testing its accuracy. (2) Assessing GW self-energy calculation 
procedures, so that large self-energy corrections in transition-metal oxides can be computed 
with much less conduction bands. (3) Combining our new DFT method with the GW approach. 
(4) Working on the possible density functional theory of excitations involving two-particle wave 
functions. 
 
Method applications. (a) Graphene nanomeshes: [1] The exact energy gap using the GW 
method and our new development; [2] The optical absorption spectra and exciton binding 
energies of semiconducting GNMs by solving the Bethe-Salpeter equation (BSE); [3] Applying 
our new developments to study the electronic structures of GNMs. (b) Silicon nanowires and 
carbon nanotubes under twisting and bending. (c) The dynamics of electronically excited states: 
computationally designing novel interfacial nanostructures involving semiconducting QDs and 
molecular assembly for rapid charge transfer for PV applications. 
 
IV. Publications 
 

[1] “Band Gaps in Graphene Nanomeshes”, William Oswald and Zhigang Wu, Phys. Rev. B 
85, 115431 (2012). 

[2] “First principles analysis of the initial oxidation of Si(001) and Si(111) surfaces 
terminated with H and CH3”, Huashan Li, Zhibin Lin, Zhigang Wu, and Mark Lusk, J. 
Chem. Phys. 136, 064507 (2012). 

	
  
FIGURE 4. Schematic plotting of a Si quantum dot and 
the P3HT interface, in which the charge transfer 
dynamics is illustrated. 
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Laser-induced ultrafast magnetization in ferromagnets

Principle investigator: Dr. Guoping Zhang

Department of Physics, Indiana State University

Terre Haute, IN 47809

gpzhang@indstate.edu

Project Scope

This program focuses on the emerging field of laser-induced femtosecond (fs) magnetiza-

tion in ferromagnets or femtomagnetism with potential applications in magnetic recording.

Our goal is to reveal the mechanism of ultrafast demagnetization and to train young re-

searchers and students through active research and education. To achieve this goal, we use

nickel as an example. We first compute the laser-induced spin and orbital momenta changes

and establish the missing link between spin and orbital dynamics. Then we develop a new

algorithm for two ultrafast x-ray based and element-specific techniques. This enables us to

directly compare our theoretical results with experimental ones. Two immediate impacts

from the proposed research are: (1) It reveals how the orbital degree of freedom and light

polarization affect the magnetization change; (2) It establishes a new speed limit for the

future magnetic recording.

Recent Progress

The magneto-optical Kerr effect (MOKE) is a powerful tool for studying changes in the

magnetization of ferromagnetic materials. It works by measuring changes in the polariza-

tion of reflected light. However, because the conventional theoretical basis for interpreting

a MOKE signal assumes measurement with continuous-wave light, its use for understanding

high-speed magnetization dynamics of a material probed with femtosecond optical pulses

has been controversial. Here we established a new paradigm for interpreting time-resolved

MOKE measurements, through a first-principles investigation of ferromagnetic nickel. We

found that the time-resolved optical and magnetic responses energetically follow their respec-

tive optical and magneto-optical susceptibilities. As a result, the one-to-one correspondence

between them sensitively depends on the incident photon energy. In nickel, for photon en-

ergies below 2 eV the magnetic response is faithfully reflected in the optical response, but

above 2 eV they decouple. By constructing a phase-sensitive polarization versus magneti-

zation plot, we showed that for short pulses the magnetic signals are delayed by 10 fs with

respect to the optical signals. For longer pulses, the delay shortens and the behavior ap-

proaches the continuous-wave response. This finally resolves the long-standing dispute over

the interpretation in the time-resolved MOKE measurements and lays a solid foundation for

understanding femtomagnetism. Figure 1 is our Nature Physics result, which shows how the

magnetic and optical responses evolve with time.
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Figure 1: Magnetic and optical responses. (a) Time evolution of the first-order off-diagonal

polarization as a function of incident photon energy. Inset: Laser pulse shape. The laser

pulse duration is 12 fs, and laser field strength is 0.05 V/Å. (b) Off-diagonal magnetization

change as a function of time. The empty-circle line denotes the result at h̄ω = 2.0 eV. The

change with incident energy forms a ‘)’ shape. (c) Off-diagonal susceptibility (solid line) and

conductivity (dashed line) as a function of photon energy. Note the x-axis is the amplitude

of the spectrum, and the y-axis is the photon energy. Two red arrows identify where the

excitation energy is used in (a) and (b). (d) Magneto-optical susceptibility as a function of

photon energy. This finding has been published in Nature Physics.

We further developed a microscopic theory of ultrafast spin linear reversal. This is directly

motivated by a recent experiment (Vahaplar et al 2009 Phys. Rev. Lett. 103 117201) showing

that a single femtosecond laser can reverse the spin direction without spin precession, or spin

linear reversal (SLR), but its microscopic theory has been missing. Here we show that SLR

does not occur naturally. Two generic spin models, the Heisenberg and Hubbard models,

are employed to describe magnetic insulators and metals, respectively. We find analytically

that the spin change is always accompanied by a simultaneous excitation of at least two spin

components. The only model that has prospects for SLR is the Stoner single-electron band

model. However, under the influence of the laser field, the orbital angular momenta are

excited and are coupled to each other. If a circularly polarized light is used, then all three
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components of the orbital angular momenta are excited, and so are their spins. The generic

spin commutation relation further reveals that if SLR exists, it must involve a complicated

multiple state excitation. This research was published in Journal of Physics: Condensed

Matter, Volume 23, page 206005 (2011).

Future Plans

We will focus on two fronts (a) the electron correlation effect, and (b) exchange interaction

change due to the laser pulse and the fixed spin moment calculation. These two fronts are at

the core of femtomagnetism and are extremely complicated since both spatial and temporal

evolution are involved. Except our earlier study in a model system, no attempt has never

been made before at the first-principles calculation level. We will start with time-dependent

Hartree-Fock approximation to include the laser field in our Liouville equation. We will limit

ourselves to much smaller numbers of k points. Otherwise, this problem becomes intractable.

One key hurdle is how to parallelize the calculation as efficiently as possible.

For the exchange interaction change, we will start with the phonon excitation with dif-

ferent initial state preparation, similarly to our early investigations. By changing the atom

position along those normal mode eigenvector directions, we will map out the essential change

due to the phonon excitation.
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14. T. Hartenstein, G. Lefkidis, W. Hübner, G. P. Zhang, and Yihua Bai, Time-resolved

and energy-dispersed spin excitation in ferromagnets and clusters under influence of

femtosecond laser pulses, J. Appl. Physics 105, 07D305 (2009). This paper has been se-

lected for the March 2009 issue of Virtual Journal of Ultrafast Science. http://www.vjultrafast.org

340



Project Title: Theory of Defects in Electronic Materials 
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Project Scope:  
 
This project will carry out theoretical development for accurate predictions of defects properties in 
electronic materials, and to perform, in parallel, cutting-edge research in defect physics, such as non-
equilibrium doping, deep-level engineering, excited-state properties, and defect-defect interaction and 
correlation, using first-principles theoretical tools with balanced accuracy and computation efficiency. 
We will employ a comprehensive set of density functional theory (DFT) methods such as the local 
density approximation (LDA) and generalized gradient approximation (GGA)-based molecular dynamics 
(MD), the time-dependent DFT (TDDFT), and the hybrid functional methods, and the many-body GW 
quasiparticle perturbation theory for accurate prediction of defect properties in electronic materials. We 
will investigate accuracy and limitations of the hybrid functional methods for defect calculations, 
especially for localized states in wide gap semiconductors, and benchmark the results against the GW 
method. We will examine, for charged defects, the response of the screening charge to the defect and 
the effects of the artificially introduced compensating jellium background, with the aim of eliminating 
unphysical interactions. Non-equilibrium doping is an active research topic of high current interest. We 
will study radiation damage, with a focus on the electronic excitation effect associated with ion 
implantation, and develop a theory for the recently-emerged and promising optical hyperdoping 
method. We will push the frontier of ab initio defect study from mainly isolated point defects to strongly 
interacting and correlated defects, e.g., clustering, and from mainly ground-state properties to exited-
state properties. We will also explore possible paths to lower dopant ionization energy in ultrawide gap 
materials. 
 

Recent Progress: 
 
(1) Dynamic Jahn-Teller Effect in Nitrogen Doped Diamond 
Using a combination of first-principles calculations and 
vibronic interaction model analysis, we establish the 
presence of a dynamic Jahn-Teller (JT) effect in the 3E 

excited state for NV center in diamond. Figure 1 shows the 

adiabatic potential energy surface (APES) for the NV 
center, revealing three degenerate energy minima. The 
calculated APES is mapped to a quadratic JT Hamiltonian to 
obtain the JT stabilization energy and the tunneling 
splitting. We then diagonalize the vibronic Hamiltonian 
within the subspace spanned by the electronic doublet and 
the vibrational states of e phonon. Using these results, we 
calculate the temperature-dependent dephasing rate (W) 

 

Figure 1.The adiabatic potential energy 
surface and its projection in (Qx,Qy) plane 

for the 
3
E excited state of the NV center in 

diamond. There equivalent energy minima 
can be clearly seen. 
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for the zero phonon linewidth in a two-phonon Raman model. The result agrees well with experiment. 
The calculated splitting of the first two vibronic states is also in good agreement with experiment. 
 
(2) Athermal Effect driving Phase Change Memory 
Phase change memory materials such as Ge2Sb2Te5 
(GST) emerge as potential high-density memory 
materials to replace the current Flash Memory 
technology. A characteristic feature of the GST is the 
presence of an exceptionally large amount of lattice 
vacancies, as high as 20% for distorted RS crystal. 
The physics of the ultrafast and reversible (up to 
billion times) phase change is fascinating, but the 
microscopic origin for the change is complex and still 
unclear. In particular, the possible role of electronic 
excitation has not been considered. By taking 
electrons away from the bonding states and placing 
them in the antibonding states, excitation weakens 
the lattice. Figure 2 shows the atomic orbital-
decomposed density of states along with real space 
charge. It reveals an inhomogeneous distribution of 
the states at different energies. States near the VBM have significantly more Ge s antibonding character 
than that of Sb. As a result, electronic excitations cause more Ge atoms to undergo coordination 
changes than Sb. This drives the amorphization as well as lowers the transition temperature 
considerably. For example, with a 9% excitation, amorphization takes place within only several 
picoseconds at a temperature of 300° below the melting point. It leads to a one order of magnitude 
smaller diffusion coefficient than that of normal melting and an amorphous structure with fewer 
unfavorable bonds. These effects are beneficial to reversibility and durability. 
 
(3) Regulating Doping of Topological Insulators 
The discovery of three-dimensional (3D) topological insulators in pnictogen chalcogenides (Bi2Te3, Bi2Se3, 
and Sb2Te3) has spurred tremendous interest. The surface states of the TIs have a linear dispersion near 
the Fermi energy, giving rise to Dirac fermion (DF) behavior for charge carriers. These DFs are robust, as 
they are protected by time-reversal 
symmetry. The difficulty, though, is the high 
concentration of intrinsic defects in these 
materials. By introducing large amount of 
free carriers, defects pin the Fermi level 
outside bulk band gap and shadow the 
electronic responses of the DFs. In 
collaboration with an experimental group, 
we have carried out a systematic study of 
the physical properties of native defects and 
have identified the major defects in these 
materials. Our findings have assisted 
experimental regulation of native defects to 
achieve desirable Fermi level positions. We 
have also studied transition metal impurities. 
Figure 3 shows an example for Fe at Bi site. 

 

Figure 2. (a) Decomposed density of states for GST 
near the valence band maximum (EVBM = 0) and (b) 
and (c) the corresponding charge distributions in 
the energy windows shown in panel (a). 

 

Figure 3. (a) and (b) Experimental (top) and simulated 
(bottom) STM images for Fe on Bi2Te3(111) surface at -0.4 V 
and +0.4 V bias. The simulated images are obtained from 
FeBi, whose atomic structure is shown in (c) along with the 
partial charge density plot corresponding to the -0.4 V bias. 
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The results are also in good agreement with experiment. 
 

Future Plans (2012-2013): 
 
(1) Understanding hybrid functionals for defect calculations 
Recently, various hybrid functionals (e.g., PBE0, HSE, and B3LYP) have been proposed for solid state 
physics with the promise of a better description of the exchange–correlation effects of many-electron 
systems, resulting in more faithful predictions of electronic and structural properties of materials. Often 
the success of a hybrid functional is measured by how well it can reproduce the electronic properties 
(e.g., the band gap) of the system under investigation. In some cases, it can also produce structural 
properties better than the widely used LDA and GGA. The same rationale applies to the study of defects 
in semiconductors. Strictly speaking, however, the fundamental quantities for defects (e.g., the defect 
formation and transition energies) cannot be derived from single-particle energy levels but have to be 

calculated using the so-called SCF scheme. The intrinsic non-locality of the hybrid functional and over-
localization of the wavefunction, combined with other approximations used today for defect studies, 
can severely limit the accuracies of the calculated results. We propose to apply the GW quasiparticle 
and hybrid functional methods together to investigate the applicability and limitations of the latter over 
a range of semiconductors with small to large band gaps. 
 
(2) Electronic effect in radiation damage 
To date, most theoretical studies of radiation damage are based on the Born-Oppenheimer 
approximation assuming electronic ground state. We note however that the high-energy particles can 
also excite ground state electrons into their excited states. Such an electronic excitation can act as a 
heat bath of energetic particles to significantly alter the energy transfer to ions and hence the defect 
creation. When ionic motions are fast, electrons may not respond instantaneously. Therefore, 
nonadiabatic electronic dynamics could be important for radiation damage. Here, we propose to study 
the electronic effect in radiation damage by using time-dependent density functional theory (TDDFT). 
We will first consider graphene as we already have some experience with this material. We will then 
move on to the effect by B implantation in Si. The objective is to develop a theory on how electronic 
effect will alter Frenkel-pair creation and damage propagation in these materials. In particular, we will 
consider the electron dynamics caused by fast ion beams. 
 
(3) Native defects and clusters in copper zinc tin disulphide 
In collaboration with researchers at IBM, we investigate native defects in Cu2ZnSnS4 (CZTS), which is an 
earth-abundant photovoltaic semiconductor. Unlike binary or ternary semiconductors, CZTS contains 
four elements, three of which are cations. Previous theoretical calculation has focused on Cu-deficient 
defects in this material. Different chemical compositions such as cu-rich, however, cannot be simply 
excluded. For example, in spite the large error bars, a recent experiment has indicated that active 
regions in CZTS could be Cu-rich and Sn-deficient. Yet, the growth condition for producing good quality 
CZTS is clearly Cu-deficient. Our research is designed to resolve this dilemma. An emphasis will be on the 
formation of defect clusters. While we will use the hybrid functional to calculate defect formation 
energy, we will use simulated annealing within the GGA to prescreening the potential low-energy 
clusters. 
 

List of key publications (2010-2012) 
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Magnetization dynamics at elevated temperatures

Principle Investigator: Shufeng Zhang
Department of Physics, University of Arizona
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email:zhangs@physics.arizona.edu

Project Scope
This project aims at establishing a theoretical framework for modeling and predicting

magnetization dynamics of magnetic nanosystems at elevated temperatures. Fast magneti-
zation dynamics excited by external perturbations such as laser pumping and high current
heating involves physics on the time scale of picoseconds and femtoseconds, several orders
of magnitude faster than conventional nanosecond magnetization dynamics of nanomag-
nets. This proposed research consists of two broadly defined objectives. The first is to
identify physical processes responsible for the femtosecond dynamics by using the quantum
kinetic Bloch approach. The key physics is how highly non-equilibrium electrons excited
by external sources transfer their energy and angular momenta to spins and lattice via
electron-spin interaction and spin-orbit coupling. The second object is to establish an effec-
tive description for ensemble magnetization so that the picosecond magnetization dynamics
can be modeled by an effective dynamic equation at high temperatures where the conven-
tional Landau-Lifshitz-Gilbert equation fails. The program intends to deliver a number of
numerical algorithms and codes for applications in various systems.

Project Progress

1. Laser induced demagnetization at high temperatures

Laser-induced demagnetization is theoretically studied by explicitly taking into ac-
count interactions among electrons, spins and lattice. Assuming that the demagnetization
processes take place by the thermalization of the sub-systems, the adiabatic temperatures of
each subsystems are introduced and determined by explicitly calculating the energy transfer
between the thermalized interacting subsystems. These energy transfers are accounted for
through electron-magnons and electron-phonons interaction, which govern the demagneti-
zation time scales. By properly treating the spin system in a self-consistent random phase
approximation, we derive magnetization dynamic equations for a broad range of tempera-
ture. The dependence of demagnetization on the temperature and pumping laser intensity
is calculated in detail. In particular, we show several salient features for understanding mag-
netization dynamics near the Curie temperature. For example, while the critical slowdown
in dynamics occurs, we find that an external magnetic field can restore the fast dynamics.
In Fig. 1, we show how a large laser intensity can slow down the spin dynamic to a few
nano-seconds for otherwise femtosecond dynamics.

2. Generalized Bloch equation for magnetization dynamics

By using the quantum kinetic approach with the instantaneous local equilibrium approx-
imation, we propose an equation that is capable of addressing magnetization dynamics for
a wide range of temperatures. The equation reduces to the Landau-Lifshitz equation at

1
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FIG. 1: Time evolution of three temperature for a large laser-fluence case Te(0) = 1.6Tc. The
critical slowing down of the spin system is identified as the plateau in the figure. The insert defines
a slowdown time τd. The smaller insert panel shows the magnified region in the vicinity of the
maximum spin temperature. (Figure from Publication [1])

low temperatures and to the paramagnetic Bloch equation at high temperatures. Near the
Curie temperature, the magnetization reversal and dynamics depend on both transverse and
longitudinal relaxations. We further include the stochastic fields in the dynamic equation in
order to take into account fluctuation at high temperatures. Our proposed equation over-
comes the non-analytic damping coefficients in the Laudau-Lifshitz-Bloch (known as LLB)
equation and may be broadly used for modeling laser pump-probe experiments and heat
assisted magnetic recording. In Fig. 2, we show how the improved equation differs from the
conventional Landau-Lifshtz when the temperature is higher than the Curie temperature.

Planned Activities

In the next year, we continue to execute and expand our proposed research. Two research
directions are described below.

First, we will study laser induced femtosecond spin dynamics beyond the adiabatic limit.
Up until now, we have focused the magnetization dynamics adiabatically, namely, one can
define temperatures for each electronic systems although different subsystems have their
own time-dependent temperatures. Such adiabatic assumption is no longer valid when the
initial electronic excitations are ultra-fast, of the order of femtoseconds. In fact, recent
experiments have already indicated that the initial spin dynamics play key roles for the
evolution of the non-equilibrium spin states to the eventual equilibrium states. Thus, it
is needed to develop theory without the adiabatic approximation. The approach we are
taking is the quantum kinetic theory where the density matrix of particles follows kinetic
Bloch equation without assuming the smallness of non-equilibrium density to the equilibrium
value. Since the microscopic Hamiltonian of the interactions for transitional metal-based
ferromagnts are relatively known, we can solve the equation in various conditions relevant to
experiments. We hope that our research would advance our fundamentally understanding
of physics of demagnetization and remagnetization at femtosecond time scale.

2
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FIG. 2: a) The time dependence of magnetization reversal when a reversal magnetic field is applied
at t > 0 for the temperature T = 0.9Tc and T = 1.0Tc as indicated. The blue (solid) and
red (dashed) curves were obtained by our new proposed equation and by the the conventional
Landau-Lifshitz equation, respectively. b) the reversal times and their ratio as a function of the
temperature obtained from a). The parameters are: spin relaxation time τs = 1.0 ps, spin S = 1/2,
the anisotropy constant K = 0, and the external field H = 1.0 T.

The second research direction we are taking is on the application of the improved Landau-
Lifshitz equation we have just proposed a few months ago (we name it the generalized Bloch
equation). In micromagnetic modeling of magnetization dynamics, the most popular method
is based on either the atomistic Landau-Lifshitz (a-LL) equation or Landau-Lifshitz-Bloch
equation which is derived from the a-LL equation. Even though the a-LL equation is known
to have severe fundamental problems, it continues to be a main tool in explaining and pre-
dicting experimental phenomena. We will take two distinct steps to evaluate the effective-
ness of our proposed effective equation in replacing the a-LL model: 1) by using the known
microscopic interactions, we determine the relaxation parameter in our generalized Bloch
equation, and 2) we will carry out extensive simulations for various systems. The simulation
will start with simple bulk ferromagnetic metals and gradually adding complexities such as
the finite size effect and multi-composite materials (e.g., ferrimagnetic materials). Our goal

3
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is to provide a better simulation tool based on the improved equation which overcomes the
shortcomings in the existing a-LL model.

Publications

1. A. Manchon, Q. Li, L. Xu and S. Zhang, Theory of laser-induced demagnetization at
high temperatures, Phys. Rev. B 85, 064408 (2012) (10 pages).

2. L. Xu and S. Zhang, Electric field control of interface magnetic anisotropy, J. Appl.
Phys. 111, 07C501 (2012).

3. L. Xu and S. Zhang, Magnetization dynamics at elevated temperatures, accepted for
publication in Physica E (2012) (9 pages).

4. A. Manchon and S. Zhang, Spin Torque Effects: Theory, to appear as Chapter 8 of
the book entitled: Spin Transport and Magnetism in Electronic Systems (K10210),
Taylor & Francis Group, edited by E. Y. Tsymbal and I. Zutic, to appear in 2012.

5. S. Zhang, Voltage control magnetization, to appear as a chapter of the book entitled:
Spin current, A SERIES ON SEMICONDUCTOR SCIENCE AND TECHNOLOGY,
Oxford University Press, edited by S. Maekawa et al., to appear in 2012.
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Tailoring Magnetism and Spin in Quantum Dots  
DE-SC0004890: 9/2011-8/2014 
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CoPI: Andre Petukhov South Dakota School of Mines &Technology andre.petukhov@sdsmt.edu 
PROJECT SCOPE 

Magnetic doping of semiconductor nanostructures such as quantum dots (QDs) provides an 
interesting interplay of interaction effects in confined geometries and novel opportunities to 
control the ordering of carrier spin and magnetic impurities at the nanoscale. However, owing to 
the computational complexity of including even a small number (~10) of magnetic impurities, 
there is a greater need to apply various approximations schemes to describe magnetic QDs. 
Unfortunately, a widely used mean-field approximation neglects the thermodynamic spin 
fluctuations and shows serious problems, including spurious phase transitions, when applied to 
such small magnetic systems. These difficulties impede the progress in understanding of the 
fundamental properties and the potential applications of magnetic QDs. To systematically 
address this situation, our main objectives are: (i) to develop a comprehensive framework 
suitable to study the interplay of many-body effects and quantum confinement in small magnetic 
systems; (ii) to explore novel possibilities to control the ordering of magnetic impurities and 
carrier spin in QDs, as well as to provide proposals for their experimental implementation.  

RECENT PROGRESS 
Robust Magnetic Polaron Formation in (II,Mn)VI Quantum Dots  
The formation of a magnetic polaron (MP) can be viewed as a cloud of localized impurity spins, 
aligned through exchange interaction and is typically considered a low-temperature phenomenon 
(T < 30 K) and binding energy EMP < 20 meV [1]. In collaborations with experimentalists at U. 
Buffalo, we explored paths to overcome those limitations and provide a theoretical explanation 
for robust MP formation. The previous QDs with Type-I band alignment (the position of a 
conduction band minimum and valence band maximum coincide) were not suitable to promote 
high-temperature magnetism and we turned to Type-II QDs (Fig. 1). Our dots have a strong 

spatial separation 
between electrons 
and holes leading to 
much longer 
radiative lifetimes —
the carriers have 
more time to align 
nearby Mn-spins, 
combined with a 
strong Mn-hole 
overlap. The MP 
formation leads to the 
energy lowering and 
a red shift in the 

photoluminescence 
(PL). Our time-

resolved PL measurements, reveal a striking difference from the previous results in epitaxial 

	
   	
  
Fig. 1 (a) Type-II band alignment in the (Zn,Mn)Te/ZnSe QDs. (b) Temporal 
evolution of the PL at 14 K. (c) Time dependence of the photoluminescence (PL) 
peak from 14 to 270 K. (d) Temperature dependence of the magnetic polaron 
formation energy (EMP).  
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Type-I QDs : 1) MP formation persists to a much higher T, in Fig. 2 (c)  (> 200 K, vs ~ 30 K for 
Type-I QDs). 2) EMP in Fig. 2 (c) is 2-3 times larger than in Type-I QDs. 3) weak T-dependence 
in Fig. 2 (d) is very different from the rapid decay in Type-I QDs. Our theoretical model [1] has 
explained these findings. We have incorporated subtleties of the Type-II QDs and proposed a 
prominent role of the Mn-Mn aniferromagnetic coupling on MP formation, leading to a weak  T-
dependence of the transverse magnetic susceptibility and thus to the weakly dependent EMP(T).   

Predictions of Closed-Shell Magnetism in Quantum Dots 
We have proposed a new concept of magnetic bipolaron and an unexpected possibility of 
magnetic ordering in closed-shell QDs [2].  Predictions of magnetic properties of QDs are 
usually guided by knowledge of their shell structure, a ubiquitous feature in small systems of 
interacting particles such as atoms, nuclei, and QDs.  According to a theorem by Wigner, the 
ground state of any non-magnetic two-electron system, including a two-electron QD, is a spin-
singlet. Thus, it is widely expected that closed-shell Mn-doped QDs do not allow magnetic 
ordering. However, on the example of a two-particle system, we show, that the Mn-doping alters 
the magnetic properties of closed-shell QDs. Surprisingly, we find a pseudosinglet (PS) ground 
state (total spin zero realized with two different Bohr radii), which allows ordering of Mn spins 

that could be interpreted as the two-particle 
analog of magnetic polaron, which we term 
magnetic bipolaron.   
We envision a possibility for a formation of 
spin corral, illustrated in Fig. 3. Suitable 
radial placement on Mn atoms leads to the 
periphery by intentionally introducing Mn 
in the material surrounding the dot. In 
epitaxial CdSe/(Zn,Mn)Se Type-I QDs Mn 
can be created only at the periphery by 
intentionally introducing Mn in the material 
surrounding the dot. In colloidal QDs radial 
segregation of impurities occurs during the 
growth, desirable for the implementation of 
spin corral. The placing of individual Mn 
ions with STM is another promising path to 
realize the spin corral. 
 We predict that the PS existence can be 
experimentally verified for a homogeneous 
distribution of Mn in QDs, e.g., as a blue 
shift of interband PL with magnetic field B 
applied along the growth axis. With 
increasing B, all the Mn spins will tend to 
align antiparallel to it, destroying the PS 
magnetization profile. Thus, PS should 
increase its energy, while evolving towards 
the ordinary singlet. This effect could be 
observed in Type-II QD, strong exchange 
coupling in these QDs is seen as MP 
formation [1]. 

	
  

 
Fig. 2 Emergence of magnetic bipolarons. (a) Without 
carriers, Mn spins (green arrows) are randomly oriented. 
Black arrows show carrier’s spin projection associated with 
the orbitals. (b) With one carrier MP forms. Mn spins align 
in one direction. (c) Two carriers assemble in a PS state, 
forming a magnetic bipolaron. The sign of the Mn-spin 
projection depends on the sign of the carrier-spin density [2].  
 
 
 

	
  
Fig. 3 Spin corral. Colored surface: The hole-spin density 
ρPS of PS. Black circle indicates vanishing ρPS. Green 
arrows: Mn spins, placed to maximize the stability of the 
ferromagnetic alignment. Red and blue arrows: The more 
probable hole-spin projections at two positions [2]. 
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 Monte Carlo Simulations of Electrical Control of Ferromagnetism in Quantum Wells  
We have developed detailed Monte Carlo 
simulations [3] revealing that the electrical-
control of ferromagnetism in (Ga,Mn)As,  a can 
lead to a reversible switching of ferromagnetism  
with  ΔTC > 100 K [Fig. 4], an order of 
magnitude larger range than in the state-of-the 
art experiments. The key consideration is the 
proper optimization of the sample geometry. We 
have chosen GaAs quantum well in which we 
have altered the position of the thin magnetic 
layer  (Mn-doped) resulting in a high degree of 
control of TC. The use of electric field for a 
reversible electrostatic doping is particularly 
suitable since it does not alter the level of 
disorder, while providing important clues about 
the ordering, including the possibility of the 
impurity-band formation and localization 

effects. The attainable electric field can also strongly modify materials properties in other 
systems such as high-temperature superconductors, manganites, and single-molecule devices [4]. 
Other Topics   
We have also explored other possibilities to control spin and magnetism in semiconductor 
nanostructures. One of them pertains to magnetic anisotropy, extensively studied in bulk dilute 
magnetic semiconductors, but largely overlooked in magnetic QDs where it could play an 
important role, in transport phenomena, formation of MPs, control of magnetic ordering, non-
volatile memory, and quantum bits. We have shown that tuning the confinement allows a control 
of magnetic easy axis in QDs in ways not available in bulk dilute magnetic semiconductors [5].  
We have also explored the implications of spin-dependent properties in QDs on lasers [6-8] and 
considered different possibilities to use thermal gradients and inhomogeneous magnetization to 
optimize transport properties [8-11]. With E. Tsymbal (U. Nebraska), the PI has co-edited a 
comprehensive book of Spin Transport and Magnetism which includes an overview by Albert 
Fert, 2007 Nobel Laureate in Physics and several topics conducted under this project: 
http://www.amazon.com/Handbook-Transport-Magnetism-Evgeny-Tsymbal/dp/143980377 

FUTURE PLANS  
We plan to investigate several peculiar effects for magnetic ordering in QDs. For certain hole 
densities p we expect a reentrant T-dependence of the magnetization: it disappears for some 
temperature range and reappears at higher T. Some hints for such an unusual behavior could be 
seen already inferred from Fig. 1(d), where the magnetic polaron binding energy may increase 
with T.  Our preliminary results show that such a reentrant scenario is indeed possible, not just in 
the mean-field approximation (MF), but also with the fluctuation approach (FA), when the 
statistical spin fluctuations are correctly taken into account. However, multiple transition 
temperatures in a MF description of are not physical in small system such as QDs which are 
clearly not in a thermodynamic limit. FA should therefore lead to a qualitative changes and 
removal of such spurious transitions.  We expect that an experimental realization of a reentrant 
magnetism is feasible in QDs with thermally changing occupancy (it is not enough to consider a 

	
   	
  
Fig. 4 Dependence of Curie temperature TC on 
electric field for various off-center displacements  
d for a thin magnetic layer from the center of a 
quantum well having a width L [3]. 	
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single QD occupancy as in the usual MP 
description). Our related results are given 
in Fig. 5. We will study PL of such QDs 
as the nonmonotonic T-dependence of 
EMP should also be reflected in 
nonmonotonic trends for the PL peak and 
intensity to yield clear experimental 
signatures for our predictions. We will 
explore how the magnetic bipolarons [2] 
(neglected in Fig. 5 for double QD 
occupancy) would modify the reentrant 
magnetism. We will develop Monte Carlo 
simulations to further corroborate the 
prospect for reentrant magnetism and 
other effects of multiple QD occupancies. 

It is known that in that the interplay of confinement and Coulomb interactions in nonmagnetic 
quantum dots can lead to strongly correlated phases differing qualitatively from the  Fermi liquid 
behavior. We will explore how the presence of magnetic impurities in QDs can provide 
additional opportunities to study correlation effects and the resulting ordering in carrier and 
impurity spin.  For this investigations it will be crucial to accurately treat the effects of Coulomb 
interactions so we will compare several different methods: from the exact diagonalization and 
Monte Carlo studies to the more intuitive variational approaches. We expect to establish how the 
correlations could be enhanced by the Mn-impurities and which experimental probes would be 
suitable to identify the corresponding signatures of strongly correlated phases.  
We made a substantial progress in proving that for the open-shell QDs the spin-ordered states of 
Mn impurities with spontaneously broken time-reversal symmetry persist at all T. For the single-
carrier dots these states are MPs. Our method accounts for thermodynamic spin fluctuations 
using the steepest descent integration with proper elimination of the Goldstone modes. We intend 
to demonstrate that the correct choice of the saddle point is crucial for avoiding spurious phase 
transitions, common artifacts of the mean-field approach to the nanoscale magnetic systems. 
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Fig. 5 (a) Reentrant magnetism in the fluctuation approach 
(FA) for p=5 x 109, 9 x 1010, 4 x 1011 cm-2. Comparison of the 
FA and the mean field (MF). FA (dot-dashed) shows no 
reentrant magnetism predicted for p=5 x 109 cm-2 (dashed). 
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