Figure 2: Uniaxial compression tests on FIB-milled Zr-Ni-Al pillars. Typical SE imaging shows post-compression are shown for pillars with initial diameters of (C) 492 nm, (D) 540 nm, (E) 1300 nm, and (F) 1560 nm.
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**Top Left:** Combined effects of energy loss to electrons and atomic nuclei by an ion. Electronic energy loss results in a concentric thermal spike along the ion path (depicted by arrow), while energy loss to atomic nuclei results in atomic collisions that displace atoms creating damage (Weber et al., ORNL)

**Top Right:** Microstructure of long coherent twin boundaries (CTB) in twinned Al films. (a) Low magnification TEM micrograph of the CTB multi-junction in Al film. (b) HRTEM micrograph showing the intersection of CTBs at the junctions. (Zhang et al., Texas A&M)

**Middle Left:** Uniaxial compression tests of Zr-Ni-Al metallic glass pillars showing a transition in response as size increases. Typical SEM images post compression shown for pillar diameters of (C) 492 nm, (D) 540 nm, (E) 1300 nm, and (F) 1560 nm (Greer et al., Cal Tech)

**Middle Right:** Schematic of experimental setup for *in situ* Raman piezothermography method applied to strained, suspended nanowires (Gianola et al., Penn)

**Bottom Left:** A needle fabricated from a Ni$_{50.3}$Ti$_{29.7}$Hf$_{20}$ alloy, aged 315 hours at 550°C, used for H-phase volume fraction analysis. (a) An example of 1 of 180 HAADF STEM images used in creating the back-projection, a frame of which is shown in (b), which formed the building blocks for the 3D rendering shown in (c). (Mills et al., The Ohio State University)

**Bottom Right:** Voronoi tessellation for the structure of an ethane-bridged oxycarbosilane hybrid organosilicate glass. This is used to obtain the volume accessible to each atom via their corresponding simplex volumes. The free volume change between compressive and tensile loading is directly related to the change in the Voronoi cell volume since the atomic volume remains constant. (Dauskardt et al., Stanford)
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Abstracts
Influence of chemical disorder on energy dissipation and defect evolution in advanced alloys - progress toward structural materials by design

Yanwen Zhang, Director, Oak Ridge National Laboratory

Hongbin Bei, German D. Samolyuk, G. Malcolm Stocks, Roger E. Stoller, and William J. Weber, PI, Oak Ridge National Laboratory

Lumin Wang, PI, University of Michigan

Magdalena Caro and Alfredo Caro, PI, Los Alamos National Laboratory

The development of metallic alloys is arguably one of the oldest sciences, dating back at least 3,000 years. Most research and applications have been focused on alloys with one principal element, to which the addition of alloying elements in low concentrations leads to various performance improvements and changes in radiation resistance. In sharp contrast to traditional alloys, recent success in the synthesis of single-phase concentrated solid solution alloys (SP–CSAs) has opened up new frontiers in materials research. In these alloys, a random arrangement of multiple elemental species on a lattice (fcc or bcc) results in unique site-to-site lattice distortions and local disordered chemical environments.

Intense radiation in nuclear fission and fusion energy power systems, nuclear waste forms, high-energy accelerators and space exploration transfers energy to the electrons and atoms that make up the material, and thereby produces defects that ultimately compromise material strength and lifetime. A grand challenge in materials research is to understand complex electronic correlations and non-equilibrium atomic interactions, and how such intrinsic properties and dynamic processes affect energy transfer and defect evolution in irradiated materials. Since SP–CSAs possess unique links between intrinsic material properties (can be altered by alloy complexity), energy dissipation and various defect dynamic processes; they are ideal systems to fill knowledge gaps between electronic-/atomic-level interactions and radiation resistance mechanisms.

In our work, we show that chemical disorder and compositional complexity in SP–CSAs have an enormous impact on defect dynamics through substantial modification of energy dissipation pathways. Based on a closely integrated computational and experimental study using a novel set of Ni-based SP-CSAs, we have explicitly demonstrated that increasing chemical disorder can lead to a substantial reduction in the electron mean free path and electrical and thermal conductivity. These reductions have a significant impact on energy dissipation and consequentially on defect evolution during ion irradiation. Considerable enhancement in
radiation resistance with increasing chemical complexity from pure nickel to binary, and to more complex quaternary solid solutions, is observed under ion irradiation.

Contrary to conventional alloys with low solute concentration but multiple phases, energy dissipation and defect evolution at the level of electrons and atoms in SP–CSA systems with extreme compositional disorder is an unexplored frontier in materials science. The integrated experimental/modeling effort provides new insights into defect dynamics at the level of atoms and electrons, and an innovative path forward towards solving a long-standing challenge in structural materials. Understanding how material properties can be tailored by alloy complexity and their influence on defect dynamics may pave the way for new design principles of radiation–tolerant structural alloys for advanced energy systems, as well as for new defect engineering paradigms benefiting broader science and technology.

Work supported by the Energy Dissipation to Defect Evolution Center (EDDE), an Energy Frontier Research Center funded by the U.S. Department of Energy, Office of Science.
Program Scope
The overarching goal of the PRISMS Center is to establish a unique scientific platform that will enable accelerated predictive materials science. The platform has three key components and associated objectives:

1. **PRISMS Integrated Computational Software**: Develop and establish PRISMS (PRedictive Integrated Structural Materials Science), a suite of integrated multi-scale computational tools for predicting the microstructural evolution and mechanical behavior of structural metals. This software suite will be open-source, efficient and extensible.

2. **PRISMS Integrated Science Use Cases**: Significantly advance the science of metals by integrating the use of PRISMS computational tools with advanced experimental methods focused on specific scientific challenges. The use cases demonstrate the application of the integrated PRISMS capability for making major advances in the quantitative and predictive understanding of microstructural evolution and mechanical behavior of magnesium alloys.

3. **The Materials Commons**: Develop and deploy “The Materials Commons,” a knowledge repository and virtual collaboration space for curating, archiving and disseminating information from experiments and computations. Materials Commons is a collaboration platform for the PRISMS community and, ultimately, the broader materials community.

The other faculty involved in the PRISMS Center are Samantha Daly, associate professor of mechanical engineering (UM); Krishna Garikipati, professor of mechanical engineering; (UM) Vikram Gavini, associate professor of mechanical engineering (UM); Margaret Hedstrom, professor School of Information (UM); H. V. Jagadish, professor of electrical engineering and computer science (UM); J. Wayne Jones, professor of materials science and engineering (UM); Emmanuelle Marquis, associate professor of materials science and engineering (UM); Amit Misra, chair and professor of materials science and engineering (UM); Veera Sundararaghavan, associate professor of aerospace engineering (UM); Katsuyo Thornton, professor of materials science and engineering (UM); and Anton Van der Ven, associate professor of materials (University of California-Santa Barbara). The PRISMS Center also has five full time staff and sixteen graduate students and post-doctoral fellows.

Recent Progress and Future Plans
The PRISMS Center was established in September 2012. Substantial progress has been made in each of the three primary thrusts (Use Cases, PRISMS Software and Materials Commons) as described below. We have also established an annual workshop to develop our external PRISMS collaborative community and to train external users in use of PRISMS software tools and Materials Commons. Additional information can be found on the PRISMS Center website: [http://prisms-center.org](http://prisms-center.org).

**PRISMS Integrated Software**
The five major integrated open source codes described below will be developed and made available to the community. Initial versions of four of these (CASM, PRISMS-PF, PRISMS-Plasticity and PRISMS-Integration Tools) are being released on September 1, 2015 and can be accessed via GitHub.
PRISMS-IntegrationTools: Integration of PRISMS codes and other software is being accomplished using the IntegrationTools package that includes an API for easily passing arbitrary functions and fields between different software programs.

CASM, a Clusters Approach to Statistical Mechanics: The initial release provides functionality for symmetry identification, enumeration of symmetrically unique supercells and configurations, use of automatically determined or custom reference states for formation energy calculation, and convex hull identification. Future planned releases include kinetic Monte Carlo calculations of non-dilute diffusion coefficients.

PRISMS-PF: The PRISMS Phase Field code uses the finite element (FE) method, and is a massively scalable numerical framework for implementing phase field models for the multiscale materials modeling effort of PRISMS. The PRISMS FE framework using the deal.ii open-source finite element library has been implemented.

PRISMS-Plasticity: The PRISMS-Plasticity code is a massively parallel numerical framework for implementing continuum and crystal plasticity finite element (CPFE) models using the deal.ii open source library. Various continuum plasticity and crystal plasticity material models have been developed. The ability to carry out computations of crack and shear band evolution is being developed using variational multiscale methods (VMM) and is planned for future release.

PRISMS-RSDF: To enable an accurate electronic structure study of the energetics of defects in crystalline materials, real-space methods are being developed for simulation domains containing tens of thousands of atoms. This enables accurate capture of both the electronic-structure of dislocation cores and the long-range elastic fields. The initial PRISMS Real Space DFT code will be released in late 2016/early 2017.

PRISMS Use Cases
The PRISMS Use Cases serve as demonstrations and test beds for the development of the PRISMS framework and of our highly integrated and collaborative scientific workflows. Highlights from these four use cases are summarized below:

Precipitate Evolution Use Case
High strength in Mg alloys is achieved by a particular precipitation sequence exhibited by a variety of Mg-rare earth (RE) alloys. It involves the formation first of Guinier-Preston zones followed by the precipitation of nano-scale β’ and β₁ phases with optimal orientations for strengthening. Fundamental questions being addressed include how precipitation mechanisms can be described theoretically such that the evolution during aging heat treatments can be predicted and what, in particular, about the rare-earth elements causes this favorable precipitation morphology and orientation. Our initial demonstration of this integrated framework is on β’ precipitate evolution in a Mg-Nd alloy. Using CASM, we formulated a phenomenological free energy that is capable of simultaneously describing the nucleation and growth of hcp based β’ as well as the formation of the bcc based β₁. These results were combined with high resolution TEM results to identify critical new features of the Mg-RE phase diagram. Using CASM, we formulated a phenomenological free energy that is capable of simultaneously describing the nucleation and growth of hcp based β’ as well as the formation of the bcc based β₁. These results were combined with high resolution TEM results to identify critical new features of the Mg-RE phase diagram. Using the new PRISMS-PF code, a phase field model was developed to simulate the evolution of β’ precipitates in Mg-RE alloys. The energetics of the system was parameterized for bulk thermodynamics, anisotropic interfacial energy, and strain energy due to the misfit of the precipitates relative to the lattice. Figure 1a shows the morphology of a single β’ precipitate in a Mg-Nd alloy and Figure 1b shows the results of a large scale run with over 1000 β’ precipitates in a Mg-Gd alloy. The precipitation sequences and quantitative 3D precipitate characteristics are also being probed experimentally in several binary, ternary and higher Mg-RE alloys using a range of techniques.
including high resolution transmission electron microscopy and atom probe tomography. Future plans include comprehensive experimental characterization and full parameterization of the PRISMS-PF simulation for precipitation in the Mg-Nd, Mg-Y and Mg-Nd-Y systems. We plan to incorporate a concurrent nucleation algorithm into the phase-field model to study the early stages of precipitate formation and evolution.

Figure 1. PRISMS-PF simulation of a) equilibrium shape of a $\beta'$ precipitate in Mg-Nd (considering interfacial energy anisotropy only) and b) large scale simulation of $\beta'$ precipitation in Mg-Gd.

Recrystallization and Grain Growth Use Case
Grain size, grain size distribution and grain orientations have a well-documented influence on the mechanical properties of metal alloys. Thus developing methods for predicting these characteristics is an important PRISMS capability. We have developed and parameterized a research Phase Field Crystal (PFC) code. Using PFC, grain boundary energies are calculated over a range of grain misorientation angles. We have also completed recrystallization and grain growth experiments in pure Mg and Mg alloy WE43 for use in phase field model parameterization and validation.

Tensile Behavior Use Case
An important and unique aspect of the PRISMS Center is the integration of detailed microstructural simulations with property models, and it is in this use case that this is being accomplished. The Tensile Behavior Use Case group is investigating and developing predictive capabilities for a wide range of complex phenomena including dislocation-precipitate and dislocation-dislocation interactions in this hcp system, prediction of alloying effects on solid solution strengthening, prediction and measurements of strain distributions and the propensity for cracking at grain and twin boundaries. We are using ParaDis as the primary dislocation dynamics code to be integrated into the PRISMS framework, in collaboration with LLNL. We have modified the code to incorporate the effects of precipitate strengthening as shown in Figure 2. Using experimentally-obtained microstructure images as input, the response of crystalline aggregates to mechanical loading has been computed using the PRISMS-Plasticity code. The single crystal response in this code is based on evolution laws for micro-scale state variables, namely, slip and twin system resistances. In addition, using variational multiscale method (VMM), the crystal plasticity computations were extended towards modeling 2D fracture under static and cyclic loading. Using in-situ distortion-corrected image correlation combined with scanning electron microscopy (SEM-DIC), full-field maps of deformation are captured on fields of view ranging from the length scale of capturing twinning inside a single grain to the statistical behavior of a collection of grains. Electron backscatter diffraction data of full-field crystallographic information are mapped into PRISMS-Plasticity, which allows the experimental deformation fields from SEM-DIC and predicted deformation fields from CPFE to be compared. Using this method, slip systems, twinning, macroscopic and microscopic strain localization and microstructural level strain gradients were clearly and quantitatively resolved. Advanced computational methods being developed for this use case include PRISMS-RSDFT and an advanced phase field technique for mechanically driven transformations such as twins. PRISMS-RSDFT has been used to conduct studies on the energetics of dislocations to determine the dislocation core-size and quantification of the dislocation core-energy in aluminum. This
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study revealed that the electronic-structure perturbations arising from the edge-dislocation in aluminum are present up to $10|b|$ from the dislocation line.

Figure 2. ParaDis simulation of dislocation on basal plane interacting with gamma precipitates in a Mg-Al-Zn alloy. Precipitates were measured experimentally, stored in The Materials Commons and mapped to ParaDis.

Fatigue Behavior Use Case
The Fatigue Behavior Use Case group is developing capabilities for predicting the role of alloying and microstructure on the low cycle fatigue response and the growth of microstructurally small fatigue cracks in Mg alloys. Crack propagation under cyclic loading is modeled using the PRISMS-Plasticity code with the addition of cohesive elements. We are focused on predicting the propagation path (and ultimately propagation rates) of microstructurally and physically small cracks growing from micro-notches. Analytical methods were developed to directly calibrate cohesive parameters from targeted fatigue crack growth experiments. The model is used to identify microstructure-sensitive crack growth processes and to explore the role of grain size (hard/soft grains) and role of misorientations on crack propagation. The experimental program in fatigue integrates new fundamental observations of the earliest stages of fatigue crack initiation and propagation from notches with multiscale modeling efforts. We employ a unique ultrasonic fatigue capability that allows in situ observation of crack initiation and early crack propagation in a state-of-the-art SEM system, where high resolution observations of fatigue damage accumulation, crack initiation from notches, and the interaction of small fatigue cracks with microstructure can be studied (see Fig. 3).

Figure 3. (a) EBSD image of the sample microstructure with three grains identified for micronotches. (b) SEM image with crack propagation reorientation at boundary 1/A (85° tilt and 30° twist) and arrest at boundary 1/B (43° tilt and 82° twist). Grain boundaries are outlined in black and red lines indicate basal traces

The Materials Commons
The Materials Commons is designed to be a general repository and collaboration platform for the metals community in the PRISMS technical emphasis areas (microstructural evolution and mechanical properties). We envision the Materials Commons becoming a continuous, seamless part of the scientific workflow. The Materials Commons has been under constant development since the program inception, and is now being used regularly by about 25 members of the PRISMS community. There are three main focus areas for Materials Commons: the data model for representing scientific data provenance, website design and usability, and development of secure and scalable storage and access. Materials Commons stores not only the data generated from experiments or simulations but also inter-relationships between these data and associated meta-data. In collaboration with students from the University of Michigan School of Information, we conducted multiple user reviews and applied standard heuristics to continuously measure and improve website usability. The Materials Commons backend is designed to provide data security along with performance. The entire code base has been open-sourced and progress can be tracked at https://github.com/materials-commons.
Publications


Program Scope
The aim of the work proposed here is to develop an understanding of the microstructural stability and deformation mechanisms that control the strength of these potentially-useful f.c.c./B2 FeNiMnAl alloys over a range of temperatures and strain rates. The work includes examining the effects of additional elemental additions and TEM in-situ straining studies.

Recent Progress
As-cast Fe$_{28}$Ni$_{18}$Mn$_{33}$Al$_{21}$, which consists of aligned, 50 nm, (Ni, Al)-rich B2 and (Fe, Mn)-rich f.c.c. phases (see Figure 1a), was annealed at a variety of temperatures up to 1423 K for up to 250 h and the microstructures and mechanical properties were examined. It was shown that the as-cast microstructure arises from a eutectoid transformation at ~1300 K. Annealing at temperatures ≤1073 K produces β-Mn-structured precipitates, while annealing at temperatures >1073 K leads to dramatic coarsening of the two-phase B2/f.c.c. microstructure, but does not produce β-Mn precipitation. Interestingly, annealing at temperatures >1073 K delays the onset of β-Mn precipitation during subsequent anneals at lower temperatures. Coarsening the B2/f.c.c. lamellar structure by annealing at higher temperatures softens it and leads to increases in ductility, from fracture before yield to ~8% elongation: the presence of β-Mn precipitates makes the fine, brittle B2/f.c.c. microstructures even more brittle, but significant ductility is possible even with β-Mn precipitates present if the B2/f.c.c. matrix is coarse and more ductile.

Figure 1. Secondary electron images of Fe$_{28}$Ni$_{18}$Mn$_{33}$Al$_{21}$ annealed at 1173 K for different times.

Annealing at 1173 K for times up to 250 h was used to generate a wide range of phase widths (50 nm - 2.5 µm), see Figure 1, over which to quantify the effects of changing the phase width, $\lambda$, on the mechanical properties. The coarsening kinetics over this two orders of magnitude change could be described by $r^2 - r_0^2 = kt$, where $r$ is the average of the B2 + f.c.c. phase widths.
after time \( t \) at 1173 K, \( r_o \) is initial phase width, and \( k \) is a constant. It was found that the yield strength, \( \sigma_y \), follows a Hall-Petch-type relationship, i.e. \( \sigma_y = \sigma_0 + k \lambda^{-1/2} \), where \( \sigma_0 \) is the strength for the single-phase material, and \( k \) is a constant. Interestingly, the work-hardening rate also followed a \( \lambda^{-1/2} \) relationship, while the elongation to failure increased as \( \lambda \) increased from failure before yielding in the as-cast material to \(~7\%\) for the material with the largest \( \lambda \), see Figure 2.

Cold rolling was performed on the as-cast, two-phase (f.c.c. + B2), lamellar-structured, high entropy alloy \( \text{Fe}_{28.2}\text{Ni}_{18.8}\text{Mn}_{32.9}\text{Al}_{14.1}\text{Cr}_6 \) and a similarly-structured, four-component alloy \( \text{Fe}_{36}\text{Ni}_{18}\text{Mn}_{33}\text{Al}_{13} \). After cold-rolling the alloys were annealed at temperatures from 973-1273 K, and the resulting microstructures were examined and the room temperature tensile properties were determined. Annealing led to recrystallization to an equi-axed, duplex, sub-micron grain structure consisting of discrete B2 and f.c.c. grains with small changes in the compositions of the phases, see Figure 3. Interestingly, the Cr addition led to an increase in the recrystallization kinetics. The recrystallized alloys both showed yield strengths of \(~600\) MPa and elongations of \(~20\%\), which was only slightly different from the mechanical properties of the as-cast lamellar-structured alloys, a feature ascribed to the similarity in the scale of the microstructure in the two states. It was shown that while initial plastic strain occurs only in the softer f.c.c. phase, eventually plastic deformation takes place in both phases.

\( \text{Fe}_{30}\text{Ni}_{20}\text{Mn}_{35}\text{Al}_{15} \), which also consists of submicron scale alternating B2 and f.c.c. lamellae, can show a room temperature yield strength of 600 MPa and elongation of \(~10\%\) at a strain rate of \( 3 \times 10^{-3} \text{ s}^{-1} \), but suffers from environmental embrittlement such that at slow strain rates \((3 \times 10^{-6} \text{ s}^{-1})\) elongations of \(<1\%\) are observed. It was found that the addition of Cr alleviates this
embrittlement and results in a change to a ductile, dimple-type fracture, see Figure 4. X-ray photoelectron spectroscopy showed that this was related to chromium oxide formation on the specimen surface.

Future Plans
We are examining the effects of both interstitials, and cold rolling and recrystallization on the microstructure and mechanical properties of both two-phase and single-phase FeNiMnAl alloys.

Participants/Collaborators
Dr. F. Meng (Ph.D. student/Postdoctoral Fellow), Z. Wang (Ph.D. student), C. Cheng (undergraduate), R.A. Strain (undergraduate), S. Bauer (undergraduate), R. Harder (undergraduate), M.E. Schwalbe (undergraduate), Dartmouth College
P.-B. Nebel, A. Brandenberg (undergraduate exchange students), Helmut Schmidt Univ., Germany
M. Nagpal - High school student, Los Angeles
Prof. P.R. Munroe, Dept. of Materials Science and Engineering, U. New South Wales, Australia,
Dr. Z. Cai, Dr. S. Chen, X-ray Science Division, Advanced Photon Source, ANL.
Professor Y. Liu, Dr. J. Qiu (exchange Ph.D. student), Central South Univ., Changsha, PRC.
Dr. H. Bei, Dr. M.K. Miller, Dr. K. More, Materials Science and Technology Division, ORNL
Professor Yifeng Liao, Northwestern University
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Patent Applications
“Fe-Ni-Mn-Al-Cr alloys and Methods for Production Thereof” Ian Baker, Fanling Meng, Jingwen Qiu, Filed 3/21/2014
“Nitriding to Harden the Surface of FeNiMnAlCr Eutectic Alloys”, Fanling Meng and Ian Baker, Filed 7/20/2014
Program Scope

This program has been developing a new approach to the design of radiation resistant materials, based on concepts of nanostructuring and self-organization. While focus is on nuclear applications, we expect that the scientific advancements brought forth by this Cluster will have broad impact on materials needs for a number of other advanced energy technologies. The Cluster focuses on the fundamental processes controlling the formation of novel, self-organized, nanostructured materials, their long-term structural and dimensional stability, and the relationships between the nanoscale features and the macroscopic properties. The research combines irradiation experiments, \textit{in situ} and \textit{ex situ} characterization of microstructure and properties, and atomistic simulations and continuum modeling.

The program builds on our past work on self organization in binary alloys, extending the approach to ternary and quaternary alloy systems that form stable compounds, in particular silicides, e.g., Cu-Si-X (X=W, Mo, Nb) systems. While these systems add complexity, they offer new degrees of freedom, which greatly expand our control of the stability and properties of self- of these materials. The research additionally explores the roles of sinks and defect fluxes on phase stability and self-organization, using samples fabricated with nanometer precision and characterized by advanced transmission electron microscopy and atom probe tomography techniques. The cluster also evaluates the properties of these new materials: their mechanical strength and their resistance to thermal and irradiation-induced creep. A new apparatus for measuring \textit{in situ} creep properties of highly miniaturized samples under elevated temperature irradiation is under advanced stages of development. This research integrates experiments with atomistic and continuum modeling for elucidating mechanisms, analyzing results and designing experiments. The modeling combines first principles calculations with atomistic and continuum modeling, emphasizing the coupling between point defects, solute atoms, defect sinks, and applied and internal stresses. We presently investigate non-equilibrium segregation to sinks and its effects on climb and creep rates model on Cu-Si alloys. The model will soon be extended to
Cu-Si alloys with nanoprecipitate defect sinks, and compared with our own experimental measurements on irradiation creep rate in nanostructured Cu-Si-X alloys.

**Recent Progress**

1. **Compositional patterning in ternary alloys.** We have shown that nanostructuring by intracascade precipitation, which we originally observed in highly immiscible binary alloys such as Cu-W and Cu-Mo, can also be employed to induce the formation of high number density of nanoscale precipitates such as carbides, e.g., in Ni-W-C [1], and silicides, e.g., in Cu-Mo-Si [2]. These systems offer additional control of the size and stability of self-organized nanoprecipitates, as the free energy of formation of these compounds can be made very large, as illustrated in Fig. 1, where nanoprecipitates in Cu$_{89}$Si$_{7.5}$Mo$_{3.5}$, have been stabilized to 750 °C.

![Fig. 1. Z-contrast STEM images from plane view samples of Cu$_{89}$Si$_{7.5}$Mo$_{3.5}$ irradiated at RT with 1.8 MeV Kr ions to a dose of 2×10$^{16}$ ions/cm$^2$ (left) and then annealed at 750 °C for 1 hour (right). The average size of the silicide precipitates (dark contrast) remains below 3 nm, despite the high temperature annealing.]

2. **Direct measurement of interfacial sink strength.** The ability of sinks to absorb point defects, quantified by the sink strength, plays an important role in materials under irradiation but few (if any) direct measurements of sink strengths are available. We addressed this important problem by measuring local radiation-enhanced diffusion coefficients, $D'_{RED}$, in Cu using Au tracer atoms [3]. Thin films with buried Au layers are irradiated at different temperatures with 1.8 MeV Kr ions and the diffusion coefficients measured. The success of this method relies on the ability to measure “buried” tracer profiles and associated diffusion coefficients over lengths scales less than 20 nm using energy dispersive spectroscopy in a high-resolution scanning transmission electron microscope. The experiments determined the shape of the vacancy concentration gradient near the interface, the thickness dependence of the excess vacancy concentration at the center of films, and the temperature dependence of the vacancy concentration in several model systems, Cu/Nb and Cu/V, which have a Kurdjumov-Sachs orientation relationship, and Cu/Ni, which is cube-on-cube. These data allow the sink efficiencies $\eta = J_{\text{meas}}/J_{\text{ideal}}$, of the different types of interfaces to be quantified via fitting the
3. In-situ measurement of irradiation-induced creep. A new creep apparatus was constructed to measure the creep response of miniaturized metal pillars during room temperature and elevated temperature ion irradiation. The sub-1 µm diameter pillars can be cut from either bulk samples or thin films using FIB. We used this method to perform a comparative experimental analysis of irradiation-induced creep in a variety of amorphous materials with very different types of bonding, in order to elucidate the mechanisms responsible for creep in these materials [4]. The results show strong support for the point defect model of plastic flow in a-Cu_{56}Ti_{38}Ag_{6}, a-Zr_{52}Ni_{48}, and a-Si. The model also works well a-SiO_{2} when electronic excitation is not too large (for example during 1.8 MeV Kr irradiation or fast neutron irradiation). In general, however, the electronic excitation in ion irradiated a-SiO_{2} irradiation creates thermal spikes along the track substantially increasing the fluidity.

4. Modeling of alloy kinetics in the presence of strain. The self-consistent mean-field (SCMF) kinetic approach offers a new and powerful computational framework for modeling alloy evolutions under irradiation. We selected the dilute Ni-Si alloy system as a test system since detailed experimental studies point to a strong drag of solute atoms by point defects fluxes under irradiation, leading to Si segregation and Ni_{3}Si precipitation even in undersaturated solid solutions [5, 6]. In collaboration with Dr. Maylise Nastar at CEA-Saclay, we have introduced several key developments to the SCMF method, allowing in particular for a general modeling of vacancy-driven solute drag in BCC alloys [7], FCC alloys [8], and FCC alloys under strain [9, 10]; we have also demonstrated that the effect of strain on transport coefficients can be directly predicted from atomistic calculations on unstrained cells using the elastic dipole model [11]. Our results on the effect of strain on diffusion have direct implications on the flow of solute in materials containing internal stresses, as illustrated in Figure 3 by the diffusion field near a dislocation core. These results are significant as they bear directly on the effect of alloying elements on irradiation creep, for which little is currently known.

Fig. 2. Normalized strain rate as a function of the absolute value of micropillar stress, in Mpa. The filled symbols are the results from the present study and agree very well with the theoretical predictions (solid line).
Fig. 3. Initial silicon flow due to vacancy flux induced by volumetric strain of an edge dislocation in Ni 50K below crossover, at crossover and 50K above crossover. The color indicates flow into (blue), away from (orange), or perpendicular to (white) the dislocation core. The anisotropy in mobility (Onsager) tensor, which is heterogeneous in space, leads to unusual flow patterns around the dislocation core, located in the center of each plot.

Future Plans

The Cluster will continue to investigate irradiation-induced self-organization in complex ternary and quaternary alloys in order to improve the resistance of these nanostructures to elevated temperature irradiation and annealing. We will also investigate the possibility of synthesizing these structures by a different non-equilibrium process, this time relying on severe plastic deformation, such as ball milling and high-pressure torsion. In addition to the fundamental interest in understanding non-equilibrium self-organization, it can also offer synthesis approaches that overcome limitations encountered with using thin film deposition. We will extend our work on sink efficiencies from pure Cu to self-organized nanostructures. In particular we will study the effect of particle structure (elemental phase versus intermetallics), coherency (by varying its size), and core/shell structuring on sink strength. We will extend our in-situ irradiation creep experiments to elevated temperatures, in order to assess whether nanostructuring by precipitation and by grain boundary segregation can be used to suppress creep rates. Lastly, we will continue to develop the SCMF model and couple it to phase field modeling, so as to determine dislocation climb rate, and thus creep rates, in alloys with and without nanostructuring. These predictions will be compared to our experimental measurements.
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Characterization & Modeling of Deformation Induced Damage in Titanium Alloys

Principal Investigators: C.J. Boehlert, T.R. Bieler, M.A. Crimp, and P. Eisenlohr
Michigan State University, 428 S. Shaw Lane, Rm 2527, East Lansing, Michigan 48824

Program Scope

We are using a synergistic experimental and computational approach to identify and examine processes that cause damage nucleation at interfaces in two-phase $\alpha + \beta$ titanium (Ti) alloys. We have systematically studied a near-$\alpha$ phase Ti alloy (Ti-5Al-2.5Sn (wt.%), henceforth referred to as Ti525) and compared the results with work on commercially pure (CP) Ti in order to determine how differences in composition and microstructure affect the processes that cause damage nucleation at interfaces at ambient and elevated temperature. We have characterized heterogeneous deformation behavior and slip system activity as a function of temperature using slip trace analysis, as well as instances of slip transfer and grain boundary deformation behavior of this alloy, and compared the results to single-phase $\alpha$ CP Ti. Using this knowledge to examine the deformation behavior in more complex and commercially important two-phase $\alpha + \beta$ Ti-alloy systems is an objective. Successful completion of this research program will establish a modeling paradigm in which the physical processes responsible for damage nucleation in polycrystals can be simulated.

Recent Progress

A critical component in simulations is development of a constitutive model that activates the different slip systems accurately. We have developed a synergistic experimental and statistical approach to identify the relative slip activity in Ti alloys, and we are developing ways to install measured microstructures using Differential Aperture X-ray Microscopy (DAXM) into a computational crystal plasticity model. Using this approach we have systematically studied two near-$\alpha$ phase Ti alloys; Ti525 and Ti-8Al-1Mo-1V (wt.%)(Ti811), and two two-phase $\alpha + \beta$ alloys; Ti-3Al-2.5V (wt.%) (Ti325) and Ti-6Al-4V (wt.%) (Ti64), compared the results with work on CP Ti, and simulated one particular microstructural patch in Ti525 to identify origins of unusual deformation modes [1]. More damage was observed in creep tests where grain boundary sliding led to cracking at grain boundaries and triple points. This will be the focus of future work. We have also identified what is needed to carry out credible simulation of microstructural patches, so that weak links in the microstructure can predicted with confidence based on combining slip trace analysis, DAXM, and microstructure patch simulation. Thus, by continuing to develop modeling efforts to include grain boundary sliding, we anticipate being able to identify why some boundaries slide more than others, while others crack. The following summarizes our findings to date.

1. Grain Boundaries and Interfaces in Slip Transfer between the $\alpha$ and $\beta$ Phases

The mechanisms of slip transfer between the $\alpha$ and $\beta$ phases in lamellar Ti alloy microstructures have been examined systematically in Ti64 [2,3]. We performed a comparable study of how slip in the $\alpha$ phase interacts with the $\beta$ phase in Ti525, when the $\beta$ phase is globular [4]. The minority $\beta$ phase in Ti525 resides at $\alpha$ grain boundaries and triple points as grains that are a few microns in diameter. The orientation relationships between these $\beta$ grains and their $\alpha$ neighbors were assessed using EBSD to determine if the Burgers relationship $\{0001\}_\alpha || \{0 1 -1\}_\beta$ with $<1 1 -2 0>\alpha || <111>\beta$ is present, as it is well known to exist in lamellar $\alpha/\beta$ interfaces with the parent $\beta$ grain. Only 16% of these boundaries were found to be close to this relationship. After deformation, slip trace analysis near about 100 $\alpha/\beta$ interfaces showed that only 38% had visible slip traces in the $\alpha$ phase abutting the $\beta$ phase. Less than half of these interfaces exhibited correlated slip transfer across the $\alpha/\beta$ interface. All 15 of these indicated slip transfer by $<a>$ slip in $\alpha$ into $\beta <111>$ slip. The slip
transfer parameter $m'$ (see [5] for definition) from the 15 instances of slip transfer indicates that there is a 98% confidence that the slip plane alignment favors slip transfer, but only an 80% confidence that the slip direction is correlated. These observations suggested that slip bands in the $\beta$ phase are stimulated by slip bands in $\alpha$. This suggests that the $\beta$ phase accommodates stress concentrations, which precludes formation of slip bands. Combining the two into an $m'$ assessment gave only a 30% confidence that the combination of the slip plane and the direction favors slip transfer. This low confidence in $m'$ differs from other observations in CP Ti and TiAl grain boundaries where $m'$ combined with a high Schmid factor is effective in predicting conditions that lead to slip transfer [2,3]. However, slip bands are not the only indication of slip activity, as slip can occur in less concentrated ways.

2. Comparison of the deformation behavior of CP Ti and Ti525 at ambient and elevated temperatures and different strain rates

The tension and tensile-creep deformation behavior of CP Ti and Ti525 deformed in-situ inside a SEM at 23°C and 455°C was compared [1,6]. The yield stress of CP Ti decreased dramatically with increasing temperature, but temperature had much smaller effect on Ti525. EBSD was performed both before and after deformation, and slip trace analysis was used to determine the active slip and twinning systems (Fig. 1), as well as the Schmid factors based on the global stress state. Prismatic slip was the most commonly observed slip system, and it was observed over the entire Schmid factor range, indicating that the local stress tensor varies significantly from the global stress state of uniaxial tension in some locations. Basal slip activity in Ti525 was observed in a larger faction of grains than in CP Ti, similar to previous observations [7], whereas pyramidal $<c+a>$ slip was more prevalent in CP Ti. Although twinning was an active deformation mode in tension tests of the CP Ti, it was rare in Ti525. At 23°C, the fraction of grains exhibiting obvious slip traces was over 90%, whereas less than 10% of the grains exhibited surface slip traces during creep at 200-250MPa. Instead, grain boundary sliding became prevalent under creep conditions, and it was more apparent in Ti525 than CP Ti. A robust statistical analysis that compensates for the texture was carried out [8] to assess the significance of the comparative activity of the different slip systems under the variety of experimental conditions examined, so that ratios of the CRSS on different slip systems could be extracted.
3. Heterogeneous strain and cracking in Ti525 and CP Ti

The micrographs in Fig. 1 illustrate extremes in deformation microstructures, with slip bands evident at RT and grain boundary sliding dominant in creep conditions. Grain boundary sliding can cause cracks or pores to develop, as illustrated in Fig. 2, which shows a region with a triple point crack and grain boundary crack. An orientation map is shown to illustrate that there are relatively hard orientations (⟨c⟩-axis within 30° of the tensile axis) among at least one of the grains adjacent to each of the cracks. In hard-oriented grains the lack of more easily operated slip systems prevents hard orientations from accommodating shape changes that occur in neighboring grains.

4. 3D Subsurface Microstructure Characterization and Simulation of dislocation slip

The microstructure surrounding the central grain with irregular ledges in Fig. 1a was characterized with DAXM to obtain the subsurface geometry of grains. This information was converted into a 3D mesh and computationally deformed using the (CPFE) model as shown in Fig. 3. This patch was chosen because while fainter basal plane traces are evident, the irregular ledges in the grain could not be identified using slip trace analysis, so the origin of these ledges was sought (similar features were observed in about 6 other grains in the neighborhood). The longest of these jagged traces appeared immediately upon yielding. Two meshes were generated, a quasi-3D columnar grain mesh from reconstructed boundary files obtained from EBSD data, and an approximation of the 3D grain shapes using four slices of DAXM data. Phenomenological constitutive model parameters were obtained by computationally deforming 2000 orientations measured by EBSD with an optimization scheme to obtain the measured stress-strain curve. The model 3D grain geometry matched the experimentally-measured orientation changes more accurately [9]. This implies that the grain geometry needs to be accurately represented before details of heterogeneous strain (and damage nucleation mechanisms) can be assessed computationally. This outcome is important because it indicates that using experimental measurements to assess the capability of a simulation model requires a reasonably accurate representation of the grain geometry, so that the more fundamental mechanistic constitutive model features can be properly identified and installed [9].

Given the mesh geometry and constitutive model, it was possible to examine what caused the dramatic
ledges to form. The grain beneath the surface grain in Fig. 3 has an orientation for which the Schmid factor for prism slip is high (green prism). This system has a high degree of geometrical alignment with a second order prism slip system in the surface grain, which matched the traces of the ledges. As this is not a commonly observed slip system, either slip or shear cracking occurred due to slip transfer across the subsurface boundary. This indicates that this alloy system may enable modes of deformation not normally observed [5].

5. Electron Channeling Contrast Imaging (ECCI) of Dislocations Across Grain Boundaries

An ECC image of dislocations piled up at an R9 incoherent Σ3 twin boundary in polycrystalline Ni is shown in figure 4 (top). TEM style contrast Burgers and line analysis of the dislocations on both sides of the boundary (not shown) indicate that the dislocations on both sides of the boundary have the same Burgers vector and slip plane. This suggests that while the boundary resists the motion of the dislocations, slip transfer across the boundary occurs without the need for complex dislocation reactions. Analysis of a variety of other high angle boundaries, including a coherent Σ3 boundary (Fig. 4 bottom) and a Σ9 boundary, reveal dislocations with different Burgers vectors and slip planes on either side of the boundaries. In these cases, significant strain contrast is observed at the boundaries, consistent with the accumulation of dislocations at the boundaries. This suggests that strain transfer across high angle boundaries, including many “special boundaries”, is difficult and results in localized strain accumulation, which may precede damage nucleation.

6. Future Plans

We have developed an integrated experimental measurement and modeling approach that can provide information to assist interpretation of detailed mechanisms of deformation at the mesoscale. Now that this infrastructure is in place, it will be possible to identify discrepancies between mathematical models and experimental observations with a degree of confidence not achieved in the past, focusing on Ti alloys and slip/grain boundary sliding mechanisms. From discrepancies between observations and models, new insights about deformation modes are possible. These insights can be used to more rapidly explore the physical reality that occurs in heterogeneous deformation and damage nucleation processes.
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Nanomechanics and Nanometallurgy of Boundaries

Brad L. Boyce, Sandia National Laboratories

Program Scope

Nanostructured metallic alloys have revealed intriguing scientific phenomena such as Hall-Petch breakdown and stress-induced grain growth, yet this class of metals is often plagued by grain structure instability, limited ductility, and a lack of available bulk processing routes. This program fosters a better understanding of grain boundary motion and grain growth as it relates to the unusual mechanical properties of nanostructured metals. While grain instability was once viewed as a detrimental attribute that was difficult to control and predict, our improved understanding of this phenomenon offers the opportunity to tailor stability for particular thermomechanical environments. The driving hypothesis for the current program is that grain instability as manifest in mechanically-induced grain boundary motion can dissipate mechanical energy as a means to enhance the ductility, toughness, fatigue, and wear in nanocrystalline metals. To explore this hypothesis, we are exploring three grain boundary stabilization scenarios: (1) impurity pinning to reduce boundary mobility, (2) solute boundary segregation to reduce the free energy penalty of the boundary, and (3) boundary relaxation to reduce local free volume and entropy. In-situ aberration-corrected TEM will reveal the nature of the defect interactions with grain boundaries and the role of local chemical and structural configurations; cryogenic and high temperature indentation/tension testing will reveal the coupled thermomechanical dependency of boundary processes and quantify the resulting effects on mechanical properties; and high-throughput molecular dynamics modeling will shed light on the unit mechanisms responsible for the experimentally observed behavior.

Recent Progress

In the current year, we continue to examine grain boundary instability of nanostructured metals and the impact of boundary instability on mechanical performance. For this purpose, we rely on (1) thin film processing methods including pulsed laser deposition and magnetron sputtering to produce pure metals and binary nanostructured alloys of varying degrees of thermodynamically predicted stability, (2) in situ deformation, heating, and ion-irradiation of these films in the TEM and synchrotron, and (3) ex situ characterization before and after various mechanical environments (tension, shear, indentation, fatigue, wear).

The presentation will focus on the role of stress-concentrating notches on fatigue behavior of nanocrystalline metals. Recent studies have shown the potential for nanocrystalline metals to possess excellent fatigue resistance compared to ultrafine and coarse grained counterparts (e.g. [1, 2]). Although the mechanical properties of nanocrystalline metals are
believed to be particularly susceptible to material flaws, recent reports suggest that nanocrystalline metals are unexpectedly impervious to stress concentrations, attributed to “extreme stress homogenization” [3, 4]. In the present work, nanocrystalline NiFe samples containing micro-sized notches were tested in tension-tension fatigue. In all notched specimens, dramatic reductions in the fatigue lives were observed (Fig. 1), which correspond to relatively high fatigue stress concentrations and notch sensitivities in the nanocrystalline materials. The apparent contradiction between this result and prior publications can be explained in terms of differences in the ratio of notch size to microstructure size. Furthermore, the notch fatigue study provided additional confirmation of the role of abnormal grain growth on fatigue crack initiation. Microstructural analysis under the fractured notched regions revealed cyclically-induced abnormal grain growth (AGG) as a predominant deformation and crack initiation mechanism during high-cycle fatigue.

The thin film notch fatigue method provides a pathway to drive fatigue-driven microstructural evolution in a spatially localized region. This offers an excellent opportunity to develop new detection techniques to rapidly detect the onset of AGG associated with the emergence of rare, abnormally large grains. Bimodal grain structures are common in many alloys, arising from a number of different causes including incomplete recrystallization and abnormal grain growth. These bimodal grain structures have important technological implications, such as the well-known Goss texture [5] which is now a cornerstone for electrical steels. Yet our ability to detect bimodal grain distributions is largely confined to brute force cross-sectional metallography. We have developed a new method for rapid detection of unusually large grains embedded in a sea of much finer grains. Traditional x-ray diffraction based grain size measurement techniques such as Scherrer, Williamson-Hall [6], or Warren-Averbach [7] rely on peak breadth and shape to extract information regarding the average crystallite size. However, these line broadening techniques are not well suited to identify a very small fraction of abnormally large grains. The present method utilizes statistically anomalous intensity spikes in the Bragg peak to identify regions where abnormally large grains are contributing to diffraction (Fig. 2). This needle-in-a-haystack technique is demonstrated on a nanocrystalline Ni-Fe alloy which has undergone

![Figure 1](image1.png)  Notch-fatigue of nanocrystalline Ni-Fe showing clear stress concentration effect.

![Figure 2](image2.png)  A caked (111) diffraction ring with an intensity spike caused by abnormal grain growth.
fatigue-induced abnormal grain growth. In this demonstration, the technique readily identifies a few large grains that occupy less than 0.00001% of the interrogation volume. While the technique is demonstrated in the current study on nanocrystalline metal, it would likely apply to any bimodal polycrystal including ultrafine grained and fine microcrystalline materials with sufficiently distinct bimodal grain statistics.

Future Plans

Moving forward, the focus of the project expands towards binary nanocrystalline alloys with solutes that are chosen to segregate to the grain boundary and lower or eliminate the thermodynamic driving force for grain boundary motion. A key question is whether these thermally stabilized grain boundaries are also stable against mechanical stimuli such as fatigue or wear. To this end, we are developing a phase field model for binary alloy segregation and boundary stabilization. This diffuse-interface model of GB segregation in binary metallic alloys is capable of accounting for bulk thermodynamics, interfacial energies, and the interaction of alloying elements with GBs. In addition, the model will extend current treatments by independently treating solute-solute interactions within both the bulk grain and GB regions, allowing for deviations from dilute and ideal systems and the ability to account for phase separation processes occurring in conjunction with grain growth. This baseline model can be compared against existing observations of thermal stability, but more importantly the model will be modified to include a representation of stress-driven boundary motion.

In addition to the mesoscale phase field model, we will be using molecular dynamics (MD) to examine the atomic-scale unit processes associated with grain boundary motion. Our previous high-throughput MD model indicated that a significant fraction of grain boundary types have a mobility that surprisingly increases or stays constant with decreasing temperature [8]. With that result, we are now selectively comparing specific anti-thermal boundaries to boundaries that are structurally similar but obey conventional Arrhenius kinetics. Specifically we are expecting to determine if the atomic shuffling process for boundary motion is different for the anti-thermal grain boundaries compared to their conventional counterparts.

To complement the modeling results, we will continue to rely on thin film deposition by electroplating, magnetron sputtering, or pulsed laser deposition and thermomechanical testing including indentation, monotonic tension, fatigue, and wear behavior. Specifically, we are investigating more carefully the time-dependent plasticity of nanocrystalline metals. While nanocrystalline metals have long been known to have a high strain-rate sensitivity (SRS), we are examining the interconnections between the SRS, low-temperature primary creep behavior, and stress relaxation behavior. A key question is the relative role of grain boundary motion and stress-induced grain growth on these viscoplastic phenomena. To augment quantitative ex-situ studies that rely on post-mortem TEM and XRD, we also continue to engage in-situ methods for observing microstructural evolution under various driving forces. Specifically in that regard, we are adopting an in-situ MEMS based test platform for stress relaxation studies, and a proprietary technique for in-situ fatigue studies.
Finally, we are proposing to expand our core program to potentially strengthen a focus on the use of in-situ ion irradiation to dynamically alter the local atomic configuration of the grain boundary during thermally- or mechanically-driven grain growth. While the thermodynamic models for binary alloy stabilization predict that certain boundary chemistries will stabilize the microstructure, we hypothesize that grain growth only stops for some grain boundaries—the prior theories treat all grain boundaries equally, yet realistic solute segregation is heterogeneous [9] and different boundary types will have widely varying energetic response [8, 10]. In addition, our prior modeling work demonstrated that a small population of stationary boundaries stops overall grain growth [11]. Sandia’s recently commissioned In situ Ion Irradiation TEM (I3TEM) opens up the possibility to directly observe the stabilizing effects of modified grain boundary structure and chemistry during microstructural evolution [12].

The I3TEM can dynamically introduce irradiation damage, implant self-ions, or implant alloying species. A potentially definitive set of experiments would be to trigger boundary motion through thermal or mechanical stimulus, accelerate that motion through self-ion knock-on damage, decelerate motion through implantation of a drag species, and finally to stop motion entirely through implantation of a thermodynamic stabilization species. This initial effort focuses primarily on elucidating the effects of self-ion damage on boundary mobility, with anticipated follow-on work in the latter two areas. Atomistic modeling will complement experiments by isolating effects that are difficult to separate experimentally, such as the relative importance of displacement damage and thermal components, the constraining effect of grain ensembles and triple junctions in polycrystals on overall growth behavior, and the effect of grain boundary grooving effect on boundary mobility in electron transparent thin films.
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Granular Constraints and Size Effects in Polycrystalline Shape Memory Alloys

Prof. L. Catherine Brinson¹, Prof. David C. Dunand¹
¹Northwestern University

Program Scope

Shape Memory Alloys (SMAs) have found wide commercial applications due to the remarkable properties of shape memory effect and superelasticity exhibited by them. A diffusionless phase transformation between a high symmetry austenite phase and a low symmetry martensite phase is the cause behind these properties. Thermal cycling or an external stress can activate this transformation. The microstructure formed during the phase transformation shows a hierarchical nature. It consists of symmetry related variants of martensite, which in turn form twins with each other. At a higher length scale of polycrystals, the nature of the microstructure formed in a grain is strongly influenced by its neighborhood. An understanding of this interaction is key to the development of optimized textures for SMA assemblies. Additionally the granular constraints and surface effects are amplified in thin films, porous materials and oligocrystalline materials. In this project, we intend to quantify the effect of granular constraints and relaxation at the sample surface on the progress of phase transformation.

We have developed a three-pronged approach to characterize the granular constraint. At the macro scale we have employed a phenomenological modeling framework to simulate the macroscopic response of NiTi SMA specimen with micron-scale features. This is complimented by tension testing and local strain measurement using digital image correlation (DIC). At the meso-scale, we have employed electron backscatter diffraction (EBSD) to characterize the crystallographic and morphological features of the microstructure. Comparison of the grain orientations obtained from EBSD and local strain data from DIC allows us to determine if local transformation strain deviates from the predicted value due to granular constraints. At the micro-scale, we have employed synchrotron X-ray diffraction to obtain a grain-level picture of the progress of phase transformation [1]. These approaches together track the phase transformation from micron to macro scale and allow answering two key questions.

First, at what length scale a micromechanical model for SMA behavior is more appropriate compared to a macro-scale model? As the specimen size relative to the grain size decreases, a point is reached when factors like the local crystal orientation and texture become important in determining the local transformation strain. If we intend to predict the SMA response at such a small length scale, it is key to choose an appropriate modeling framework. This question is addressed using DIC based experiments and macro-scale modeling.
Second, what is the nature of phase transformation progress at the grain scale in a polycrystalline SMA? What are the specific effects of granular constraints and surface effects? We address this issue using a synchrotron X-ray diffraction based microstructure reconstruction technique. This technique allows us to track the phase, volume and strain in the individual grains in a polycrystalline aggregate [1, 2].

Recent Progress

When the grain size (~100 μm) approaches the feature size in the SMA specimen, deviation from the strain predicted by macroscopic models is observed. This result is obtained by measuring the local strain distribution around microscopic features using DIC and comparing that with macro model prediction. We prepared three plane-stress dog-bone tension specimens from equiatomic NiTi. One of the specimens was monolithic (MONO). The second had 125 μm holes machined along the centerline with 125 μm separation between them along the loading direction (CP125). The third sample had 500 μm holes separated by 500 μm (CP500). Figure 1a shows the predicted strain distribution at the peak stress in the CP125 specimen using the macroscopic phenomenological model of Panico and Brinson [3, 4]. A local strain minimum is predicted between the holes. Figure 1b shows the strain measured using DIC at a macro stress of 300 MPa. There is a strain maximum between the holes. Figure 1c shows the EBSD scan on the sample. There is a grain with large schmid factor for transformation situated between the holes. The local strain maximum due to a favorably oriented grain is not captured by the macroscopic model. This underscores the need to transition to a microstructure-aware micromechanical model for predicting deformation at smaller length scales.

Cubic austenite to monoclinic martensite transformation is observed in a bulk single crystal of equiatomic NiTi with potential formation of a single martensite plate with type II twinning. This result was obtained from synchrotron x-ray diffraction data using a grain reconstruction technique [1, 2]. The single crystal specimen was loaded to 900 MPa and unloaded. Figure 2a shows the stress-strain curve with three regimes- an initial elastic, an intermediate phase transformation and potentially a final slip regime. Figure 2b shows occurrence of a phase change characterized by appearance of new spots in the area diffraction pattern. Figure 2c shows DIC measurements of the strain along loading direction at the peak load (similar to Figure 1b). We can observe bands of larger strain alternating with bands of lower strain. Potential interfaces between austenite and martensite can be determined using crystallographic theory of martensite transformation [5]. After calculating the orientations of 192
possible A-M interfaces and 124 possible M-M twin interfaces for the NiTi system, a type II twin involving variants 1 and 4 is identified as a potential candidate that matches the observed strain distribution. The potential interface is shown in Figure 2d.

![Figure 2](image)

**Figure 2** (a) Stress-strain curve for NiTi single crystal tension test. (b) Area diffraction pattern showing austenite (bright) and martensite (weaker) spots. (c) Local strain distribution at peak load showing bands (d) Potential A-M and M-M interfaces predicted from crystallography.

**Future Plans**

Building on the length scale study described above and the single crystal diffraction experiments, we are currently preparing to characterize the effect of neighborhoods in polycrystalline NiTi. We are characterizing and processing the material so that we are able to obtain high fidelity results from synchrotron x-ray based grain reconstruction studies this Autumn. The diffraction based study focuses on comparing the progression of phase transformation in the surface grains vs. grains in the bulk. In preparation of the polycrystalline NiTi study, we have recently reconstructed the grain-level microstructure in NiTi comprising of ~10,000 grains and in steels comprising of ~1000 grains.

Two additional exercises for the near future include preparing a manuscript to describe the size effect study and performing a micromechanics based modeling study to verify if such a model is able to reproduce the observed strain distribution in the samples with micro-holes.
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Crack Tip Mechanisms Driving Environmental Degradation
Pacific Northwest National Laboratory

Program Scope

Revolutionary advancements in site-specific sample preparation, in-situ experimental methods and atomically-resolved 3D analytical tomography are being leveraged to develop a seminal understanding of underpinning mechanisms at the atomic scale that control the cracking response in high-temperature gaseous to lower-temperature aqueous environments. Definitive empirical observations are correlated with innovative multiscale simulation tools to evaluate specific mechanisms that control, limit or facilitate degradation phenomena. Observations to date have revealed dramatic compositional and microstructural changes that accompany grain boundary selective oxidation. The rapid development of these features requires accelerated interfacial diffusion that can only be explained by oxidation-induced vacancy injection. Observed compositional redistributions ahead of oxidation fronts are consistent with predicted vacancy-mediated, grain boundary diffusivities for those elements calculated at the quantum mechanical level. Intergranular degradation is found to advance in many corrosion-resistant alloys by selective grain-boundary oxidation even at low temperatures. Collectively, these measurements and observations are generally inconsistent with continuum mechanics and electrochemical models of environmental degradation underscoring the critical need for fundamental understanding at the atomic and molecular level. This program will discover and define the mechanisms controlling environmental degradation through cutting-edge empirical observations and original modeling of grain boundary reaction processes that bridge from atomistic to macroscopic length scales.

Recent Progress

Research progress has focused on evaluating three fundamental premises that we believe collectively control intergranular (IG) corrosion/oxidation and stress corrosion cracking (SCC) in high-temperature hydrogenated water environments: (1) that grain boundary selective oxidation is required for degradation and cracking, (2) that O diffusion into Ni metal grain boundaries can and does occur at these low temperatures consistent with the model for internal oxidation, and (3) that vacancy formation and injection during oxidation accelerates diffusion and degradation kinetics. The relative importance of these aspects has been shown to change with material (e.g. alloying species and concentration) and environment (e.g. electrochemical potential and temperature). Recent results have demonstrated that selective oxidation at grain boundaries controls IG corrosion and SCC response [1] for high-purity Ni-Cr and Ni-Al binary alloys, but not for pure Ni, Ni-5Cu or Ni-5Fe alloys. Mechanisms of IG degradation were different for Ni-5Cr [2] where a continuous oxidation front without O ingress was found versus that for Ni-4Al [3] where internal oxidation was discovered as illustrated in Figure 1. Selective oxidation clearly produced vacancy injection and accelerated local diffusion (particularly for Ni-Cr alloys) that
accompany the IG degradation process even in the absence of externally applied stress. A multiscale, first principles-based model of reactive diffusion processes has been developed to gain insights into the processes controlling this grain boundary oxidation [4]. It combines activation energies for elementary diffusion processes calculated quantum mechanically [5] with collective atomistic dynamics reaching into the mesoscale domain of experimental observations. Simulations (Figure 2) reveal that grain boundary oxidation of Ni-5Cr alloy proceeds through the rapid diffusion and selective oxidation of Cr, creating a continuous plate-like oxide (Cr$_2$O$_3$) in tandem with a monotonic Cr vacancy distribution in Ni-rich metal ahead of the reaction front. In contrast, Ni and Al are both oxidized in a Ni-4Al alloy forming an IG NiAl$_2$O$_4$ film. Results suggest that the similarity of Al and Ni diffusivity, in comparison to much more rapid Cr grain boundary transport, partially explains the differences in O ingress into the metal and the tendency of Ni-4Al to form a mixed oxide. All of these predicted grain boundary oxidation characteristics are consistent with experimental observations on corroded Ni-5Cr [2] and Ni-4Al [3] alloys by high-resolution transmission electron microscopy (TEM) and atom probe tomography (APT).

Corrosion and crack growth tests have also evaluated the influence of bulk Cr concentration on IG degradation of Ni alloys in high temperature hydrogenated water [6]. SCC growth rates sharply increased with bulk Cr concentration from 5 to 20 at% primarily due to changes in matrix strength and crack-tip deformation combined with similar grain boundary corrosion/oxidation behavior (based on crack-tip characterizations). Propagation rates decreased for a Ni-30Cr alloy consistent with the rapid formation of a protective film at grain boundaries. Collectively these discoveries have redefined our fundamental understanding of environmental degradation and generated results that prompt new questions and avenues of research.

Substantial effort continued on the development of unique experimental and modeling capabilities.
These have included the construction of dedicated microautoclaves that enable rapid quenching of high-temperature corrosion microstructures, establishment of novel site-specific sample preparation methods for TEM and APT observations, further development of APT directed at oxides and corrosion structures [7-10], design and development of unique in-situ TEM oxidation experiments [11,12], and the development and testing of theoretical models [4,5,13] designed by expanding, creating and applying innovative modeling strategies for computational kinetics simulations of selective IG oxidation from atomic to mesoscopic scales. Our new insights into environmental degradation mechanisms would have been unobtainable without these critical technique developments.

**Future Plans**

*The driving hypothesis for future research is that common underpinning mechanisms at the atomic scale control grain boundary oxidation and IG cracking in both high-temperature gaseous and low-temperature aqueous environments. These processes involve selective oxidation, vacancy injection and local composition changes along grain boundaries that cannot be adequately explained by existing theories of environmental degradation. Experimental and modeling results highlighted in the Recent Progress have refined our key issues to be pursued. Paramount among these are the discoveries that O can enter the metallic grain boundary and promote classical internal oxidation during IG attack in hydrogenated water and that seemingly different grain boundary oxidation mechanisms occur for Ni-Cr and Ni-Al alloys. At the same time, new issues were identified requiring the influence of electrochemical potential and bulk Cr composition on grain boundary oxidation and IGSCC to be addressed. Critical focus areas for proposed experimental and modeling research therefore include: (1) establishing grain boundary oxidation and cracking mechanisms in gaseous versus aqueous environments including the role of hydrogen; (2) elucidating the influence of selective oxidation phases and their properties (e.g. porosity, solubility and stability) on interfacial reaction processes, grain boundary changes and IG degradation; and (3) isolating early stages of grain boundary oxidation occurring during IG crack growth. The more complex aspects of crack-tip selective oxidation and crack advance (e.g., effects of stress and localized deformation) are also critical for future research, but it is essential that basic grain boundary oxidation processes are first defined and modeled.*

Complementing aqueous experiments with controlled gaseous tests at identical Ni/NiO stability will enable the delineation of *oxidation from corrosion mechanisms* and indicate H effects unique to the aqueous environment and simultaneously facilitate a closer linkage with in-situ TEM and modeling activities. The gaseous environment will be established maintaining the same bias toward selective oxidation processes. Comparisons will elucidate, for example, whether the porous oxide morphology observed in Ni-Cr alloys is the result of an aqueous corrosion process or a solid-state oxidation front that might also form in the absence of corrosion. Similarly, in-situ TEM experiments in gaseous and aqueous environments will reveal dynamic processes that dominate in both environments and their respective differences. In particular, novel in-situ observations of *grain boundary oxidation and corrosion will resolve reaction kinetics, elemental*
diffusion pathways and vacancy effects. Together these experiments will guide the development of mechanistic models to include reactions at gas/solid, liquid/solid and solid/solid interfaces. The maturation of these modeling techniques will then direct further experiments by identifying key nanostructural features (e.g. porosity development, specific phase formation, vacancy supersaturation and grain boundary composition changes) that can be pursued experimentally to resolve atomistic processes controlling IG degradation.

The early stages of oxidation strongly influence material degradation, but are notoriously difficult to capture and differentiate from steady-state oxidation structures. Our experimental and theoretical approaches provide an avenue to pursue the dynamic processes during oxidation and associated compositional redistributions. Mechanistic models that combine quantum mechanical calculations with bridging mesoscopic simulations will play a critical role in evaluating experimental observations and the competition between thermodynamics and kinetics in oxidation and nanostructural material changes. In-situ oxidation experiments, leveraging both developed and new TEM methods and a newly designed in-situ APT reaction chamber, will be used to explore initial and partially developed oxidation structures for linkage to mechanistic models. Comparisons with more developed microstructures will also indicate key aspects controlling both initial and steady state grain boundary oxidation processes.

A critical aspect will continue to be the development and application of cutting-edge SCC testing capabilities, high-resolution analytical microscopy techniques, in-situ and operando experiments and original approaches to fundamental modeling methods to generate unique insights into materials degradation phenomena. Specific goals for the next 3 years include the development of quantitative crack-growth testing in gaseous environments, in-situ APT oxidation experiments, in-situ TEM corrosion/oxidation experiments of grain boundaries and a mesoscopic simulation tool that bridges from fundamental atomistic DFT calculations to mesoscopic oxidation processes along grain boundaries.
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Thermal Activation in Dislocation Dynamics of Face-Centered Cubic Metals

PI: Wei Cai, Stanford University

Program Scope

This proposed research project will use state-of-the-art atomistic and dislocation dynamics simulations to answer the following fundamental questions about the thermally activated dislocation processes (cross slip and forest cutting) in pure face-centered-cubic metals. How does the mechanism of homogeneous cross slip depend on various stress components? What is the dominant mechanism of cross slip in a realistic dislocation microstructure? How does the interaction between a gliding and forest dislocation influence the mechanism and activation volume of forest cutting? Is dynamic recovery controlled by cross slip of dislocations to avoid strong barriers or by thermally assisted removal of the Lomer-Cottrell locks?

Recent Progress

We successfully computed the energy barrier for the homogeneous cross slip of a screw dislocation in FCC Ni as a function of three different stress components acting simultaneously using the atomistic model. We have found that hundreds of data points for the cross slip energy barrier can be well described by defining a “effective stress” $\tau^* = C_e^g \tau_e^g + C_e^\xi \tau_e^\xi + (D_e^\xi \tau_e^\xi)^2$ and let the energy barrier be a function of $\tau^*$, $E_b(\tau^*) = E_0 \left[1 - \left(\frac{\tau^*}{\tau_0^*}\right)^p\right]^q$. These results also allow us to delineate the stress domain in which the Friedel-Escaig mechanism and the Fleischer mechanism dominate, respectively.

Given the energy barrier function, the cross slip rate can be computed from $k = v_0 \frac{l}{l_0} \exp \left( - \frac{E_b(\tau^*)}{k_B T} \right)$, where $v_0 \frac{l}{l_0}$ is the rate prefactor, which is usually assumed to be several orders lower than the Debye frequency. We performed MD simulations to directly determine the cross slip rate and hence the rate prefactor. We found that the rate prefactor is many orders of magnitude higher than previous expected, indicating a large activation entropy of cross slip. This is similar to the situation we discovered for dislocation nucleation [1].

We have incorporated the cross slip rate function predicted by atomistic simulations into our dislocation dynamics (DD) simulation program. We have significantly improved the time-integration efficiency of our DD simulation by developing a new (force-based) subcycling integration scheme. This allows us to exceed 1% of strain in a day, while the previous algorithm can only reach 0.15% strain in the same computation time.
Future Plans

We will determine the origin of the anomalously large rate prefactor (which increases the predicted cross slip rate by many orders of magnitude). We will extend our findings for FCC Ni to predict cross slip rates of other FCC metals (such as Al and Cu), without having to repeat the same amount of atomistic simulations.

We will use the cross-slip rate function and the more efficient time-integration algorithm to perform DD simulations for the Bonneville-Escaig experiments, in which a metal is first deformed in one orientation and then in a different orientation to maximize the probability of cross slip. Our goal is to predict the temperature effect on the stress-strain curve of FCC metals and compare with experiments.

We also plan to investigate other thermally activated processes such as dislocation-precipitate interactions and dislocation intersections by atomistic and DD simulations.
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Energetics of Radiation Tolerant Nanoceramics

Ricardo Castro, University of California-Davis

Program Scope

Nanomaterials were initially expected to show generally enhanced radiation resistance attributed to the increased interface areas. Interfaces would act as effective sinks for radiation-induced defects, ultimately maintaining the integrity of these materials under long exposures to radiation. However, some nanocrystalline compositions have shown a decreased tolerance to radiation when compared to the parent bulk material. The thermodynamic hypothesis was then formulated that the phase-transition resistance in nanocrystalline materials is dependent on both grain boundary energy/area and irradiation-induced point defect free energy contributions. To show a significant enhanced radiation resistance, the sum of these contributions must be smaller than the Gibbs free energy barrier for the phase-transition, usually from crystalline to amorphous. Therefore, depending on size, interface energy, and transition energy, a particular system would have different radiation tolerance at the nanoscale.

The lack of reliable experimental data on the interface energies of many ceramic materials makes it extremely difficult to prove this concept and enable the prediction and tuning of nanoceramics performance as radiation shields to exploit their full potential. In this project, we systematically evaluate this concept by measuring the interface energies of series of ceramics with potential interest for nuclear components, and attempt to establish the relationship between composition (and distribution of components), interface energies, and radiation resistance, aiming to enable a fine selection of nanomaterials with enhanced performance.

Recent Progress

Several works have been reported on ion irradiation of fully stabilized zirconia (YSZ) and an impressive radiation tolerance is consistently observed, making it clearly a candidate for applications in high radiation environments. For instance, no amorphization was observed in zirconia to levels of irradiation of at least 100 dpa which is enough to cause amorphization of other ceramic materials already considered to show high radiation resistance, such as MgAl2O4, at similar irradiation spectrum. Damage accumulation is however clearly observed for irradiation using Xe ions. As the fluence increases, three stages of damage accumulation could be identified in zirconia: the first involving the formation of isolated defect clusters; a second intermediate stage where damage increases rapidly; and a third stage where accumulation is retarded due to the overlapping of dislocations and lattice defects [1].
Here we show that nanocrystalline YSZ shows lesser amount of defects as compared to the bulk counterpart. To prove this, nanograined YSZ samples were prepared using high pressure assisted Spark Plasma Sintering. Nanocrystalline samples with 3 different sizes 25nm, 38nm and 220nm (bulk) were irradiated using Kr\(^+\) irradiation at 400keV. Figure 1 shows the non-irradiated samples prepared by using 600 MPa, 950°C for 5 min to reduce grain coarsening and allow densification.

![Figure 1. Nanograined YSZ with 25, 38 and 220 nm.](image)

Figure 2 shows the microstructure by transmission electron microscopy of the sample with 220 nm (left) and 38nm (right) revealing the damage profile caused by irradiation. In both cases, a fairly narrow radiation damaged zone is observed, which is consistent with simulations of the radiation depth. On the other hand, the sample with 220 nm shows considerably more damage as compared to the nanograined one, noticed from the contrasts in the micrograph on the size exposed to the radiation. The nanograins remain quite smooth, showing only few signs of damage. In order to quantify the defects, higher magnifications were used, as shown in Figure 3.

![Figure 2. (left) Bulk sample after Kr+ irradiation and (right) nanograined sample after the same radiation dose.](image)
Figure 3 not only shows the amount of defects is smaller for the nanograined samples, but also shows that the type of defect differs. That is, in the large grained sample, two kinds of defects can be seen as bright contrast and dark contrast in the dark field (DF) image, and reversed in the bright field image (BF). These are likely vacancy clusters (or voids) and accumulations of atoms as interstitials, respectively. These are defects created during the cascade that move around but are not eliminated since the irradiation is done at room temperature where diffusion is very small in YSZ. The nanograined samples, however, only show the vacancy clusters, with no interstitials present (no bright spots in the DF image). This indicates that the defects are somehow being absorbed by the microstructure, likely in the high density of grain boundaries present there.

Another observation on these samples was that the nanograined ones suffered significant radiation induced grain growth. This is a result of the accumulation of defects of interstitials (O and Zr) to the boundaries, causing a net movement resulting in grain enlargement [2].

As grain growth is a practical problem for the usage of nanograined materials, we have tested another sample of YSZ doped with lanthanum. While thermally activated grain growth can be virtually stopped by using this dopant that decreases the grain boundary energy, as proven elsewhere [3], as shown in Figure 4, our results on irradiation showed no significant difference as compared to undoped YSZ. This suggests that the coarsening is indeed induced by the defects accumulating at the boundaries rather than a thermal activation.
Future Plans

CeO$_2$ nanograin samples have been already irradiated and are being studies in terms of defect concentrations in a similar manner. Mn doped CeO$_2$ is also being studied to evaluate the role of chemistry in increasing or not the overall radiation tolerance.

The concept of nanostability at high temperature (against coarsening instead of radiation) is also being explored in MgAl$_2$O$_4$ samples using dopants, given the promising data presented in Figure 4 that shows that thermodynamics can indeed be used to create stable nanocrystals. Other systems have also been studied considering this idea but studying nanoparticles instead.

Since thermodynamic data is being generated to evaluate the thermodynamics of radiation damage, the data naturally gives out phase stability diagrams, being the most remarkable YSZ polymorphism as a function of grain size and Y content [4]. We are also building a device capable of producing samples with grain sizes below 10nm.
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Mechanical and Fracture Behavior of Molecular-Reinforced Hybrid Glasses

Professor Reinhold H. Dauskardt
Department of Materials Science and Engineering, Stanford University
Email: dauskardt@stanford.edu

Program Scope

Our research is focused on fundamental studies related to the molecular design, synthesis, characterization and modeling of molecular-reinforced hybrid glass films for superior mechanical and fracture properties. Molecular-reinforced hybrid glass films exhibit unique electro-optical properties while maintaining excellent thermal stability. They have important technological application for emerging nanoscience and energy technologies including anti-reflective and ultra-barrier layers in photovoltaics and display technologies. However, they are often inherently brittle in nature, do not adhere well to adjacent substrates, and exhibit poor mechanical properties. Our research brings together a unique combination of internationally recognized thin-film processing and mechanical characterization capabilities coupled with computational modeling that we have pioneered to study hybrid films.

We have recently focused on the development of atmospheric plasma deposition techniques to not only inexpensively deposit hybrid films but also control their molecular structure and connectivity. Composition and molecular structure are characterized using high resolution X-ray, electron, optical and nuclear spectroscopy. Mechanical properties are studied using acoustic, nanoindentation, force modulated AFM, and thin-film adhesion and cohesion techniques we have pioneered for thin-film structures. Furthermore, we leverage computational modeling capabilities that have allowed us to understand the complex molecular structure, free volume, cohesive and elastic properties of hybrid molecular materials. This has enabled the molecular design, synthesis, characterization and modeling of hybrid films for superior mechanical and fracture properties in hostile chemical and UV radiation environments.

Recent Progress

Atmospheric Plasma Deposition of Hybrid Films: The ability to deposit and control hybrid composition and molecular structure is central to optimizing mechanical properties. In recent work, we demonstrate a dual organic and inorganic precursor method to deposit hybrid transparent organosilicate protective bilayers on poly methyl methacrylate (PMMA) substrates with atmospheric plasma deposition in lab ambient air. The bottom layer was a hybrid organosilicate adhesive layer deposited with dual organic 1, 5-cyclooctadiene (CYC) and widely used inorganic tetraethoxysiline (TEOS).

![Figure 1: Adhesion energy, Gc, of deposited coatings to PMMA as a function of coating thickness.](image)
precursors. The selection of the organic CYC precursor allowed incorporation of carbon chain in the organosilicate hybrid layer, which resulted in improved adhesion. The top layer was a dense silica coating with high Young’s modulus and hardness deposited with TEOS. The deposited bilayer structure showed ~100% transparency in the visible light wavelength region, twice the adhesion energy and five times the Young’s modulus of commercial polysiloxane sol-gel coatings (Fig. 1).

We can control the hybrid molecular network structure by using organic and inorganic precursors with different carbon chain lengths. The layer was a hybrid organosilicate adhesive layer deposited by the dual precursors of 1,5-cyclooctadiene (CYC) accompanied with bis(triethoxysilyl) methane (BTESM), bis(triethoxysilyl) ethane (BTESE), and bis(trimethoxysilyl) hexane (BTMSH), respectively. Corresponding top layer was a dense silica coating with high Young’s modulus and hardness deposited with single precursor (BTESM, BTESE, and BTMSH). Besides distinct enhancement of the adhesion energy with PMMA substrates compared to commercial polysiloxane sol-gel coatings, we demonstrate the improvement of mechanical properties and their relationship to the carbon bridge length of the precursor (Fig. 2).

**Computational Modeling of Hybrid Glasses:** We have developed computational tools to generate highly accurate molecular models of hybrid organosilicate glasses. In this work, we model an ethane-bridged oxycarbosilane (Et-OCS). With NPT molecular dynamic simulations, we use simulated annealing to obtain a low energy structure and then simulated the bulk modulus under both compressive and tensile hydrostatic pressure. We also developed a novel approach for exploring free volume. Using the Voronoi network of the simulation space (Fig. 3a), we can obtain the volume accessible to each atom via their corresponding simplex volumes. The free volume change between compressive and tensile loading is directly related to the change in the Voronoi cell volume since the atomic volume remains constant.

A particularly interesting question in our recent

![Figure 2](image_url)  
**Figure 2:** Adhesion energy, Gc, of deposited coatings to PMMA as a function of coating thickness.

![Figure 3](image_url)  
**Figure 3:** (a) Voronoi tessellation of the structure and (b) the distribution of the bridging and terminal O Voronoi simplicies (atomic + free volume) under compressive (blue), equilibrium (green), and tensile (red) stress states.
research has been the possibility of the existence of asymmetrical elastic behavior of hybrid organic-inorganic glasses which would have significant effects on thermomechanical stresses and thermal expansion behavior. We report the first indication that organosilicate glasses display asymmetric elastic behavior, a rare phenomenon for dense molecular materials (Fig. 4a). As the network percolates (Si-X-Si connectivity, p ~ 0.6), the degree of asymmetry quickly increases to about 35% and then steadily decreases as network becomes more connected.

We argue that the fundamental mechanism behind this elastic asymmetry is the existence of terminal groups that limit network connectivity and effectively bridge the network in compression, while in tension, the terminal groups disconnect the molecular network and explore considerably more volume under elastic deformation. This gives rise to the unexpected asymmetric modulus. We show the difference in accessible volume for terminal O under compressive and tensile loading using our free volume methods (Fig 3b). Nanoporous hybrids are of interest in a number of applications since they possess a tunable molecular structure, corresponding to a range of optical and dielectric properties. It is well known that nanoporosity degrades the mechanical properties of these materials. However, we show that increasing volume % porosity decreases the degree of elastic asymmetry between the compressive and tensile moduli (Fig. 4b). Porosity increases the distance between terminal O and thus less leads to less effective bridging in compression, which reduces the amount of elastic asymmetry.

Future Plans

In support of our program objectives, we will continue our research to develop hybrid films with improved mechanical and fracture properties. Specifically, we will continue to pioneer the use of atmospheric plasma deposition of a range of hybrid materials where we will exploit our ability to deposit and react higher boiling point precursors to form multi-functional films with enhanced mechanical and adhesive properties. Furthermore, we will leverage our computational tools to develop molecular models capable of probing the elastic and thermal properties of hybrid molecular materials that have otherwise been difficult to be studied experimentally in addition to predicting hybrid materials with enhanced mechanical and fracture properties derived from novel precursors.

Figure 4: (a) Ratio of the compressive modulus to the tensile modulus of Et-OCS as a function of network connectivity and (b) the elastic modulus of nanoporous Et-OCS as a function volume % porosity.
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High-throughput experiments on grain boundaries

Michael J. Demkowicz

Department of Materials Science and Engineering, Massachusetts Institute of Technology, Cambridge, MA 02139

Program Scope

The goal of this project is to rapidly construct, analyze, and model experimental databases containing the complete crystallographies and selected physical properties of thousands of individual grain boundaries (GBs), providing substantial coverage of the complete, five-dimensional space of GB crystallographies. These databases will be analyzed rapidly using automated image-processing methods. Constitutive laws describing the physical properties of GBs as a function of their crystallography will be constructed based on this analysis.

In the current project, we will apply these high-throughput experiments on GBs to study hydrogen (H) solubility and diffusivity at thousands of individual grain boundaries (GBs) in nickel (Ni) and to determine how local GB plasticity affects these properties. The outcome of this work will be the most comprehensive description ever assembled of H behavior at individual GBs, spanning over a wide range of GB crystallographies and GB states: from well-annealed to highly deformed. This work will lead to improved predictions of H transport through polycrystalline Ni-base alloys: a phenomenon of central importance to H embrittlement (HE). It will also guide the development of microstructures with tailored H transport, e.g. ones that minimize uptake of H from the environment. Finally, it will demonstrate the rapid extraction of detailed GB crystallography-processing-property relations from high-throughput experiments using limited computational resources. Many of the methods used to accomplish these goals are transferrable and may be applied to study GB-related behaviors in other settings, such as Li transport through battery electrodes or oxidation of GBs in steels.

Recent Progress

Describing the crystallography of a GB requires five parameters. Electron backscatter diffraction (EBSD) measures four of these parameters for each of GB on the surface of the sample: three for the misorientation between the neighboring grains and one for the trace of the GB plane on the surface. However, EBSD does not determine the inclination of the GB plane with respect to the surface. We developed a method to determine GB plane inclinations in foils with through-thickness grains (Fig. 1A). By extracting the complete crystallography of thousands of individual
GBs in a single specimen, this method enables the construction of large experimental databases of GB crystallographies and properties.

The method images both sides of a sample using an optical stereo-microscope under different illumination conditions (Fig. 1B). The collected images are post-processed in MATLAB, first to locate GB traces and then to register the images taken from both sides of the sample (Fig. 1D). The registration of the top- and back-side images is performed using pre-made notches on the sample edges (visible along the edges of Fig. 1B and 1C). The inclination of each GB plane is computed from the average distance between top-surface and back-surface traces (Fig. 4E) and the sample thickness. The samples in Fig. 1 are Al sheets produced by the group of Dr. J. Erlebacher at Johns Hopkins University.

![Fig. 1: Measuring GB plane inclinations: (A) schematic representation of a sample with through-thickness grains; (B) and (C) are optical stereo-micrographs from both surfaces of the sample showing the grain structure; (D) overlapped images of GB traces from the top- and back-surfaces; (E) detail of the overlapped GB traces showing a clear shift between top- and back-traces of the same GB.](image)

An important unanticipated finding of the previous award period is that nonlinear dimensionality reduction methods originally developed for computer vision applications are extremely effective tools for analyzing large databases of GB information. We will use these algorithms to analyze the large, experimental databases of GB properties acquired in this project. As a demonstration, we have applied these methods to analyze a large database of GB corrosion susceptibilities in Al. They enabled us to find groupings of GBs that are especially susceptible to corrosion as well as ones that exhibit corrosion resistance.
Future Plans

We will use engineered foils with through-thickness grains, such as those described above, to investigate H solubility and diffusivity at GBs in Ni. Local H concentrations are difficult to measure because H interacts weakly with photons and electrons: the workhorses of optical, x-ray, and electron microscopy. This difficulty has been a major obstacle to understanding H interactions with specific microstructural features, such as individual GBs. We have designed a novel experiment, illustrated in Fig. 2, to perform quantitative measurements of H concentration at individual GBs using neutron radiography (NR). NR determines the composition of a target by measuring the attenuation of a beam of neutrons passing through it. It is analogous to x-ray radiography (as in medical x-rays), except it uses a beam of neutrons, rather than x-rays.

Compared to other elements, naturally abundant \( ^1H \) has a very high cross section for scattering and absorbing thermal neutrons (approximately four times higher than Ni). Thus, it is readily detectible using NR. We will use NR to make 2-D images of H concentration in H-charged Ni foils with through-thickness grains. The resolution of this technique is sufficient to measure H concentrations at individual GBs. By analyzing these images, we will determine the heats of solution and diffusivities of H at individual GBs. To study the effect of plasticity on GB H behavior, samples will be deformed and local plastic strains found using digital image correlation (DIC). We will use NR capabilities at the BT2 thermal imaging instrument, operated as a user facility by the Radiation Physics Division of the Physical Measurement Laboratory at NIST.

![Schematic illustration of the proposed experiment. By analyzing the acquired image (far right), H concentrations at individual grain boundaries may be obtained.](image)

Once we have collected H solubility and diffusivity data for a large number of individual GBs, we will formulate GB constitutive models that express these properties as functions of GB crystallography, i.e. the misorientation \( g \) and the GB plane normal, \( \hat{n} \): \( E_H = \Phi(g, \hat{n}) \) for the GB
H solution energy and $D_H = \Psi(g, \hat{n})$ for GB H diffusivity. We will use nonlinear dimensionality reduction to determine whether our experimental data spans the full 5-D space of GB crystallographies. If it does not, we will restrict out constitutive laws to the submanifold within this space one which our data lie. To interpret trends in GB H solubility and diffusivity in terms of atomic scale mechanisms, we will also perform atomistic simulations on selected GBs. We will investigate whether H behavior correlates to other GB properties, such as GB energy, specific free volume, or defect content. These simulations will help to identify the physical mechanisms responsible for differences in H behavior at different GBs.

**Publications**

Grain Boundary – Dislocation Interactions in Polycrystals: Characterization and Simulation for the Effective Design of High-Strength, High-Ductility Structural Alloys

David Fullwood, Eric Homer, Brigham Young University
Robert Wagoner, Ohio State University

Program Scope

This project aims to develop and verify a breakthrough capability to effectively treat large dislocation populations (~10^{14}/m^2) and their interactions, particularly with grain boundaries (GBs). Local and meso-scale dislocation activity, tensor populations, and activation stresses will be determined in the neighborhood of GBs through novel experiments, analysis, and simulation for a wide range of boundaries for two crystal structures: FCC/Ni and BCC/Ta. The results will be incorporated in a super-dislocation (SD) model.

Three enabling technologies will be created and used to accomplish the objectives:

1) At the meso scale, “meso-dislocation microscopy” based upon high-resolution EBSD will measure critical meso-scale quantities: GND densities and tensor character, and meso-scale obstacle stress.

2) At the atomistic level, “high-throughput molecular dynamics” will be constructed to simulate the equivalent local unitary (non-meso) dislocation-GB interactions and local obstacle stresses for a wide range of GB types.

3) At the macro scale, but linking all three scales, a “superdislocation model” based on finite element modeling (FEM) will analyze deforming multi-crystals using initial and evolving populations of dislocations consistent with crystal plasticity and GB obstacle stresses. These technologies will be applied to, and proven using, a critical experiment to track dislocation activity in the vicinity of selected GBs of Ni and Ta during controlled in-situ deformation.

Careful comparative analysis of the three sets of results to reveal the fundamental mechanisms and linkages among the scales that control the properties of polycrystalline alloys based on grain and GB structure.

Recent Progress

Dislocation microscopy: Four journal papers are in-press that cover critical areas of progress in the use of the cross correlation EBSD for dislocation measurement. These address topics such as the effect of step size on measured GND content, and the resolution of GND density onto individual slip systems. Fig. 1 illustrates the partial validation of the methodology for resolving GND content in a Ni sample that has been subject to wedge indentation.

Figure 1: Dislocation density map for combined (111)[101] and (111)[011] edge dislocation types, around an indented nickel single crystal. The results are almost identical to values calculated using detailed plasticity calculations for the highly constrained system (see Ruggles JP paper in ‘Publications’).
Atomistic Modeling:

**GB Dislocation Nucleation:** Present simulations examine dislocation nucleation at the GB under varying triaxial stress states. The focus is the development of a model that properly accounts for and ultimately predicts the slip system and stress for nucleation under an arbitrary stress state. Schmid’s law by itself does not match the simulations results well as can be seen in Figure 2. A normal stress-dependent modification to Schmid’s law, similar to Ref. [1], can improve the match for some boundaries, but is still inadequate. Current efforts are focused on understanding why specific slip systems are preferred for nucleation besides having a lower shear stress based on Schmid’s law. An adapted model is being developed to account for incentivized slip systems and the reasons beyond their preference. Ultimately, this new model for dislocation nucleation can be incorporated in the super dislocation model to and will provide new functionality that accounts for both the structure and stress state in GB-dislocation interactions.

**Construction algorithm for GBs in FCC and BCC materials:** A series of scripts has been developed to construct atomistic GBs with arbitrary misorientations and boundary plane orientations in FCC metals. This is included in a published conference proceedings. Efforts are beginning for the creation of BCC Ta GBs to match the Ta GBs examined in experiments.

**Fundamental zones (FZs) for boundary plane orientation:** Recent advances have been implemented to introduce FZs for boundary plane orientation. Remarkable structure-property relationships of GB energy, mobility and excess free volume emerge from these FZs. A publication on this work is under review at Scientific Reports.

**Super Dislocation Model:**

**UMAT development:** Various logistical and unification challenges have been overcome to arrive at a robust UMAT for the SD model, and three resultant core subroutines have been rigorously checked on minimum alloy steel:

- **HARDENING:** calculate slip resistance in each slip system
- **GAMMADOT:** calculate shear rate in each slip system
- **REDIST:** distribute SDs after grain scale simulation and calculate back stress by grain/grain boundary (GB) interaction

**Ta constitutive parameter identification:** Material constitutive parameters for Ta were identified using stress-strain response and crystallographic orientation data of a Ta oligocrystal supplied by Sandia National Lab (SNL) [2]. Using the data, the constitutive parameters were calibrated for

![Figure 2: Comparison of the dominant dislocation nucleated from the grain boundary for atomistic simulations vs a simple Schmid-based theory. Each color represents a different slip system. Each point on the graph represents a different triaxial stress state such that $\sigma_x^2 + \sigma_y^2 + \sigma_z^2 = const$ (Note that $\sigma_x$ points out of the page). The agreement between simulation and theory has been dramatically improved using modifications to Schmid’s law (not shown).](image)
SD model by inverse (and iterative) FE analysis. Determined parameters were used for simulations of Ta tensile and shear samples.

**Sample design for Critical Experiment:** The critical experiment requires a pure shear deformation along slip systems that impinge on a grain boundary of interest. The SD model and conventional continuum simulations were used to optimize the sample geometry and shear direction, starting from the work of Gao et al. [3]. The resultant specimen design is illustrated in Fig. 3. The specimens are currently being cut ready for investigations of dislocation interactions, pile-up and obstacle stress at the grain boundary.

**Critical Experiment:**

The SD model was used to simulate lattice curvature of a Ta oligocrystal (prepared by SNL) due to geometrically necessary dislocation evolution, based on Nye’s tensor [4]. This was compared directly with EBSD data (see Fig. 4). Dislocation build-up at various grain boundaries, and several shear bands are successfully predicted by the model.

**Future Plans**

**Dislocation Microscopy:**

Current progress will be incorporated into an open-source EBSD analysis tool (OpenXY) developed by the team. Validation will be further enhanced with transmission EBSD.

**Atomistics:**

*Training models:* Although our models are physically motivated, they currently have to be calibrated to simulated data. Work is underway to calculate the fitting parameters without having to run the entire simulation.

*Simulating grain boundary dislocation interactions:* Nucleation simulations will be followed by interaction simulations to determine the obstacle stress a dislocation encounters when it impinges on a grain boundary using atomistic simulations.

**SD Model:**

Based upon the results of the Ta oligocrystal and bicrystals, the underlying SD model assumptions, such as slip transmission criteria, dislocation interaction, etc., will be revisited. New mechanisms will be incorporated into the model, and current parameters will be tuned and calibrated.
Critical Experiment:

Tantalum shear bicrystal specimens are currently being cut for polishing and testing. The final geometry and orientation will be input to the SD model for predicting the dislocation evolution with the currently assumed obstacle stress. Multiple bicrystals will then be prepared for sampling the space of potential grain boundaries.

Large-grained nickel material is also being annealed for an equivalent set of tests on FCC material.
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Program Scope

The overarching goal of this project is to understand the fundamental reasons underlying different twinning behavior of various hcp metals by comparing twin nucleation and growth mechanisms in these systems. Of particular interest is the effect of alloying on twin nucleation and growth in Ti alloys. This project has three major thrusts: (1) studying twin nucleation as a result of slip transfer at the grain boundaries, using molecular dynamics/statics calculations, (2) quantifying the effect of Al on twin growth in Ti alloys, using *ab initio* calculations and experiments and (3) quantifying oxygen effects on twinning behavior of Ti through *ab initio* calculations and experiments. In this presentation we will only focus on computational aspects of objective (2). We use density functional theory (DFT) to study the structure of the Ti (10-12) twin boundary, the corresponding twinning dislocation, and the twin–solute interaction energies for Al. Next, we will examine the solute strengthening of twinning mode using a new Labusch-type weak pinning model.

Recent Progress

We start with the coherent twin boundary structure and compute the stable structure. The interaction energies of Al solutes with the (10-12) twin boundary are calculated using density functional theory (DFT). Fig. 1 shows the twin/solute interaction energy map. Possible independent solute sites are identified and numbered based on their distance from the twin boundary as shown in Fig. 1. Interaction energies at all the unnumbered sites are obtained from mirror symmetry with respect to the twin boundary and translational invariance along the boundary plane. Note that the strongest interaction occurs at the twin boundary showing an oscillating repulsion/attraction behavior. Bulk geometry is retrieved and the twin/solute interaction energy quickly fades for sites away from the twin boundary. The reference energy configuration is taken to be a system with a solute atom at a bulk-equivalent site -far from the twin boundary.
A twinning dislocation (disconnection) is a line defect with both dislocation and step characters [1-2]. In the case of (10-12) twin, the twinning dislocation step involves two atomic planes. As the twinning dislocation glides on the twin plane, it transforms the crystal structure on one side to the corresponding mirror structure, advancing the twin boundary by the step height. The Burger’s vector character of the twinning dislocation is geometrically related to the twinning shear and is defined as a fraction of the perfect lattice vector along the twinning shear direction as \( \vec{b}_t = s[10\bar{1}1] \) where \( s = 0.087 \) is determined by the shear necessary to create a two-layer-thick twin lamella and is computed using the DFT-computed c/a ratio of 1.587 for Ti. As a first step, we approximate the disconnection with two coherent twin boundaries separated by a two atomic-layer step as shown in Fig.2. Previous calculations of the same twinning dislocation in Mg have shown that the dominant interactions occur at the twin boundaries rather than the defect core [3]. Therefore, this is a reasonable approximation. We will directly compute the structure of this defect and interactions with solutes in the future.

Next, using the above interaction energies, we calculate the stress and energy barrier required to move the twinning dislocation caused by the presence of solutes via a new Labusch-type weak pinning model [4]. This model is based on the collective effect of solutes; a straight dislocation bows out in the glide plane towards favorable solute environments to minimize its potential energy. However, bowing has a cost in elastic energy. Therefore, the favorable configuration of a dislocation is that which minimizes the total energy as a function of the dislocation bowing segments of length \( \zeta \) and the amplitude of the bowing \( w \). The total energy as a function of roughening amplitude \( w \) and segment length \( \zeta \) is given by

\[
E_{tot}(\zeta, w) = \left( \frac{\Gamma w^2}{2\zeta} - \left( \frac{c\zeta}{a_0} \right)^{1/2} \Delta \tilde{E}_p(w) \right) \frac{L}{2\zeta}
\]

Where \( L \) and \( a_0 \) are line length and periodicity along the line direction (lattice parameter), respectively, \( \Gamma \) is the dislocation line tension and \( c \) is the solute concentration. The quantity \( \Delta \tilde{E}_p(w) \) is given by

\[
\Delta \tilde{E}_p(w) = \left[ \sum_{ij} \left( U(x_i, y_i) - U(x_i - w, y_j) \right)^2 \right]^{1/2}
\]
with $U(x_i, y_j)$ being the solute–dislocation interaction energy for a solute at position $(x_i, y_j)$ in the plane perpendicular to the dislocation line and relative to a dislocation at the origin $(x=0, y=0)$. Minimizing the total energy with respect to $\zeta$ gives a characteristic segment length $\zeta_c$ as a function of $w$ and the total energy at this characteristic as a function of $w$ only. The characteristic roughening $w_c$ is then obtained by numerical minimization of $E_{tot}/L$. The energy barrier and the zero temperature yield stress, controlling the motion of segments of length $\zeta_c$ can be obtained from this minimum energy. Thermal activation theory is then used to obtain the yield stress at a given temperature $T$ and strain rate $\dot{\varepsilon}$. Fig.3 shows the total energy per unit length as a function of $w$. Unlike previous applications of the model to slip modes in Al and Mg [4,5], a clear minimum in the total energy does not emerge from the analysis; this is unique to the twin and is consistent with previous studies in Mg alloys. The existence of multiple roughening amplitudes implies that for fixed values of temperature, concentration, and strain rate, there are now many configurations available for the twinning dislocation to optimize its energy. Among all of these configurations, the one requiring the highest stress to achieve the desired strain rate at any given temperature is the configuration that controls the strengthening. Thus, a prediction of the yield stress versus temperature and concentration requires computing the strength for all possible roughening amplitudes and then determining the maximum among all these strength values. The strength versus temperature at a given $c$ is then constructed as the “envelope” of the strength vs. $T$ curves for each $w$. We derive an analytical form for this stress envelope, given by

$$
\tau_b(T, $\dot{\varepsilon}$) = \frac{2\pi (33 - 8\sqrt{2})}{25\sqrt{5}b} \frac{-E_{tot}/Le^{2/3}3/2\sqrt{\Gamma}c}{k_B T \ln \dot{\varepsilon}/\dot{\varepsilon}}
$$

where $b$ is the Burgers vector magnitude, and $\dot{\varepsilon}0$ is a reference strain rate [3]. The numerical prefactors are determined by the crystallographic orientation of the defect. We present results for the stress required to move the twinning dislocation in a random field of Al solutes as a function of temperature and solute concentration and compare the strengthening effect of Al on the twinning mode in Ti vs. Mg.

**Future Plans**

First, we will compute the twinning dislocation geometry and interaction energy with Al solutes directly from DFT. The approximate energies above are reliable only if the defect
core remains compact, but to date, a direct DFT based calculation of the twinning disconnection in Ti does not exist. The next step is to analyze the effect of Al on a new twin thickening mechanism proposed for Mg alloys [6]. This model presents a thermally activated, stress-driven mechanism for the growth of twin boundaries by forming islands on existing boundaries. Fluctuations in the local concentration of solutes drastically affect the stressed required for activation of this mechanism. This analysis completes the study of solid solution effects on (10-12) twinning mode in Ti. Comparing the results, with available data for Mg-Al alloys can shed light on differences in ways Al solutes affect twinning in Ti vs. Mg alloys. Furthermore, the possibility of short-range order (SRO) formation in Ti-Al alloys and the interactions of these SROs with the twinning mode will be studied. On the experimental side, Microtensile testing of single crystal Ti-Al alloys in \textit{c} orientation will be performed to investigate twinning in single crystal mode for more direct comparison with computational predictions.
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Modulating Thermal Transport Phenomena in Nanostructures via Elastic Strain at Extreme Limits of Strength

Daniel S. Gianola
Department of Materials Science and Engineering
University of Pennsylvania, Philadelphia, PA 19104

Program Scope

Nanoscale materials fabricated with nearly pristine crystal structure are often endowed with ultra-strength behavior, where material failure occurs at a significant fraction of its ideal limit. The thermal conductivity exhibited by such materials is also uniquely affected by the high surface-to-volume ratio at the nanoscale. The juxtaposition of the vastly increased dynamic range of elastic strain available in ultra-strength nanomaterials and altered thermal transport shows promise for tunable thermal properties. This project aims to exploit these properties of high-strength nanostructures to elucidate the coupling between large mechanical strains and thermal conductivity (both electron and phonon) leading to better understanding and control of the thermal performance in these materials. Unique fabrication methods to produce nanosized quasi-defect free single crystals and modern nanomechanical testing will be used to identify the size-dependent dynamic range of elastic strain and understand deformation mechanisms near the ideal limit. Identifying and quantifying thermal transport phenomena as a function of mechanical strain in these nanostructures will open the door to using elastic strain engineering in high-strength nanomaterials to tune thermal transport. The results of these investigations will be used to improve the performance, efficiency, and versatility of advanced thermal management and energy conversion devices with tunable response.

Recent Progress

Results from our work supported by this DOE program have demonstrated the influence of strain, resulting both from externally applied mechanical loading as well as the introduction of core defects possessing a self-stress, on the lattice thermal conductivity of Si nanowires. These results were obtained using in situ Raman piezothermography, a novel experimental approach developed under this DOE program at Penn (Fig. 1). Our results show that, whereas phononic transport in undoped Si nanowires is only marginally affected by uniform elastic tensile strain, point defects introduced via ion bombardment that disrupt the pristine lattice reduces the thermal conductivity by over 80%.

The implications of our work on Si nanowires are two-fold. First, our results glean insight on a current debate as to whether surface- or core-governed pathways predominate in controlling lattice thermal conductivity in Si nanostructures. We show that bulk phenomena governed by core defects have a large effect even at the nanoscale, where surface effects are expected to dominate. This suggests a new avenue of controlling thermal transport in nanostructures beyond surface modification, namely via defect engineering. This is particularly important as current strategies for roughening nanowires are known to introduce porosity in the interior of the structure, and our results strongly imply that these core defects could be responsible for the majority of the reduction in thermal conductivity in reports of rough
nanowires. Indeed, our findings confirm recent theoretical work showing that phonon scattering from core defects dominates over scattering from rough surfaces in nanowires.

Second, our results strongly indicate that spatially varying (inhomogeneous) elastic strain fields are much more potent at reducing lattice thermal conductivity than uniform strain (e.g. uniaxial tension). Since specific heat capacity, phonon group velocities, and phonon scattering times govern the lattice thermal conductivity, our findings suggest that uniform strains affect only phonon frequencies, and thus heat capacity and group velocity, whereas nonuniformity in strain affects phonon scattering times. Guided by these experiments, we further hypothesize that enhancing anharmonicity by way of inhomogeneity in strain could be a powerful means to engineering thermal conductivity.

Inspired by the dominant role of spatially heterogeneous strain in controlling thermal transport, we developed fabrication schemes for rationally introducing nonuniform strain fields in Si thin films via nanomesh geometries. We term these metadefect structures, which are tunable by virtue of the engineered elastic strain gradients around ordered features in the nanomesh, patterned with length scales larger than the underlying atomic structure. In analogy to atomic-level defects in crystalline materials that introduce heterogeneous and long-range elastic strain fields owing to perturbations of the otherwise perfect crystalline lattice, we exploit strain amplification around patterned features to tune global thermal transport behavior. This year, we began batch fabrication of freestanding nanomesh films from silicon-on-insulator wafers and preliminary thermal testing of these Si nanomeshes.

We also extended this general concept of heterogeneous elastic strain engineering to modeling of tunable electrical conductivity and Seebeck coefficients in strained silicon nanomeshes with architected porosity. In conjunction with thermal conductivity, these three functional properties comprise the thermoelectric figure of merit. We combined analytical models for electron mobility in uniformly stressed silicon with finite element analysis of strained silicon nanomeshes to guide experimental design. Our results show that the nonuniform and multiaxial strain fields defined by the nanomesh geometry give rise to spatially varying electronic structure band shifts and warping, which in aggregate accelerate electron transport along directions of high stress. This allows for global electrical conductivity and Seebeck enhancements beyond those of homogenous samples under equivalent far-field stresses, ultimately increasing thermoelectric power factor over unstrained samples.

Our previous finding that uniform strain affects thermal conductivity only weakly, whereas defects have a strong effect, motivates the need for a means of tunably applying heterogeneous states of strain in order to understand the effect of gradients on phonon scattering.
It would furthermore be useful to find ways of isolating the strain gradient effect since the relative weights of the mechanisms behind phonon scattering from defects (strain gradients, mass-difference, changes in interatomic potential, interfaces, etc.) are not well studied in real systems. There are several means by which heterogeneous strain may be reversibly applied to a nanostructure, including bending or indenting within the elastic regime or straining a kinked nanowire or a micromesh. The last of these is attractive since we may draw parallels between a micromesh—a thin film containing pores which extend through the thickness—and a defected system. Pores may be considered similar to vacancy clusters in that they are essentially missing atoms; however, the spatial extent of strain gradients near these pores would be relatively low compared to the size of the pores. This is in contrast to a vacancy cluster, where the volume of the distorted lattice is on the order of the volume of missing atoms. Applying a far-field load to a micromesh creates a heterogeneous state of strain, with varying strain states and magnitudes within the same structure, with the largest gradients near the holes, analogous to systems containing high vacancy concentrations. Although this analogy is imperfect, measurements of micromesh thermal conductivity both with and without strain may shed light on the relative importance of the mechanisms behind vacancy scattering as well as provide another means of engineering materials thermal conductivity.

Free-standing Si tensile bars were fabricated in the device layer of commercially available (100) silicon-on-insulator (SOI) wafers with the axis along the <110> direction. We found an unstrained, fully dense tensile bar of thickness 1.65±0.01 μm to have room temperature thermal conductivity nearly identical to that of bulk Si, as would be expected for a sample of this size. Up to 1% tensile strain was applied to the tensile bar, and up to 8% decrease in thermal conductivity was observed. We applied the piezothermography method used for fully dense Si to two nominally-identical micromesh structures and measured thermal conductivity as a function of far-field strain. Unstrained micromeshes exhibited thermal conductivities of 20–21 W m⁻¹ K⁻¹. This is approximately half what we’d expect by comparison with mesh structures of roughly similar dimensions (4.5 μm thickness with 2.3 μm-diameter pores and 4 μm spacing, fabricated by Song and Chen using deep reactive ion etching), and we attribute the difference to our use of the FIB to fabricate the pores.

We observed measurably nonuniform strains within the mesh region for far-field strains above 0.08% and up to 0.32%, after which the tensile bars fractured. The strain patterns were self-similar at all strains (Fig. 2a,b). We observed decreasing thermal conductivity in the two nominally identical Si micromeshes with increasing far-field strain—equivalently, increasing strain gradients within the mesh—far beyond what we measured for uniformly strained Si (Fig. 2c). The linear fit to these data suggests a 48% decrease in thermal conductivity for every 1% applied far-field strain. The maximum thermal conductivity of Si micromesh, indicating a stronger dependence on strain relative to the fully dense (bulk-like) films.

Figure 2: Preliminary thermal conductivity of strained Si micromeshes. (a) Experimentally measured nonuniform strains in a mesh with far-field strain of 0.32% as determined by Raman spectroscopy. (b) Strain profiles along path shown in (a) for two applied strain levels showing sinusoidal strain gradients. (c) Thermal conductivity of Si micromesh, indicating a stronger dependence on strain relative to the fully dense (bulk-like) films.
strain in the mesh, at the edges of the pores, is about 3x the far-field strain, so this is equivalent to a 16% decrease in thermal conductivity for every 1% increase in the maximum strain in the mesh. In contrast, for the fully dense tensile bars (uniform strain), we observed just 8% decrease for every 1% applied strain, a far smaller change than what we measure in the meshes. We confirmed that no permanent deformation such as defects or microcracks was responsible for the decrease in thermal conductivity at least up to 0.15% far-field strain, since thermal conductivity recovered upon unloading (we were unable to perform unloading tests beyond 0.15% due to sample failure). These results therefore show that heterogeneous strain is a far more effective modifier of thermal conductivity than uniaxial strain, since the changes in thermal conductivity in strained meshes outpace the changes in thermal conductivity for uniaxially strained systems.

Thorough simulations will need to be performed in order to fully understand these results, and to our knowledge strain fields which vary over such long distances or do not arise from some defect have not been studied. In general, it has been known since the 1950s that the decrease in thermal conductivity in defected systems (e.g. vacancies, dislocations, grain boundaries) arises in part from the introduction of structural disorder and subsequent breaking of lattice symmetry, as well as spatially-varying interatomic force constants. These increase vibrational anharmonicity and hence phonon scattering, reducing the phonon scattering time. More recently, simulations by Meng et al. demonstrated that the magnitude and spatial extent of the interfacial strain field between two different crystals partly determines the scattering rate with a strong dependence on phonon wavelength -- phonons with wavelength shorter than the thickness of the strained region are more likely to scatter. This may help explain why we observe decreases in thermal conductivity without introducing smaller length scales. A similar study incorporating the full strain tensor and phonon dispersion could shed light on our findings as well as allow for an optimization of the mesh pattern for tuning thermal conductivity.

**Future Plans**

Our results clearly underscore the importance of not only elastic strain, but also spatially varying strain gradients, in controlling both thermal and electrical transport in Si micro- and nanostuctures. This concept is encapsulated in the term metadefect that we have coined, which represents a strategy for engineering such gradients in a tunable fashion. We believe this approach is a new and potent strategy for tuning function properties, and will thus be the focus of our efforts in the next funding cycle. Three specific strategies will be targeted over the next reporting period: (1) a systematic study of thermal conductivity in the Si micromeshes to complement our preliminary results, (2) the development of a nanomesh fabrication route entirely based on patterning and Si etching without the use of the damaging FIB, and (3) rational patterning of mesh geometries to elicit large changes in thermal and charge transport with remotely applied elastic strains. The last target will consider the intrinsic length scales with phonon physics and target strain gradient length scales that match phonon mean free paths in Si and other semiconductor materials. Furthermore, phonon mean free paths represent a distribution of length scales at finite temperature, and these experimentally measured statistics can be used to introduce disorder in the mesh geometry to match distribution of such length scales. This can be achieved by designing the mesh lattice and its accompanying disorder in Fourier space (spatial frequencies), and then transforming this to real space in the form of pore spatial positions. These designed geometries can directly input into the experimental patterning process during fabrication.
Publications (from previous 2 years of DOE project)

Investigation of radiation damage tolerance in interface-containing metallic nano structures.

Julia R. Greer
California Institute of Technology (Caltech) Pasadena, CA 91125

Program Scope

The proposed work seeks to conduct a basic study by applying experimental and computational methods to obtain quantitative influence of helium sink strength and proximity on He bubble nucleation and growth in He-irradiated nano-scale metallic structures, and the ensuing deformation mechanisms and mechanical properties. The proposed work utilizes a combination of nano-scale in-situ tension and compression experiments on low-energy He-irradiated samples combined with site-specific microstructural characterization and modeling efforts. This systematic approach will provide us with critical information for identifying key factors that govern He bubble nucleation and growth upon irradiation as a function of both sink strength and sink proximity through an experimentally-confirmed physical understanding. So far, the attention has been focused on studying individual bcc/fcc interfaces within a single nano structure: a single Fe (bcc)-Cu (fcc) boundary per pillar oriented perpendicular to the pillar axes, as well as pure bcc and fcc nano structures. Additional interfaces of interest include bcc/bcc and metal/metallic glass all within a single nano-structure volume. The model material systems are: (1) pure single crystalline Fe and Cu, (2) a single Fe (bcc)-Cu (fcc) boundary per nano structure (3) a single metal–metallic glass, all oriented non-parallel to the loading direction so that their fracture strength can be tested.

A nano-fabrication approach, which involves e-beam lithography and templated electroplating, is utilized, which enables precise control of the initial microstructure control. Experimentally determined stress-strain relationships are enhanced by in-situ SEM observations coupled with TEM microstructural characterization of the same samples before and after deformation (irradiated and as-fabricated) and atomistic (MD) modeling. A comprehensive suite of experiments is being conducted to quantitatively assess the key parameters for He bubble nucleation and growth by independently varying the sink strength, sink proximity, and He implantation temperature and dose. The implantations have been conducted at Sandia and Los Alamos National Labs. Nano structures containing He-enriched interfaces are tested under uniaxial tension to assess embrittlement, resulting boundary strength, and deformation mechanisms. Successful execution of this work will help identify which types of interfaces are particularly resilient against radiation damage.
Recent Progress

Our current progress is summarized in this table:

<table>
<thead>
<tr>
<th>Goal</th>
<th>Accomplishment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Developed methodology to Al-Ni-Zr metallic glasses in compression and tension configurations, as well as in nano-architected meta-materials. <strong>Personnel:</strong> R. Liontas</td>
<td>Compressive and tensile specimens shaped as cylinders with “hats” for gripping have been fabricated from a sputtered Ni-Al-Zr metallic glass film. Conditions for sputtering were optimized to unambiguously produce metallic glass (amorphous) confirmed by TEM.</td>
</tr>
<tr>
<td>Conducted in-situ nano-mechanical experiments on Ni-Al-Zr nano-glasses and discovered ductility in excess of 100% at unusually large dimensions of ~250nm. <strong>Personnel:</strong> R. Liontas and D. Chen (not supported by this grant)</td>
<td>Nano-mechanical experiments were performed in custom-made in-situ nanomechanical instrument comprised of PI-85 Hysitron device inside of a DualBeam Versa FIB (FEI).</td>
</tr>
<tr>
<td>Characterization and annealing of sputtered nano-metallic glasses to quantify free volume <strong>Personnel:</strong> R. Liontas, and D. Chen</td>
<td>Samples for TEM analysis and simultaneous in-situ tensile experiments were prepared via site-specific FIB/Omniprobe lift-out. Microstructural TEM analysis was carried out on all samples to ensure amorphous nature of metallic glasses for each fabrication method.</td>
</tr>
<tr>
<td>Atomistic simulations <strong>Personnel:</strong> Mehdi Zadeh (not supported by this grant)</td>
<td>Close collaboration with the Institute for High Performance Computing to simulate the same Ni-Al-Zr glass to help quantify the amount and distribution of free volume, as well as the physics of shear band initiation.</td>
</tr>
</tbody>
</table>

In the last 2 years we focused on the effects of irradiation on nano-structured metallic glasses.

Building upon our previous work, which showed an improvement in the tensile properties of Ni-P metallic glass nanopillars upon helium irradiation, we are studying the use of nano-structured metallic glass as a new class of radiation-damage tolerant materials. By nano-structuring the metallic glass we are able to proliferate both “smaller is more ductile” size effects and radiation-induced improvements in ductility to a larger scale material. We nano-structure the metallic glass through the use of nanolattices, which are fabricated by utilizing two-photon direct laser writing lithography to create a three-dimensional polymer skeleton and then sputtering the metallic glass directly onto that polymer skeleton.

We have selected Zr-Ni-Al as the metallic glass for this study. This metallic glass was chosen for its oxidation resistance and high glass transition temperature, which will allow study of irradiation at elevated temperatures without crystallization or oxidation. Additionally, the chosen system contains only metallic atoms and is thus a true metallic glass with metallic as opposed to covalent bonding. We create this metallic glass by sputtering a Zr$_{56}$Ni$_{22}$Al$_{22}$ alloyed
target at 100 W under 3 mTorr Ar. The deposition rate under these conditions is ~4 nm min\(^{-1}\) and thus by sputtering for various times we can create nanolattices with various metallic glass wall thicknesses.

As this sputtered Zr-Ni-Al metallic glass has not been studied previously, we first undertook a fundamental study of its microstructure and mechanical properties. The microstructure was examined by transmission electron microscopy (TEM) of a film that had been sputtered for ~20 hours to a thickness of ~4.5 μm. These TEM results are shown in Figure 1. As can be observed in Figure 1, the sample is confirmed amorphous by the presence of diffuse rings in its diffraction pattern (Figure 1A), uniform contrast bright-field (Figure 1B) and dark-field (Figure 1C) images, as well as the lack of any observable ordering in the high resolution TEM image (Figure 1D). Energy-dispersive x-ray spectroscopy (EDX) was also conducted on the film at various distances from the substrate in order to determine if there were any variations in chemical composition with sputtering time. The resultant quantification of the chemical composition from the EDX data is plotted in Figure 1E as a function of distance from the substrate and shows no significant variation in the chemical composition of the film as a function of distance from the substrate and hence this sputtering process does not vary over time. The horizontal lines shown in Figure 1E are plotted at the average composition for each element and Figure 1F displays these average composition values. Figure 1F indicates there is very little carbon or oxygen present in the sample with less than 2 at. % of each, and the stoichiometry of Zr/Ni/Al corresponds to \text{Zr}_{55}\text{Ni}_{29}\text{Al}_{16}. 

![Figure 1: Microstructural analysis of an as-sputtered film of Zr-Ni-Al. TEM results include a (A) diffraction pattern, (B) bright-field image, (C) dark-field image, (D) high-resolution image, (E) EDX results at different points along the film, and (F) average compositional data obtained from EDX.](image)
We examined the mechanical properties of the Zr-Ni-Al metallic glass via uniaxial compression tests on nano-pillars. Cylindrical samples were fabricated by focused-ion beam (FIB) from the same ~4.5 μm thick sputtered film shown in Figure 1. These nano-pillars had diameters ranging from 225 nm to 1.56 μm, and corresponding heights such that the aspect ratio was 1:3. The pillars were compressed at a strain rate of $1 \times 10^{-3}$ s$^{-1}$ in a special in-situ nanomechanical instrument that is comprised of a Hysitron PI-85 nanoindenter inside the Versa 3D DualBeam. The resultant compression data is displayed in Figure 2. These pillars exhibited two very distinct regimes of mechanical behavior depending on their size: ductile behavior and homogeneous flow was observed for “small” pillars with initial diameters ≤ 555 nm, while shear banding and localized failure was observed for “large” pillars with initial diameters ≥ 890 nm. These differences in mechanical response are apparent from the stress-strain curves, which show uniform plastic loading for the “small” pillars (Figure 2A), and many strain bursts from the catastrophic shear banding events for the “large” pillars (Figure 2B). The post-compression images of the pillars also illustrate the differences in mechanical response with the “small” pillars exhibiting homogeneous deformation near the top of the pillars (Figure 2C-D) and the “large” pillars exhibiting clear shear bands (Figure 2E-F). Overall, the compression data indicates a transition from homogeneous flow to shear banding at a pillar diameter of 555 nm, which is larger than any previous reports of observed ductility in metallic glass.

Building on these unexpected compression results, we fabricated additional samples for uniaxial tension tests. A thin metallic glass film was first deposited directly XeF$_2$ etch of the underlying Si substrate. Tensile samples were then FIB-milled directly onto the TEM grid, which facilitated ease of TEM analysis after mechanical testing. Pillars were fabricated with widths ranging from 85 – 215 nm and heights correspond to an aspect ratio of ~1:10. Tensile tests were performed at a strain rate of $1 \times 10^{-3}$ s$^{-1}$ using the Hysitron PI-85 nanomechanical testing instrument in-situ in the Versa 3D SEM using custom-milled diamond tension grips. The resultant data is shown in Figure 3 and grouped by pillar width: (A-C) sub-100 nm, (D-F) ~100 nm, (G-I) ~150 nm, (J-L) ~200 nm. As with the compression pillars (Figure 2), the tensile pillars exhibit two distinct regimes of mechanical behavior: “small” pillars widths ≤ 153 nm fail by extremely noticeable necking and reach true strains ~150% while “large” pillars widths ≥ 199 nm fail by shear...

---

**Figure 2:** Uniaxial compression tests on FIB-milled Zr-Ni-Al pillars. Engineering stress-strain data for (A) “small” pillars with diameters ranging 225-555 nm and (B) “large” pillars with diameters ranging 890-1560 nm. Typical SEM images of the pillars post-compression are shown for pillars with initial diameters of (C) 492 nm, (D) 540 nm, (E) 1300 nm, and (F) 1560 nm.
banding and only a small amount of ductility in the stress-strain curves. The extreme ductility in the “small” metallic glass pillars, as evidenced by the value of ~150% true strain, is exceptionally large and indicates the as-sputtered Zr-Ni-Al metallic glass is in a very unrelaxed state with a large amount of free volume present.

Figure 3: Uniaxial tensile tests on FIB-milled Zr-Ni-Al pillars for: (A-C) sub-100 nm pillar widths, (D-F) ~100 nm pillar widths, (G-I) ~150 nm pillar widths, and (J-L) ~200 nm pillar widths. Engineering stress-strain data is shown in (A, D, G, J), true stress-strain data is shown in (B, E, H, K), and SEM images of the pillars around the time of fracture are shown for pillar widths of (C) 85 nm, (F) 111 nm, (I) 151 nm, and (L) 210 nm.
The as-sputtered metallic glass had remarkably enhanced ductility often in excess of 100%, which is consistent with a high fraction of free volume in the sputtered glass. Efforts are underway to quantify the amount of relaxation and free volume in this metallic glass and relate it to ductility. We are currently studying the same metallic glass in a more relaxed state with lower free volume to test whether the ductility would be suppressed. Towards this aim, subsequent to sputtering the Zr-Ni-Al metallic glass directly on the TEM grid, we annealed the sample in an Ar environment for 24 hours at a temperature of 625 K (~0.85T_g). The as-sputtered metallic glass contains an excess of free volume, in a non-equilibrium state, frozen in the material from the sputtering deposition process. Annealing the metallic glass increases the mobility of the atoms, allowing a relaxation process with structural rearrangement that reduces the amount of excess free volume. Following this annealing step, tensile pillars were fabricated following an identical FIB-milling process as the as-sputtered film with pillar widths in the same range as those previously tested, 79 – 209 nm. As with the as-sputtered pillars, tensile tests were performed at a strain rate of 1×10^{-3} s^{-1} using the Hysitron PI-85 nanomechanical testing instrument in-situ in the Versa SEM. After annealing, the sample’s microstructure was analyzed by TEM to ensure that crystallization and oxidation had not occurred, these TEM results are shown in Figure 4 with an image of the entire pillar analyzed shown in (Figure 4A). The sample maintained an amorphous microstructure upon annealing, as evidenced by the diffuse ring in the diffraction pattern (Figure 4C) and the uniform contrast bright-field (Figure 4D) and dark-field (Figure 4E) images. The EDX results (Figure 4B) indicate an increase in the amount of carbon and oxygen present from the as-sputtered sample (Figure 1F) but the amounts are ≤ 10 at. % and still not significant enough to warrant concern. Oxidation was prevented in this sample by annealing in an Ar environment. Furthermore, the process of FIB-milling the nano-pillars from a larger film of Zr-Ni-Al metallic glass provides substantial oxidation protection, as the annealing is conducted prior to FIB-milling the pillars. Therefore any surface oxides layers resulting from annealing are removed by the FIB-fabrication process and the actual pillar test-section is more than 1 μm from the film surface exposed to the annealing environment.

The mechanical data for the annealed pillars is shown in Figure 5. The data is grouped by pillar width, with (A-C) sub-100 nm, (D-F) ~100 nm pillar widths, (G-I) ~150 nm, and (J-L) ~200 nm pillar widths. Engineering strain data is shown in (A, D, G, J), true stress-strain data is shown in (B, E, H, K), and SEM images of the pillars around the time of fracture are shown in (C, F, I, L). As with the as-sputtered compressive (Figure 2), and tensile (Figure 3) pillars, these annealed pillars show two distinct regimes of mechanical behavior: “small” pillar widths
≤ 93 nm fail by noticeable necking and reach true strains above 100%, while “large” pillar widths ≥ 105 nm fail by shear banding with only a small amount of ductility in the stress-strain curves. The main difference between the as-sputtered and annealed pillars is not the presence of these two regimes of mechanical behavior, but the critical pillar width at which the mechanical behavior switch from homogeneous flow with significant necking to shear banding. For the as-sputtered pillars this transition occurred somewhere between 150 and 200 nm, and for the annealed pillars this transition occurs around 100 nm. Therefore, as expected we do see a loss in ductility and thus free volume upon annealing.

Beyond these two regimes of mechanical behavior (necking versus shear banding) there are also observable differences within each regime of mechanical behavior as a function of pillar width. For example, while annealed pillars ≥ 105 nm all fail by shear banding there is a loss of ductility as the pillar width gets even larger: the ~100 nm annealed pillars (Figure 5D-F) exhibit more plasticity than the ~150 nm annealed pillars (Figure 5G-I), which exhibit more plasticity than the ~200 nm annealed pillars (Figure J-L). The shear-banding mechanism is not suppressed in pillar widths above the critical dimension (~100 nm for annealed pillars) but it may require higher forces to initiate at pillar widths closer to the critical dimension. A similar trend is observed in the necking regime for as-sputtered pillars: all as-sputtered pillars ≤ 153 nm failed by necking (Figure 3A-I), however smaller pillars exhibit more plasticity, for example compare ~150 nm pillars (Figure 3G) with ~100 nm pillars (Figure 3D).
Figure 5: Uniaxial tensile tests on pillars FIB-milled from a sputter Zr-Ni-Al film after annealing at 625 K. (A-C) sub-100 nm pillar widths, (D-F) ~100 nm pillar widths, (G-I) ~150 nm pillar widths, and (J-L) ~200 nm pillar widths. Engineering stress-strain data is shown in (A, D, G, J), true stress-strain data is shown in (B, E, H, K), and SEM images of the pillars around the time of fracture are shown for pillar widths of (C) 93 nm, (F) 105 nm, (I) 137 nm, (L) 195 nm.
The mechanical properties from the data shown in Figures 3 and 5 can be extracted to provide a more quantitative comparison of mechanical response between pillars of different dimensions and state of relaxation. A summary of these mechanical properties is shown in Figure 6. The mechanical property that changes most significantly as a function of pillar dimension and relaxations state is plastic strain, defined as the total strain at fracture less the strain at the yield point. Figure 6 includes both the true plastic strain (Figure 6A) and the engineering plastic strain (Figure 6B). The true strain is calculated by utilizing the cross-sectional area of the pillar as it is tested, thus it accounts for the significant reduction in cross-sectional area upon necking, while the engineering strain is calculated by utilizing the initial cross-sectional area of the pillar. If there is no necking then the engineering strain is nearly identical to the true strain. For this reason, we see that large differences in the true plastic strain is a good metric for whether the mechanical behavior is in the necking (as opposed to shear banding) regime. As can be observed in Figure 6A, annealed pillars with sub-100 nm dimension and as-sputtered pillars with dimension of sub-100 nm, ~100 nm, and ~150 nm all exhibit true plastic strains in excess of ~100% and these large true strain values come about from the necking behavior. In contrast, as-sputtered pillars with ~200 nm dimension and annealed pillars with dimensions of ~100 nm, ~150 nm, and ~200 nm all exhibit true plastic strain < 10% due to the lack of substantial necking behavior. The engineering plastic strain is normalized to the initial cross-sectional area and is thus not as sensitive to strains resulting from necking phenomena. As Figure 6B shows, both the as-sputtered and annealed pillars exhibit an increase in engineering plastic strain as the pillar width is reduced. The annealed pillars also exhibit less engineering plastic strain than the as-sputtered pillars due to the loss in free volume upon annealing. For comparison, the engineering plastic strain from other studies on similarly sized metallic glass in various relaxation states are also plotted in Figure 6B. Particularly noteworthy is the huge difference in the plastic engineering strain from these previously studies Chen 2013, {Liontas 2014} on other metallic glasses and the metallic glass in the current work: these previous studies show engineering plastic strains ≤ ~2%, while in the current study similarly sized annealed pillars show engineering plastic strains ~5% and similarly sized as-sputtered pillars show engineering plastic strain ~8% (over a factor of 4 increase from previously reported “ductile” metallic glass!).

The large difference in plasticity between the current study and previous studies may be due to the sputtering process used to deposit the Zr-Ni-Al metallic glass of the current study. The reference studies of Figure 6B were conducted on an electrodeposited metallic glass and other studies reporting ductility in nano-sized metallic glass have utilized FIB-milling of a bulk metallic glass formed by quenching \(^1\). The only other report of a sputtered metallic glass made into nano-pillars was conducted on a Pd\(_{77}\)Si\(_{23}\) metallic glass, which due to the presence of Si does not have true metallic bonding, and this study only focused on compression, not tension \(^2\). Nonetheless, ductility was observed in this compressive study for pillar diameters up to 400 nm, which is quite large and comparable to the compressive ductility observed in the current work for pillar diameters up to 555 nm. Therefore, sputtering may be a method of metallic glass
fabrication to create ductile metallic glass of a variety of chemical compositions. Further study of other sputtered metallic glass systems is necessary to verify this hypothesis.

![Graphs](image)

Figure 6: Mechanical properties obtained from the tensile data of as-sputtered Zr-Ni-Al shown in Figures 3 and annealed Zr-Ni-Al shown in Figure 5. Properties include: (A) true plastic strain, (B) engineering plastic strain, (C) yield strength, (D) ultimate tensile strength, (E) yield strain, and (F) elastic modulus. All properties are obtained from the engineering stress-strain data except for the true plastic strain shown in (A), which is obtained from the true stress-strain data. In (B), the engineering plastic strain is compared with reports of other plastic strain values from literature. 

Other mechanical properties of interest in Figure 6 are the strength, yield strain, and elastic modulus. Both the yield strength (Figure 6C) and ultimate tensile strength (Figure 6D) were higher for the annealed sample than the as-fabricated sample. This is expected as annealing is a structural relaxation process, which reduces free volume and hence increases density. Upon annealing, there appears to be a larger increase in the ultimate tensile strength than the yield strength. However, this apparent discrepancy arises because both these strength values are from engineering stress, which is normalized by the initial cross-sectional area of the pillar and thus underestimates the stress if necking occurs. Necking occurs after yielding so only the ultimate tensile strength (not yield strength) of pillars that undergo necking is reduced. Furthermore, both samples yield at approximately the same yield strain (Figure 6E) defined as the strain at yielding, when the data first deviates from linear elastic loading. Both sputtered and as-annealed samples...
also have similar values of elastic modulus (Figure 6F) with the annealed samples having a slightly larger elastic modulus. However, uniaxial tension experiments at the nanoscale often have significant variability in measured moduli data especially when the moduli are measured from the loading portions of the nanomechanical data as has been done here.

With this fundamental understanding of the microstructure and mechanical properties of this sputtered Zr-Ni-Al metallic glass, we then began applying this material to nanolattices. The fabrication process for the nanolattices involved using two-photon direct laser writing lithography to create a 3-dimensional polymer skeleton, which we could then sputter the metallic glass onto. The nanolattices were composed of a 15-μm octahedron unit cell and each nanolattice was 5 cells wide x 5 cells long x 5 cells tall. Thus each nanolattice was a cube with side dimension ~75 μm. The metallic glass was sputtered using the same conditions described previously for the pillars (100 W, in 3 mTorr Ar environment) and the sputtering time was varied to result in different thicknesses of metallic glass coatings. With a measured deposition rate of 4 nm min\(^{-1}\), the sputtering times used of 30 minutes, 60 minutes, 120 minutes, and 240 minutes correspond to metallic glass coatings of ~60 nm, ~120 nm, ~240 nm, and ~480 nm. Compression tests were conducted on and these nanolattices containing a polymer core with various wall thicknesses of Zr-Ni-Al metallic glass, and also on nanolattices made of polymer-only with no metallic glass. The compression tests were conducted in-situ in the SEMentor, which is a nanoindenter arm inside of an SEM to allow visualization of the test. The strain rate was 1×10\(^{-3}\) s\(^{-1}\).

In summary, we have found that for this sputtered Zr-Ni-Al metallic glass, smaller is more ductile. The amount of ductility observed is unprecedented with true strains exceed 150% in some cases and the critical dimension for ductility being much larger than reported previously for other metallic glasses. These large critical dimensions are stated in Table 1 for all the mechanical tests on the Zr-Ni-Al metallic glass pillars of the current work.

Table 1: Summary of Pillar Mechanical Tests

<table>
<thead>
<tr>
<th>State</th>
<th>Deformation</th>
<th>Pillar dimension for homogeneous flow</th>
<th>Pillar dimension for shear banding</th>
</tr>
</thead>
<tbody>
<tr>
<td>As-sputtered</td>
<td>Uniaxial compression</td>
<td>≤ 550 nm</td>
<td>≥ 890 nm</td>
</tr>
<tr>
<td>As-sputtered</td>
<td>Uniaxial tension</td>
<td>≤ 153 nm</td>
<td>≥ 199 nm</td>
</tr>
<tr>
<td>Annealed</td>
<td>Uniaxial tension</td>
<td>≤ 93 nm</td>
<td>≥ 105 nm</td>
</tr>
</tbody>
</table>

The reason for this extreme ductility is likely due to the sputtering method of depositing the metallic glass, which leave the metallic glass with lots of excess free volume. Annealing the Zr-Ni-Al metallic glass at 625 K, which is below its glass transition temperature, allowed us to
annihilate excess free volume and thus tune the mechanical properties to be stronger but less ductile, while still maintaining the material’s amorphous microstructure. Exhibiting a similar trend to the smaller is more ductile size effect in this metallic glass, polymer nanolattices coated with a thin ~60 nm layer of this metallic glass exhibited polymer-like ductility with enhanced strength from the metallic glass. However when the metallic glass coating thickness was increased too much ≥ ~120 nm, the nanolattices reached higher strengths but failed catastrophically.

**Future Plans**

The next steps in this study are to investigate the effects of irradiation on the Zr-Ni-Al metallic glass nanolattices. As we have observed, Zr-Ni-Al metallic glass is sputtered in a form that already contains a large excess of free volume as evidenced by the large amount of observed ductility. Thus, it would be interesting to observe whether irradiation increases the free volume further or if there is some limit to how much free volume can be present. We plan to quantify the amount of free volume through differential scanning calorimetry (DSC) by monitoring the enthalpy change, which has been shown to correlate with the change in free volume. The irradiation of the nanotrusses will be performed at Ion Beam Materials Laboratory of Los Alamos National Laboratory. We will be irradiating with Ni ions (self-ions for Zr-Ni-Al metallic glass) using the Tandem accelerator, which can irradiate with Ni ions at energies up to 12 MeV, which will be more than adequate to allow complete penetration of the nanolattices by the irradiating ions. We are excited to observe how this inherently ductile metallic glass will respond to large level of irradiation.

We also started collaborating with Wendy Mao’s group at Stanford University to conduct in-situ X-ray Tomography and Diffraction experiments (at APS) to reveal the radial distribution functions in metallic glasses as a function of fabrication method – sputtered vs. annealed vs. electroplated, etc. These results will help gain insight into the free volume content and distribution in metallic glasses and their susceptibility to radiation damage.
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Nanoscale characterization of intragranular and intergranular deformation mechanisms
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PROGRAM SCOPE

Nanocrystalline (nc) metals have unique mechanical properties, resulting from the deformation mechanisms that govern their behavior. The mechanical behavior of conventional materials is governed largely by dislocation motion, but for nanocrystalline metals other mechanisms can be active that will also affect the constitutive behavior of the material. We have employed in situ straining combined with TEM-based automated crystal orientation mapping to characterize the microstructure of nanocrystalline metals as they deform. This allows us to observe which deformation mechanisms are active as well as understanding how these mechanisms operate. Having developed the tools necessary to characterize stress-assisted grain growth in nanocrystalline metals, we are using those tools to quantify, locally and at the nanoscale, the influence that stress concentrations and microstructural details have on the deformation behavior of polycrystalline metals and alloys. This work uses the TEM-based elastic strain measurement capabilities of the Topspin system recently developed by NanoMEGAS/Appfive together with the orientation mapping from ASTAR. This analysis system offers a minimum detectable strain of $2 \times 10^{-4}$ with a spatial resolution of 2.5 nm and can be employed to perform in situ and post mortem characterization of coarse-grained polycrystalline metals at various levels of plastic deformation. Active deformation mechanisms have been identified and local measures of structure, orientation, and stress are being collected and used to elucidate nanoscale details such as: the role of local stress concentrations in nascent twin formation in polycrystalline Mg and Zr; the redistribution of local stress during grain boundary migration, twinning, and dislocation pileups; and the storage of geometrically necessary dislocations during plasticity.

RECENT PROGRESS

Recent efforts have focused on performing in situ straining experiments to observe the deformation mechanisms operative in nanocrystalline films. These experiments utilize the fabrication procedure developed at JHU that allows for films to be deposited and easily made freestanding, a Gatan single-tilt straining holder provided by Marc Legros (CEMES-CNRS), and the ASTAR system developed by NanoMEGAS. These experiments allow for a large area to be characterized throughout deformation; any change in the grain size, grain boundary character, or migration of boundaries can be observed and analyzed. Figure 1 shows a series of orientation maps taken of a Cu sample as it was progressively strained. The figure shows a 0.8 x 1.2 μm area (step size: 1.5 nm). These scans contain many grains that can be observed and tracked throughout the scans to observe and analyze any changes resulting from the imposed strain.
Our studies focused primarily on stress-driven grain boundary migration and twin nucleation and growth. We also studied the fracture behavior of these films by analyzing the grain boundary character of the crack path. Through collaboration with the Taheri research group (Drexel), we also used the orientation maps to quantify dislocation density in grains over the course of deformation.

Figure 2 shows an example of stress-driven grain boundary migration in the Cu films. In the figure each point is colored according to its orientation and the boundaries are colored according to the misorientation between two grains with Σ3 boundaries in red. The top and bottom maps were taken before and after straining, respectively. Boundaries that migrated substantially are marked in the top scan with black arrows. This specific grain grew in all directions, but the growth is most pronounced from left to right. The boundaries that were mobile were of varying character. Low-angle (24°), high-angle (54°), and incoherent Σ3 boundaries all migrated in response to the applied strain. Furthermore, the misorientation between the grain that grew and those surrounding it remained constant within the error of the measurements, indicating that the grain boundary migration was not accompanied by a corresponding grain rotation.
In addition to grain boundary migration, substantial twin nucleation and twin boundary migration was also observed in the Cu films. Figure 3 shows an example of twin nucleation. The scans were taken as the specimen was strained further going from the top to bottom scan. Initially, only one twin boundary was present—separating the pink from the blue twin variant in the grain. Upon further straining, an 8 nm thick twin nucleated on the left side of the grain. With an additional strain increment the twin propagated fully across the grain. Twin nucleation, propagation, and growth were prevalent in all Cu samples tested. In fact, twinning was much more prevalent than stress-driven migration of grain boundaries.

The in situ straining experiments on nanocrystalline copper show that both grain boundary migration and twinning are active deformation mechanisms that work in concert. Through collaboration with Asher Leff in the Taheri research group (Drexel) we have estimated geometrically necessary dislocation (GND) density from the orientation maps and have found that there are changes in the amounts of dislocation in grains during straining. This suggests that dislocation glide is also active in these films. Moreover, through analysis of the crack path, it was determined that cracks progress along grain boundaries the majority of the time and always avoids twin boundaries. Taken in whole, the results of the in situ experiments show that twin boundaries are very important to the mechanical properties of nanocrystalline copper.

Figure 3. Example of twin nucleation in an in situ experiment. Moving forward the focus of our research will be on using TEM-based local strain mapping to study deformation mechanisms within individual grains. To begin with, we have used commercially produced hot-pressed boron carbide to test the capabilities of the Topspin system. This boron carbide sample was selected, because it contains a number of defects of interest: grain boundaries, twin boundaries, coherent and incoherent precipitates, and dislocations. Figure 4 shows strain scans taken at a boron carbide grain boundary. There are three facets to this grain boundary, and the two upper facets have very little strain near the boundary. By contrast, the lower facet

Figure 4. Strain maps taken at a grain boundary in boron carbide. Virtual STEM image in top left shows location of scan within the grain. In other images, strain maps correspond to the [100] direction in grain (black arrow, x direction.)
has substantial elastic strain. In the x-direction, which is the [100] direction in the grain, there is compressive strain up to $3 \times 10^{-3}$ with a tensile strain of the same magnitude perpendicular to it. There is very little shear strain in the region. The analysis done on boron carbide highlights the spatial resolution and overall capabilities of the Topspin system, and we will employ this technique to study other materials as well as study GND populations within grains.

**FUTURE PLANS**

We plan to continue to use the Topspin strain analysis system to study deformation mechanisms such as twinning and dislocation mobility and storage. We will perform these experiments on coarse-grained Mg and Zr and two-phase composites. We plan to characterize these materials at varying levels of deformation and to utilize Topspin to measure elastic strains resulting from dislocation structures formed during deformation.
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Nanotwinned Materials for Energy Technologies

Peter Collins, Alex King, Richard LeSar (Lead), Mikhail Mendelev and Ryan Ott
Ames Laboratory

Program Scope

Nanotwinned metals and alloys are emerging as a particular form of nanoscaled material that can exhibit high strength coupled with improved thermal stability, both of which are yet completely understood. We have developed an integrated experimental, modeling and simulation program to examine the underlying mechanisms of plasticity in nanotwinned samples. We employ a range of methods to create systems with differing twin morphologies and microstructures and characterize their structures using a range of techniques, from electron microscopy to synchrotron scattering to the use of an atom probe. Mechanical testing of these samples is carried out in a novel tensile strain stage that enables accurate measurements of stress-strain behavior with concurrent in situ transmission electron microscopy (TEM) observations of evolving microstructures. We use a temperature-controlled nanoindentor to characterize the thermal dependence of the mechanical properties. The experiments are coupled with a modeling and simulation program that includes atomistics and discrete dislocation simulations. The experiments provide both realistic validation of models and a deeper understanding of fundamental mechanisms, enhancing the development of new understandings of deformation in nanotwinned materials. This program will not only shed new light on plasticity in nanotwinned materials by bridging the current gap between the experiments and modeling, but it will also greatly enhance our overall understanding of many collective and cooperative mechanisms of plasticity in these materials.

Recent Progress

In our studies of nt-Ag, the TB spacing is essentially independent of the processing conditions, but the twin density, grain size and grain orientations can be readily controlled [1]. The texture, and thus the TB orientations relative to the tensile axis, is strongly dependent on the deposition rate as are the yield strength and tensile ductility. Fig. 1 shows the tensile yield stress as a function of the texture parameter, $\Gamma$, which is a measurement of the in-plane \{110\} and out-of-plane \{111\} texturing. TEM results have shown that the more randomly oriented films have lower

Figure 1. Measured yield stress as a function of texture parameter (defined in text) for nanotwinned Ag. Yield behavior falls into two types, as discussed in text.
twin densities than columnar-grained films that are strongly {111} textured (high \( \Gamma \) value). The mechanical behavior of the softer films can be associated with two different types of microstructure: (1) untwinned randomly oriented grains and (2) nanotwinned grains that are poorly oriented along the \(<111>\) film normal. The former allows for easy slip compared to twinned grains, and thus decreased strength, while the latter is softer than nanotwinned grains that are strongly oriented along the film normal. Structures consisting of ultrafine-grains containing nanotwins with average twin boundary spacings of 8-12 nm dispersed in untwinned grains provide for the best combination of strength and tensile ductility (see inset in Fig. 1).

The effects of grain orientations in nt-Ag have been examined by molecular dynamics (MD) simulations, [2] which suggest that in pure nanotwinned fcc metals the strength is determined primarily by the cooperation or competition between two major factors: the magnitude of the Schmid factors for the available slip systems and the effectiveness of grain boundaries (and their triple-junctions) in generating dislocations. These factors, and their relative impact on deformation behavior, depend on the texture of the material, which is reflected by the angle of the twin boundaries relative to the applied stress (see Fig. 2). The MD results suggest that in highly textured materials (small angle), the deformation is dominated by partial dislocation nucleation at the boundaries.

Nanoindentation experiments at temperatures up to 400 °C reveal two distinct thermal regimes of the mechanical behavior in pure silver nanotwinned materials, from which we can determine the activation energies of the deformation processes. At low temperatures (ambient to about 200 °C) the activation energy is consistent with dislocation nucleation being the rate-determining step of deformation while at higher temperatures (300-400 °C) it is more consistent with diffusion-based...
mechanisms. The mechanisms identified by these experiments are consistent with the molecular dynamics simulations described above.

Stacking fault energy links mechanical properties to length scales through the stacking fault width, but often in obscure ways. To clarify these issues, we systematically investigated the role of the stacking fault energy (SFE) in the deformation properties of fcc metals using MD simulations based on embedded-atom model potentials in which the SFE was varied while other calculated properties were effectively constant [3]. The results indicate that properties such as yield strength and microstructural stability do not vary systematically with SFE, but rather fall into two distinct cases corresponding to “low” and “high” stacking fault energies. The first case is characterized by slip propagation by partial dislocations and lack of CTB migration while the second case is characterized by with effective slip propagation by complete dislocations and active CTB migration. However, the definition of “low” and “high” SFE appears to depend on the relative sizes of the stacking fault width and the nanotwin width, so the effect is determined by interplay between length scales.

Effects of solutes on properties of nanotwinned systems

Increasing concentration of Cu additions from 0 to 2.45 at.% in nt-Ag films continuously increases the hardness at room temperature (Fig. 3). The activation energies for deformation in the alloyed films show the same distinct temperature regimes as for pure nanotwinned silver.

Twin boundary migration behavior is well-matched between experiments and MD simulations, which have been conducted at the same length-scales. Twin shrinkage occurs via the motion of incoherent twin boundaries (ITBs) while the coherent twin boundaries (CTBs) are immobile. MD results show that even a small addition of Ag atoms stabilizes nanotwinned microstructures in Cu very significantly. The mechanism of the solute drag effect on the TB migration is associated with changing of the ITB shape or position to accommodate as many solutes as possible rather than solute segregation at the location of the ITB. The solutes do not migrate with ITB. Since we have no quantitative theory describing the drag from immobile solutes on the TB migration at this point, it is not straightforward to predict what kind of solutes will act as the best stabilizer of the nanotwinned structure. In the simplest model proposed in [4], solute drag is proportional to the value of the

Figure 4. Hall-Petch relationship for the thermally annealed nanotwinned Ag. Inset is from the in-situ TEM after 80 min of annealing ~200 °C. The dashed line is the approximate position of the prior grain boundary.
heat of segregation. Therefore, a solute that is most strongly attracted to the ITB will be the best dopant to stabilize the TB structure. Further work is necessary to clarify this question.

*Thermal stability of nanotwinned silver*

Between 200 °C and 600 °C, the primary mechanism of grain growth for strongly {111} textured Ag, is found to be grain rotation.[5] Through this mechanism, slightly misoriented twin variants of the same sense were observed to merge across a grain boundary at ~180 °C while twins with opposing senses were locked, forming ITBs (Fig. 4). A small change in yield stress (475 MPa) was observed after annealing at 200 °C, consistent with an observed decrease in dislocation density. The yield stress then decreased by 38% and 66% at 400 and 600 °C, respectively. The effect on the tensile yield stress of annealing at these temperatures matches the effect on the nanoindentation hardness and correlates with the grain size [6].

**Future Plans**

In an integrated, systematic program of experiments and modeling, we will control mesostructures and their associated length scales to isolate differing deformation mechanisms. Our immediate plans are to continue our work studying the effects of solutes on deformation mechanisms in NT-Ag materials. Preliminary work has shown that while the addition of small amounts of copper have a large effect on twin-boundary spacing and grain size, other, as yet unidentified, solute effects have an even larger effect on the strengthening of these materials.

We will employ a combination of experimental characterization tools (including ChemiSTEM and atom probe tomography) to determine the distribution of solute atoms between the twins, the grain boundaries and the regions between the twins and will compare those results to Monte Carlo simulations. Mechanical property tests at room and high temperatures will be used to map out the mechanical behavior. Precession electron diffraction (PED) will be employed to determine local misorientations and dislocation densities, which will be compared to discrete dislocation simulations. Our goal is to identify the roles that solute additions have on the physical mechanisms that control deformation in these materials.
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Formation of Persistent Slip Networks During Low Cycle Fatigue

Matthew Miller¹, Paul Dawson¹, Ulrich Lienert², Jim Williams³, Mark Obstalecki¹ and Robert Carson¹
¹Sibley School of Mechanical and Aerospace Engineering, Cornell University, Ithaca, NY
²Deutsches Elektronen-Synchrotron, Hamburg, Germany
³Materials Science Department, The Ohio State University, Columbus, OH

Program Scope

This project focuses on understanding crack initiation in ductile polycrystals during low cycle fatigue conditions. We have created a combined experiment/simulation methodology for tracking heterogeneous cyclic plasticity at the size scale of individual grains. Similar to microcrack initiation that accompanies persistent slip bands (PSBs) within deforming single crystals aligned for single slip [1-3], we hypothesize that fatigue cracks form in polycrystals from regions of heterogeneous cyclic slip. During cyclic loading in ductile metals, plasticity eventually localizes – forming a persistent slip network (PSN) that encompasses groups of grains. We believe that the formation and character of this network during cyclic plasticity leads to the initiation of fatigue cracks in ductile metals like copper; the plastic strain amplitude initially being carried by the entire aggregate is eventually focused into localized regions - probably linking together to form a PSN. The highly concentrated, reversed movement of dislocations within this network could eventually lead to a critically damaged state at one or more locations. Unlike PSBs in single slip specimens, however, the PSNs won’t necessarily be easily observable in a polycrystal/polyslip specimen. To characterize the PSNs, it is necessary to “watch” plastic strain heterogeneity on multiple size scales. We propose that understanding where and why a crack initiates involves understanding aspects of the way the entire polycrystalline aggregate evolves during cyclic plasticity. Details of the subgrain response such as the stress, lattice orientation and plastic strain rate distributions must be understood along with the “system” response of the aggregate.

The goal of this project is to investigate the PSN hypothesis by studying the evolving mechanical state of every crystal within a cyclically-deforming aggregate with high energy x-ray diffraction (HEXD) using x-rays produced at a synchrotron source. The evolving single crystal diffraction patterns (spots) reflect the elastic-plastic deformation being experienced by the crystal but inverting those patterns directly for a “picture” of the straining heterogeneity is not possible. Instead, we construct a virtual replica of the test specimen using crystal-based finite elements. The model produces an approximation of the spatial distribution of stress, lattice orientation and inelastic straining at every point during the deformation. We refine the finite element model by comparing the experimental diffraction patterns to results from virtual diffraction experiments on the synthetic specimen. During the first funding cycle, we developed the experimental and modeling tools during the first funding cycle, examining a copper alloy (OMC copper) and oxygen free high conductivity (OFHC) copper [4-6].
Recent Progress

In our previous work, we examined the evolution of diffracted x-ray intensity during monotonic and cyclic loading of OMC copper. X-ray diffraction spots are sharp and nominally circular in an annealed material. As the deformation proceeds, the spots shift; during plastic deformation, the spots begin to spread. Using a virtual sample generated using finite elements, we correlated spreading in the azimuthal direction (Full Width at Half Maximum, FWHM) of the Debye-Scherrer ring with an increase in the distribution of lattice orientations within a grain subjected to monotonic [4] and cyclic [5,6] loading. During cyclic loading, we saw smaller FWHM in tension compared to compression. We are currently examining the detailed changes in FWHM during the entire hysteresis loop. Figure 1 depicts the macroscopic stress-strain curves for the in situ cyclic experiment on an OMC copper specimen. The points where HEXD experiments were conducted are labeled. We show results for one particular crystal as an example. We measured the azimuthal spread for each of the 28 peaks associated with the crystal, then computed a normalized change from point A in the loop, i.e. \( \Delta FWHM_i^{\text{norm}} = (FWHM_i - FWHM_i(A))/FWHM_i(A) \), where FWHM\(_i\) is the azimuthal full width at half maximum for the \( i^{\text{th}} \) peak, and FWHM\(_i(A)\) is the value at point A in the hysteresis loop. Figure 1(b) depicts the average and standard deviation of \( \Delta FWHM_i^{\text{norm}} \) for the diffraction experiment points on the 0.5% hysteresis loop. A number of interesting features can be seen. We see that the average \( \Delta FWHM_i^{\text{norm}} \) drops to a minimum at position E. However, the standard deviation actually increases slightly. Between position E and position F there is a significant change in the average. Since there were no measurements taken between positions E and F, it is not clear that E represents the minimum nor whether F represents the maximum of the average value. The macroscopic reverse yield point occurs somewhere between points D and E, so it would seem reasonable that all grains would reach a state of fully-developed plasticity between points E and F. The spread in \( \Delta FWHM_i^{\text{norm}} \) is also significantly increased at position F. Neither the average nor the standard deviation changes appreciably between positions F and G and both have reduced some by point H. This region is largely macroscopically elastic similar to the transition region between points A and E. If more HEXD experiments were conducted (like they were between A and D) it is likely that the average might evolve slowly here similar to what it did from A to E, all the while maintaining the large standard deviation. Finally, at position I, the average returns to a value very similar to that seen at A, with a slightly larger standard deviation.

Figure 1. (Left) Experimental stress strain curve with HEXD positions labeled around the first cycle at 0.5% strain amplitude. (Right) Change in the average value of \( \Delta FWHM_i^{\text{norm}} \) during the loading cycle. The bars indicate the standard deviation of \( \Delta FWHM_i^{\text{norm}} \) for all peaks. The dashed lines are not data. They are presented to help guide the eye.
We built a virtual OMC copper polycrystal and simulated the cyclic experiments on the OMC copper. Figure 2(a) depicts the simulated 0.3% stress-strain curve. As mentioned, the distribution of intragrain misorientations correlates well with FWHM_{AZ}. Figure 2(b) depicts the evolution of the intragrain misorientation spread for 57 grains within the virtual OMC polycrystal. We use $\Theta^m$, the first invariant of the misorientation tensor $A$ as defined in [6], as a measure of misorientation spread.

Figure 2. (Left) Simulation OMC copper stress-strain curve with various positions labeled around a 0.3% strain amplitude. (Right). Orientation space grain spread ($\Theta^m$) history for 57 grains within the interior of the virtual OMC polycrystal.

Similarities and differences between Figures 1(b) and 2(b) can be noted. The extreme values of $\Theta^m$ are seen at the tensile and compressive hysteresis loop tips with the smallest values and spread occurring in the elastic-plastic transition on both the compressive and tensile – going legs of the loop. The transition from smallest to largest $\Theta^m$ occurs rapidly – as the material enters fully developed plastic straining – similar to the compressive going leg of the experimental data. It should also be noted that this expansion and contraction of the misorientation grain spread occurred in all 57 grains, which helps reinforce the decrease and increase of FWHM_{AZ} trend observed in Figure 1(b) from the one grain from the experiment. The tension-compression symmetry seen in the simulation data is not seen in the experiment however, the compressive value of the spreading is larger than the tensile value. To address this difference, we replaced the isotropic hardening formulation in the model with a latent hardening model employing a latent hardening ratio of 1.4. These results are shown in Figure 3. The compressive values of $\Theta^m$ are now larger than the tension values of $\Theta^m$ for a large subset of internal grains. We are continuing to explore other model changes including different ways of building the virtual polycrystal.

Future Plans

The next important steps are to connect the diffracted intensity distributions and simulation quantities like intragrain misorientation to the PSN – a spatial distribution of heterogeneous cyclic straining. We need to understand what the PSN looks like in the model and to connect it with a diffraction “signature” in the HEXD data. We are implementing data
reduction schemes to more efficiently reduce the diffraction data for EVERY crystal within the aggregate. We have also transitioned from the OMC material to the OFHC copper; we already see large differences in the FWHM data.

Figure 3. Orientation space grain spread, $\Theta_m$, history for 57 grains interior of the virtual OMC polycrystal employing latent hardening with a latent hardening ratio of 1.4
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Transformation and Deformation Mechanisms in High-Temperatures Shape Memory Alloys with Nano-precipitates

Principal Investigators: Profs. Michael J. Mills, Peter M. Anderson, and Yunzhi Wang. The Ohio State University, Department of Materials Science and Engineering

Program Scope

The focus of this program is on an emerging class of high temperature shape memory alloys (HTSMAs) that are exciting candidates for actuators and adaptive components in a wide range of energy and transportation applications. These HTSMAs offer the possibility of high reliability, lighter weight and increased capability while lowering space and power consumption. However, at present there is only elementary understanding of the important microstructure-property relationships. The goals of this effort therefore are to (1) develop a fundamental understanding of the inherent microstructure-property behavior of high temperature shape memory alloys and (2) develop computational models that capture these structure-property relationships and provide novel insights into the important transformation and plasticity mechanisms that govern their behavior.

Two HTSMA alloy systems are at the core of the effort: Ni(Ti,Hf) and (Ni,Au)Ti alloys can exhibit high transformation temperatures, large transformation strain and small permanent strain. These beneficial properties can be strongly influenced by the formation of nanoscale precipitates. Spearheaded by advanced characterization techniques, and aided by insights from first principles modeling, the unusual and novel atomic structure and composition of these precipitates is being determined, along with their coherency with the matrix. Interaction of precipitates with martensite at lower temperature and dislocation activity at higher temperature are key mechanistic insights being sought through in situ electron microscopy studies, and being understood through new phase field modeling approaches to particle/defect interactions. These insights are being incorporated into a microstructural finite element framework in order to capture how phase transformations, crystal plasticity, and time-dependent creep interact to determine the response.

Recent Progress

Aging has an extraordinarily potent effect on mechanical behavior in Ni-rich Ni(Ti,Hf) alloy systems, due to the formation of H-phase precipitates. Recent work has focused on obtaining reliable volume fraction measurements of the H-phase precipitates. This is an important input to the modeling efforts. Nanoscale FIB fabricated needles of NiTiHf were analyzed by combining HAADF STEM imaging with computational 3D tomographic reconstructions. The precipitate volume fraction was calculated to be 14.3%. Similar efforts are planned for shorter aging conditions with smaller precipitates, where alternative techniques have proved inadequate.
Microstructural characterization work has also continued in the NiTiAu system. Four alloy compositions containing 40at.% Au are currently being investigated: Ni-40Au-49Ti, Ni-40Au-49.7Ti, Ni-40Au-50Ti, and Ni-40Au-51Ti. Each of these alloys have very high transformation temperatures between 400°C and 500°C in the as-extruded condition, characterized by both differential scanning calorimetry (DSC) and differential thermal analysis (DTA) methods. Thus, these NiTiAu alloys have the highest transformation temperatures with attractive work output behavior. Remarkable with this system is also that, the variation in transformation and mechanical behavior with composition is small compared with the NiTiHf alloys. Thus, detailed microstructure analysis is necessary to understand the reason for these unusual and attractive behaviors.

Microstructural finite element (MFE) simulations have been developed to quantitatively study the dramatic and complex effect of aging (H-phase precipitates) in the NiTiHf alloys on the martensitic transformation (MT) process. A key hypothesis is that the process of martensite growth is fundamentally different in the presence of nanoscale precipitates when compared with large-scale particles. The orthorhombic structure of H-phase established in previous studies (Han et al. 1997, Yang et al., 2013) implies the existence of 6 H-phase variants in B2. The effect of multiple precipitate variants in close spatial proximity was recently combined with the HAADF STEM observed precipitate shape to investigate the influence of H-phase cluster on martensitic transformation (MT). Figure 2 shows the model RVE (2a), the initial nucleation of martensite (2b), and the simulated DSC for cooling (2c). All 24 CVPs are active in this simulation, which resembles an over-aged sample (~100nm precipitate size). In contrast to the pronounced particle-particle interaction documented for the optimal-aging case (Chen, OSU Dissertation 2015), MT appears unaffected by the existence of the precipitate cluster. This is in agreement with the self-accommodating nature of the multi-CVP martensite at the precipitate scale, and also supports the earlier single-precipitate simulation results. Simulations similar to that shown in Figure 2 will be extended to other aging cases and by incorporating the latest precipitate morphology data as shown in Figure 1.
These simulations can reproduce the remarkable attribute of martensite plates to spanning over many variants of precipitates. By incorporating the latest precipitate morphology data as shown in Figure 1, the dependence of precipitate size on this effect is presently being explored in an effort to develop a more fundamental and general understanding of nanoscale precipitates on the martensitic transformation.

As discovered in previous research, functional fatigue in shape memory alloys originates from the existence of high symmetry “ghost structure” as well as symmetry-dictated non-phase-transformation pathways (SDNPTPs), which leads to the generation of crystalline defects during transformation cycling. In Ni-Ti system, it has been reported that the B19’ structure is both geometrically and energetically close to a base-centered orthorhombic (BCO) structure, which has relatively high symmetry in its vicinity and can be regarded as the “ghost structure” (Figure 3). In order to further validate the existence of the SDNPTP, possible defect structures generated along this pathway are predicted through crystallography theory and compared with experimental observations.

As shown in Figure 3a, if the {011} cross-section of a B2 structure is considered, a simple rectangle structure in 2D can be found (Figure 3b, where atoms on only one sub-lattice, the blue ones, are shown for simplicity). Considering a transformation cycle from B2 to B19’ and back to B2, a new B2 state could be reached if the SDNPTP between two B19’ states is activated. By considering the deformation path between the two B2 structural states (including three pathway segments: two phase transition pathways between B2 and B19’, one SDNPTP between two B19’ states), crystalline defects generated during the transformation cycle can be
determined by applying the invariant plane strain condition, which yields two solutions. The first solution describes the [100] (011) type of dislocation, while the second solution suggests a $\Sigma 9$ boundary in BCC structures, which is the characteristic defect of the SDNPTP. Similar calculations can be applied to determine defect structures after multiple transformation cycling. For example, it is found that $\Sigma 3, \Sigma 5, \Sigma 7, \Sigma 9$ and $\Sigma 13$ boundaries can be generated after one cycle, while higher order special grain boundaries such as $\Sigma 11, \Sigma 15, \Sigma 17, \ldots, \Sigma 37, \Sigma 39, \ldots$ can be generated after two cycles, etc. The types of defect structures predicted through crystallographic analysis agree well with experimental observations.

**Future Plans**

In addition to further characterization of the new NiTiAu alloy system, plans are also in place to explore the effect of Hf composition on the site occupancy and intrinsic strength, using new capabilities in atomic-scale chemical analysis (EDS), atom probe tomography at EMSL, and micromechanical testing. This effort will also explore the fundamental mechanisms of defect production and functionality degeneration in SMAs during load-biased, thermal cycling—a key deformation mode for actuation. We will explore whether the remarkable observation of austenite grain refinement into the nanoscale range we have observed in binary NiTi also occurs in the NiTiHf alloys. These hypotheses will be critically examined both experimentally and by computer simulations at the defect level.

The effects of precipitates on the formation mechanism of multi-variant martensitic domains structures will be further investigated through a combination of experimental, theoretical and phase field simulation study. Crystallographic analysis will be carried out to predict the orientation relationship among austenite, martensite and H-phase precipitates and habit plane orientations, which can be validated by experimental characterizations. The self-accommodation of martensite variants under the influence of precipitates, including the size and the spatial configuration of martensite domains, will also be investigated through phase field simulations, by which a fundamental understanding of precipitate-martensitic correlation will be established. Finally, we will uncover the fundamental principles by which nano-precipitates can impart extraordinary resistance to strain accumulation in HTSMA without deleteriously affecting work output and transformation strain. The approach will leverage advanced electron microscopy, novel phase field and microstructure-sensitive finite element modeling, and experimental validation using single crystal micropillar experiments under isothermal and load biased thermal cycling conditions.

**References**


Chen X. PhD Thesis. The Ohio State University. 2015.
Publications


From micro-pillar uniaxial compression to micro-grain nano-indentation under multi-axial stress: Control and understanding of abrupt and stochastic plastic events.

S. Papanikolaou (Lead PI), K. Hemker (co-PI)
Department of Mechanical Engineering
Hopkins Extreme Materials Institute
The Johns Hopkins University

Program Scope

Over the last decade, it has become clear that the application of stress on micron-sized objects, such as micropillars,[1] leads to abrupt and stochastic plastic events that do not satisfy Weibull statistics (as expected for uncorrelated defect yielding) but instead seem to follow highly wide, power-law distributions, pointing towards co-operative multiscale dislocation plasticity mechanisms.[2,3] Are power-law distributed plastic events the rule or the exception in crystals? If the rule, can we design protocols to control and suppress them in order to achieve deterministic and smooth microforming processes?

Research efforts, to date, in small scale plasticity have mostly concentrated on nominally homogeneous deformation of micron-sized pillar samples, most prominently uniaxial compression and to a much smaller degree uniaxial tensile testing. Micropillar compression testing is surface dominated and moreover, surfaces are commonly atypical in being produced by focused ion beam milling. Nanoindentation provides a way of locally probing the plastic response of grains surrounded by other grains, and therefore a more typical picture of plasticity in small scales should be expected. We aim at utilizing nanoindentation for probing small scale plasticity on a large scale by obtaining statistically relevant information on the plastic behavior in polycrystals with grain sizes in the micro-meter regime and also combining with superposed in-plane stresses. Our proposed research aims at advancing our basic knowledge on small scale plasticity[4] and shed light on the question why the processes we know to be highly jerky and avalanche-like in small scales give the impression of a smooth deformation behavior in macro-scale dimensions.

Theoretical research to date on the jerkiness of nanopillar plasticity has been under development in two parallel functioning communities: In mechanical engineering studies, there have been extensive simulations of detailed, realistic materials and geometries in order to carefully quantify and constitutively model the phenomenon of nanopillar strengthening in FCC and BCC crystalline pillar experiments. In contrast, statistical physics studies have been focused in overly...
simplified models of microscale crystal plasticity dynamics to quantify the statistical character of
the post-yield plastic flow, and carefully quantify the range of qualitative dynamic behaviors or
phases, as material and loading parameters are altered. The two communities have only recently
been linked in a work by the lead-PI (SP) and collaborators where an explicit dislocation model
has been built that can predict both strengthening and plastic flow character in a coherent
connection with experimental evidence.[5]

In the current study, we aim at combining experiments and theory to unravel the mysteries of
abrupt microplastic deformation in a natural dislocation environment: micron-sized grains
(“micrograins”) of polycrystals. A novel experimental design will be used, that utilizes
nanoindentation and 4-point bending techniques on the substrate of polycrystalline thin films of
typical FCC metals (Al and Cu). The efforts in this realistic environment will be guided by
concrete theoretical conjectures, based on intuition built from previous theoretical and
experimental efforts on crystalline micropillar compression and nanoindentation.

Two distinct hypotheses will be tested in both theory and experiments:

First, crystal plasticity of micron-sized grains during indentation has micropillar-like stochastic
features: power-law plastic events at stresses above the macroscale yield strength, and strong
size and rate effects.

Second, the application of uniform in-plane stress on thin films below the yield point can
smoothen the abrupt micrograin plastic response during nanoindentation. On a technological
level, indentation-induced localization (sink-in) can be, in principle, diminished in micro-
grained polycrystals by the application of concurrent in-plane stresses.

The first hypothesis has supporting evidence from nanoindentation near grain-boundaries[6] and
interesting analogies with analogous behaviors in amorphous metals [7]. The second hypothesis
can be justified by sensible generalizations of effective plasticity modeling[2]: the principal idea
is that thermally activated processes may be enabled by the superposed stress contributing to a
more homogeneous deformation behavior.

While the first hypothesis can be thought of fundamental importance, the second has a true
technological one: mechanical forming procedures have clear economic effect in macroscopic
shaping operations of metals and they are continuously minimized to enable small to medium lot
size production of small components. The stochastic nature of plasticity in small scales has led
researchers to the suspicion that there might be fundamental size-limits to smooth forming
processes.[4] The second hypothesis targets at pushing this limit further down by performing
deformations subject to superposed stress states.

Nanoindentation will be performed in sequential steps on a blind grid pattern of indent locations
across the surface of large polycrystalline thin films of Cu and Al, being typical FCC crystals
with large disparity in stacking fault energy. Thin films will remain under a homogeneous in-
plane stress state during nanoindentation, implemented by 4-point bending. Nanoindentation
curves will be gathered and statistically analyzed as function of average grain-grain
misorientation, grain size and in-plane externally-imposed stress levels. Nanoindentation data
will be correlated to direct observations of induced surface dislocation microstructures. A large
database of polycrystal individual-grain classification will be constructed and become freely accessible for future research efforts.

The guidance for experimental efforts will be driven by extensive simulations of models at complementary length-scales: a coarse-grained mesoscale theory of plasticity and theory of discrete dislocation plasticity in two dimensions with three dimensional effective mechanisms (2.5DDP). Simulations will be inspired by analogous studies of micropillar plasticity, but extended to model nanoindentation with multiple slip systems and on the surface of a bicrystal with microhard grain-boundaries. The envisaged 2.5DDP is for practical reasons a well suited instrument to enable direct comparison of nanoindentation data with a well established method of discrete dislocation dynamics previously used successfully for simulating micro-compression tests. This method shall also be further advanced by a stochastic implementation of grain boundary characteristics between the extreme cases of blocking all dislocations (micro-hard) or total deformability (micro-free), and a likewise stochastic implementation of thermally activated double cross slip. In addition, we will use non-local continuum models to rationalize the stochastic properties found in nanoindentation experiments. These kind of methods are successfully used in modeling various strongly stochastically dominated physical phenomena.

**Recent Progress**

The proposed project has just started on Aug. 1st, 2015. Thus, all efforts have focused on recruitment purposes. We have initiated a search for postdoctoral candidates that may have a background in either theory or experiments. It appears that we would need at least a few more months to settle to a properly skilled and talented candidate. Fortunately, a JHU undergraduate student will be making and testing Cu, Al samples for this projects next month. In this way, we will be making some progress in the next short period.

**Future 12-month Plans**

During the coming year, we aim at build our experiment and also provide preliminary theoretical simulations for the stochastic nanoindentation behavior. In particular:

09/2015–12/2015 Experiment: We target at hiring a talented postdoctoral associate (or two postdocs partially supported by this project) to perform experiments and simulations of nanoindentation. During the first year, the work in the project will be fully experimental.

Theory/Simulation: We will generalize DDP codes (in collaboration with E. Van der Giessen), in order to accommodate the bicrystalline and circular indentation boundary conditions, as well as carefully implement double-cross-slip-assisted glide and nucleation-multiplication.

12/2015–08/2016 Experiment: We will initiate circular nanoindentation experiments for Al and Cu polycrystalline films, build films and attempt initial nanoindentations. Identify visualization tools and build software library for processing and visualizing the flow stress and avalanche data, as they get experimentally produced. We will use python-based tracking software of all changes
in data and software for providing full access to other researchers.
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Stability of Nanoclusters in Metal Matrices under Extreme Environments
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Program Scope

This project explores the formation and stability of nanoclusters in far-from-equilibrium metallic matrices. The goal of this proposed research is to attain a fundamental mechanistic understanding of the formation and stability of nanoclusters in structural materials under extreme conditions. Extreme conditions include structural materials exposed to extremely high dose irradiation at elevated temperatures, as well as materials exposed to extreme temperatures under stress. This also includes materials that are far from equilibrium, such as those produced by mechanical alloying and friction stir methods in which excess vacancies and highly supersaturated solutes are present in solid solution.

Recent Progress

Lately, we emphasize exploring how the nanoclusters (NCs) in the metallic matrices interact with externally applied stimuli, such as radiation, high temperature, strain, or severe deformation, combined with theoretical approaches to address NC stability at the basic level, to explain the fundamental behavior of NCs under extreme environments. The overarching goal is to understand the stability of NCs, both from their intrinsic thermodynamics and under extreme environments (creep, deformation, radiation). A subset of recent work is summarized below.

A thermodynamic approach to stability of oxides in a metallic matrix

A fundamental understanding of oxide NCs in metallic matrices requires a predictive capability. The most accurate theoretical approaches are based on density functional theory (DFT), which is limited to \( \sim 10^2 \) atoms. Multi-scale approaches, e.g. DFT + Monte Carlo, are often used to model oxide metal systems at the atomic level. These approaches can qualitatively describe the kinetics of some processes but not the overall stability of individual phases. We propose [1] a new thermodynamic approach to study equilibrium in multi-phase systems, which can be sequentially enhanced by considering different defects and microstructures. We estimate the thermodynamic equilibrium by minimization of the free energy of the whole multi-phase system using a limited set of defects and microstructural objects for which the properties are calculated by DFT. The output of these calculations is the thermal equilibrium concentration of all the defects for a particular temperature and composition. Results confirmed the high temperature stability of yttria in iron. Our main development beyond previous single-phase approaches is the inclusion of the defect exchange between different phases controlled by the equivalence of chemical potentials of the same species of atoms in all phases. This model
enables calculation of the equilibrium concentrations of defects in all phases. Needed input parameters for the thermodynamic description are obtained from DFT calculations. We considered an example of yttria in bcc iron matrix as a two-phase three-component compound \((Y_{2/5}O_{3/5})_x\) \((\text{bcc Fe})_{1-x}\), where \(x\) is the atomic fraction of yttria in the pseudo-binary alloy. The equilibrium concentrations of point defects i.e. vacancies in both the \(Y_2O_3\) and bcc Fe phases, Y substitutions and O interstitials in Fe, Fe impurities, and antisite defects in \(Y_2O_3\) were estimated as a function of temperature and the fraction of yttria. We demonstrated that the main defects in the system correspond to thermal vacancies in bcc Fe \(\sim 10^{-5}\), which was expected for the temperature 2000 K. In \(Y_2O_3\) particles, the main defects correspond to oxygen sublattice vacancies with an atomic concentration of \(\sim 10^{-9}\) and oxygen interstitial atoms in the octahedral interstitial positions in Fe-matrix. The concentration of the rest of the defects is less than \(10^{-12}\).

Such a small concentration of defects in the \(Y_2O_3\) particles demonstrates high thermal stability of yttria in iron that is consistent with the experimental data. The model suggested here has a number of obvious advantages over many currently used approaches. Compared to both the lattice and object KMC approach, the proposed model provides a possibility to include the global equilibrium in multi-phase systems. The advantage over the models based on a lattice approach or empirical potentials (this includes lattice KMC, phase field, and classical atomic scale modeling) is in more accurate defect energetics, used as input parameters, and calculated within the DFT technique.

**Influence of extreme temperature and strain on NCs**

Currently, a fundamental understanding of how friction stir welding (FSW) influences the nature and distribution of NCs in NFAs is lacking. Before this fundamental research on NFAs can be translated into practical applications such as in fission or fossil energy, reliable and robust methods to join (weld) NFAs are needed [2]. Traditional fusion welding is unsuitable for NFAs, because NCs are lost during melting. Here, we have explored FSW processing and post-weld heat-treatment (PWHT) influence the size, density, and chemistry of NFA 14YWT. FSW is a complex non-equilibrium process that involves very high temperature (>1000 K) and large plastic strain levels, applied in very short times.

We collaborated with the ORNL welding group to analyze FSW-joined and as-FSW plus PWHT specimens of 14YWT. It was found that the base metal (BM), thermomechanically-affected zone (TMAZ), and stir-zone (SZ), of the FSW all contained high density Ti-Y-O NCs; the FSW process had not dissolved or otherwise removed the NCs, maintaining the NFA identity, unlike fusion (liquid-state) processing [3]; Figure 1. Interestingly, the density of NCs is not significantly changed by FSW (BM vs. TMAZ vs. SZ), but the PWHT resulted in increases in NC oxygen content, and especially number density (Figure 2, Table I). The exact cause of the increased number density is unknown, but we speculate that the FSW process drives some Y and Ti into solution, and the short (2 min, 1123 K) PWHT process allows a dense array of new NCs to nucleate from the vacancy- and solute-rich matrix. These results indicate that FSW has potential to allow this basic NFA research to eventually progress to application, and also indicates that the
fundamental understanding of the microstructural processes under FSW conditions is insufficient to allow for predictive models, and further explorations are needed.

Exploring vacancy content of NCs

Previous work has disagreed on the nature of the NCs: are they stoichiometric Y₂Ti₂O₇ and Y₂TiO₅ oxides [4], or are they vacancy-rich non-equilibrium, non-stoichiometric suboxides [5]? Given their small size, and because they are embedded into metallic matrices which makes unambiguous TEM or APT chemical analysis impossible, this question is difficult to answer. Our recent experiments [6], however, combining APT and small-angle neutron scattering (SANS) have helped resolve this question, and showed that the NCs are very vacancy rich (~10-15%), and the vacancy content evolves with thermal treatment from the as-mechanically-alloyed state. APT measures the chemistry, size and density of NCs as a function of annealing time at 500°C (Figure 3); using this information to inform SANS data analysis, the NC vacancy content (which is inaccessible to TEM, APT, etc.) can be derived, Figure 4.

NC / dislocation interactions during plastic deformation

Understanding the plastic deformation mechanisms of polycrystalline alloys has been a long-standing challenge for diffraction-based experiments. The main difficulty lies in the determination of dislocation density and character from diffraction peak profiles collected in laboratory accessible time and length scales. In this study, we established a novel diffraction profile analysis approach, and used in situ neutron diffraction to characterize the evolution of dislocation density and character in a14Y WT when subjected to tensile loading at various temperatures. We revealed a strong grain-
orientation dependent yielding and subsequent strain-hardening behavior, which is attributed to a dislocation avalanche followed by a steady-state dislocation accumulation. We showed a distinct hysteresis loop of dislocation density during unloading and reloading, manifesting a reversible rearrangement of dislocations and the strong hindrance to dislocation motions by the nanoclusters. We also presented a temperature and grain-orientation dependent dynamic recovery, which is signified by lattice softening and paradoxical concurrent dislocation accumulation at sufficiently large straining.

Future Plans

The ongoing development of the thermodynamic approach to NC stability shows significant promise for elucidating NC behavior, as the model is expanded to more complex materials systems. This model will be developed further for a wide range of defect information such as NC-mobile defects interaction, NC-matrix interface properties, and defect sinks in the material that compete with NCs. These properties in application to irradiation and high-temperature conditions will be studied employing extensively *ab initio*, atomistic and mesoscale models. We will use neutron diffraction profile analysis to study *in situ* the interactions between NCs and dislocations during creep at various temperatures, and continue to develop APT and TEM-based methods to complement the theory and neutron work.

Research supported by DOE Office of Science, Basic Energy Sciences, Materials Sciences and Engineering Division.
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Multiscale Mechanical Properties and Alloy Design
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Program Scope

The overarching goal of this program is to elucidate the mechanisms that control the deformation and phase stability of a unique new class of metallic alloys - high entropy and equi-atomic single-phase solid solutions. These alloys exhibit unusual but highly desirable mechanical properties including high strength and a breakdown of the traditional inverse relationship between strength and ductility at low temperatures. Highly coordinated experimental and theoretical efforts are being used to establish the importance of specific alloying elements on the mechanical properties of the alloys and model the unique deformation mechanisms that control their strength, ductility and toughness. The studies focus primarily on a family of equi-atomic alloys based on the quinary FeNiCoCrMn high entropy alloy and its quaternary, ternary, and binary single-phase subsets. Because some of the simpler alloys in this family exhibit many of the same unique mechanical properties as FeNiCoCrMn but are more amenable to theoretical examination, studying them will help to elucidate the controlling mechanisms and processes. State-of-the-art mechanical testing techniques and micro-analytical tools including advanced electron microscopy, x-ray and neutron diffraction, and atom probe tomography are being used to characterize the microstructure and mechanical behavior of the alloys before and after deformation. Modeling and simulation work based on molecular dynamics, \textit{ab initio} calculations, and traditional micro-mechanics modeling are being employed to develop new theories and mechanistic descriptions of the behavior. The understanding gained will contribute to the development of broad scientific principles for the design of an important new class of structural materials for use in energy-related applications.

Recent Progress

Both experimental and modeling efforts were undertaken to begin to understand the mechanical behavior and phase stability of high entropy and equi-atomic alloys. This report focuses on the mechanical behavior. Early on in the program, we realized that a better understanding of the mechanical properties might be achieved by experimentally examining the behavior of the less complicated but more theoretically tractable systems comprised of the equi-atomic binary, ternary, and quaternary alloy subsets of the FeNiCoCrMn quinary system. To this
end, a systematic study was undertaken to identify all the single-phase FCC subsets of the quinary alloy. In some cases, the phase stability was known through well-established binary and ternary phase diagrams, but in others, no phase diagrams were available. In this case, alloys were prepared by arc melting and drop casting followed by homogenization by annealing at an appropriate high temperature for 24 hrs [1].

Results of the study are shown in Fig. 1, in which the alloys that exist as single-phase FCC alloys are identified in red. The alloys in black are either multi-phase or exhibit a different crystal structure. The figure shows that 3 quaternary, 5 ternary, and 2 binary systems are single-phase FCC. These alloys, along with pure FCC Ni and the quinary FeNiCoCrMn alloy, were later used for basic studies of the effects of alloying elements on the mechanical behavior.

Close examination of the FeNiCoCrMn quinary system [2] revealed that its mechanical properties exhibit an especially interesting dependence on temperature. As shown in Fig. 2, the yield strength and ultimate tensile strength of the alloy increase as the temperature is decreased from room temperature to liquid nitrogen temperature, which is more typical of BCC rather than in FCC metals [2]. However, even more interesting is the fact that there is a significant increase in ductility with decreasing temperature, as evidenced by the increased elongations to failure. In addition, the material maintains an extraordinary fracture toughness of about 220 MPa m$^{1/2}$ all the way down to 77 K [4]. This very unusual but highly desirable combination of properties, along with strengths of ~1 GPa, make the alloy very attractive for cryogenic structural applications. It also raises the important fundamental scientific question of what the basic mechanisms are that produce this remarkable combination of properties.

Although we are a long way from fully understanding the behavior, a TEM study of microstructures before and after deformation revealed several important clues, as shown in Fig. 3 [3]. At room temperature, the alloy deforms by dislocation glide on the normal FCC slip systems, i.e., $\frac{1}{2}<110>$ type dislocations on {111} planes. The dislocation slip is very planar and associated with the development of planar arrays of dislocations (Fig. 3b) that often form when the inherent lattice resistance is high [5]. This is in sharp contrast to the normal behavior for elemental FCC materials like Cu or Ni, in which the lattice resistance is very small, and the strength is predominantly determined by other dislocation obstacles, such as solute atoms, precipitates, and...
grain boundaries. Understanding the origin of this inherently large lattice resistance and how it is influenced by complexities in dislocation core structure that limit mobility and/or increase the Peierls stress is thus of paramount importance. One can certainly imagine that the core structure of a random solid solution containing five or more elemental species is exceedingly complex, as would be the local atomic motion and rearrangement processes that allow a dislocation to move. A high friction stress overcome by stress-assisted thermal activation could explain the strong increase in strength at reduced temperatures and the associated transition from athermal to thermally activated flow, in a manner similar to a BCC metal [3].

Another important microstructural observation is the appearance of large number of very small deformation twins when the material is deformed to strains in excess of a few percent at liquid nitrogen temperatures (Fig. 3c,d) [2]. Such nano-twins are known to provide significant strengthening in thin films of copper and some steels [6-8], presumably by increasing the number of internal crystalline interfaces that hinder dislocation motion. Why twinning becomes prevalent at the lower temperatures is not well understood but is possibly related to a significant increase in lattice friction that diminishes dislocation mobility at low temperatures, thereby promoting other deformation mechanisms that require higher stresses to operate. The enhancement of nano-twinning processes at low temperatures may also increase the work hardening rate, which in turn would produce enhanced ductility in the way it postpones necking to higher strains.

We experimentally established the temperature dependence of the stress-strain behavior of all the single-phase binary, ternary and quaternary subsets of the FeNiCoCrMn quinary high entropy alloy [9]. The tests were conducted from 77K (liquid nitrogen temperature) to 673K. Of the numerous interesting observations made in the study, one of the most significant is that the combined increase in strength and ductility observed in the 5 element alloy is also observed in some of the 2, 3, and 4 element alloys. In fact, as shown in Fig. 4, the NiCoCr ternary alloy has the highest strength and ductility under all conditions of the 10 alloys investigated. It is also notable that even the FeNi and NiCo binaries show a significant increase in strength and ductility with decreasing temperature, albeit to a lesser degree than the other alloys. The importance of these observations is that the mechanical behavior of
great scientific interest in the 5-element alloy is also observed in the ternary alloys, and to a lesser extent in the binaries. As we move forward, we thus plan to focus more attention on the binaries and ternaries, where modeling and simulation might help to more easily unravel the relevant mechanisms.

Finally, we recently completed a study of statistical correlations between the mechanical properties of the FCC equi-atomic alloys (see Fig. 1) and a number of material parameters that may be important in understanding them [10]. The analysis showed that both the strength and ductility are highly correlated with the annealing twin density. In addition, although the strength mildly correlates with the number of alloying elements, it appears that the specific nature of the alloying elements is more important than the number. Chromium, in particular, provides significant strengthening. These observations will be the subject of further scrutiny as we move forward.

**Future Plans**

We plan to develop new ways to model and describe strengthening in solid solution alloys in order to address the unique issues encountered when the chemical species are in near equi-atomic proportions and the classical dilute limit theories for solid solution strengthening no longer apply. Specific questions to be answered are: (1) What governs the temperature dependence of the mechanical properties? (2) Why does the ductility increase hand-in-hand with strength? (3) What roles do short-range lattice distortion and long-range elastic interactions play, separately or synergistically? Answers to these questions will be obtained by atomistic modeling of dislocation core structures and mobility, understanding the temperature dependence produced by short-range and/or long-range interactions, and modeling the strain rate dependence and the role of twinning. The new models will be carefully guided by new experimental results. A primary hypothesis to be tested is that the dislocation core structure of an equi-atomic alloy and its mobility are determined by lattice distortion and atomic-level stress heterogeneity [9,11].
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Program Scope

We have discovered that electric fields of intermediate strengths, in the range of about 100 V cm\(^{-1}\) to 1000 V cm\(^{-1}\), applied at elevated temperatures, from approximately 500 °C to 1200 °C produce highly non-linear effects in ceramics. The effects are observed in oxides that are semiconductors, ionic conductors, electronic conductors and insulators. Remarkably, they include (i) a transition to ultrahigh electrical conductivity, (ii) massive self-diffusion, (iii) a “green glow” of electroluminescence, (iv) formation of non-equilibrium phases, and (v) accelerated kinetics of chemical reactions. The objective of this program is to elucidate the fundamental mechanism(s) that can unfold the underlying science of these remarkable effects. This field of research emerged with the discovery of ultrafast sintering in 2010 [1] as shown in Fig. 1; it was given the name flash sintering. There is a need, now, to give it a broader context in view of the other effects in this list, which have been identified in this program.

Most likely, these effects are controlled by different kinds of defects. For example mass transport, which is needed for sintering, occurs by stoichiometric diffusion, which depends on the slowest moving charged species. On the other hand electrical conductivity depends on the fast moving charge. Electroluminescence requires electron-hole recombination. Formation of unusual phases under electric field suggests a role for electrical potential in the thermodynamic description of phases. Kinetics of chemical reactions can depend on the defects present at interfaces. That so many different types of defects are apparently involved in this non-linear behavior is startling. We hypothesize the non-linearity is produced by catastrophic generation of defects. We visualize the production of charge neutral vacancies and interstitials as well as electrons and holes by ionization of Frenkel pairs. The increase in conductivity produces Joule heating. The role of Joule heating in defect generation is unclear at the present time, and remains a key question in full understanding of this phenomenon. Analysis of results for many different ceramics, discussed in a manuscript under review (available on request), suggests that Joule heating is likely to be necessary, but cannot be a sufficient condition for instigating these catastrophes. The role of electrical fields on defect chemistry of grain boundaries, as well as than of single crystals, is a profound question in this scientific enquiry, which is planned in the future.

The objective of this research program is to develop a fundamental understanding of the defect catastrophe which is manifested in different ways. We will perform well defined experiments that seek to answer critically posed issues, closed from modeling of thermodynamics and kinetics which includes the electrical potential, and eventually first
principles calculations of well focused problems that mesh with the analytical models. Experiments at the Advanced Photon Source at the Argonne Laboratory, which have already yielded valuable information, as described in the following section, are of great significance in this pursuit of scientific enquiry in this program.

**Recent Progress**

Over the last two years flash experiments in real time performed *in-situ* at the APS at the Argonne National Laboratory (and in one case at the Pohang Light Source II) have provided valuable results. These experiments began with the objective of measuring the specimen temperature by thermal expansion of the lattice in order to better understand the role of Joule heating in the flash phenomena. By happenstance these experiments have revealed new effects of electrical fields under flash conditions. We have measured unusual phase transformations, and vastly accelerated chemical kinetics as if beyond equilibrium. Some of these results are described below.

The intense optical luminescence during the flash experiments had been in the back of our minds since the early days [1], but we had (mistakenly) ascribed it to Joule heating *. Spectral analysis of the emission showed it to lie in the 400 nm to 2500 nm wavelength range. These results were coupled with the measurements of specimen temperature made at APS, to determine if the emission could be explained by black body radiation. It was definitively shown that the “green glow” of the emission was from the recombination of electron-hole pairs. These findings have underpinned the hypothesis that the non-linear rise in conductivity is also instigated by the generation of electrons and holes. The concept now emerging in our work is that while the electrons and holes can serve both functions, they may either emit photons or impart electrical conductivity within the constraints of their total population. Indeed, we are discovering that materials that are more electronically conducting glow less intensely.

It is important to understand the design of the electrical cycle which powers the flash phenomena. The experiments at APS are done at isothermal furnace temperature (not in constant heating rate experiments shown in Fig. 1). The typical protocol for these experiments is shown in Fig. 2. The specimen is brought up to the furnace temperature, and an electric field is applied as a step function. After an incubation time, which lengthens as the strength of the field is lowered, the conductivity rises abruptly; we call this Stage I. The power dissipation is controlled by switching the power supply to current control; this short lived transient of about 2 – 5 seconds is called Stage II. Under current control the specimen settles into a steady state condition of flash, which is Stage III. Powder specimens sinter during Stage II. Thus the measurements in Stage III are always on dense specimens. We also conduct experiments with pre-sintered specimens, which flash and show the same effects as the powder samples. In the future we will conduct flash experiments...

* Very recently two papers have been published [2,3] which have sought to show, from numerical analysis that the Arrhenius rise in conductivity, in special cases, can lead to the non-linear rise in temperature which can explain flash sintering. We have recently submitted a manuscript which gives a closed-form analysis which can be applied generally to all ceramics, and compared it to results from many experiments on flash sintering. This analysis shows that while Joule heating may be necessary to instigate the flash, it is not sufficient to explain the diversity of results that continue to emerge in the study of this effect. Because of a constraint on space this analysis is not presented here but the PI will be happy to send it if requested. The title is “On the Power Density at the Onset of Non-Linearity in Experiments Related to Flash Sintering”; submitted for publication in August 2015.
experiments on single crystals to understand and to distinguish between the role of grain matrices and grain boundaries in flash sintering.

We now describe the two particular effects which have been discovered recently. They occur during Stage III in Fig. 2. They are: (i) measurement of specimen temperature at APS and electroluminescence, and (ii) the emergence of a new phase in 3YSZ during Stage III which turns on and off with the electric field. In order to conserve space a complete explanation of these discoveries are given in the figure captions. Please read them with care.

There are several other results which have been published or in process which cannot be described here due to space; for example the measurement of the power at which the temperature in the sample transitions from being uniform to non-uniform, determined from in-situ experiments of peak broadening at APS, and the development of a processing map from these measurements since temperature localization also creates non-uniform microstructure [in review], and a model for the incubation time – as in Stage I – in terms of the nucleation of a polar phase [4], where the interface between the polar nature of the embryo and the non-polar matrix can creates a metallic interface that spreads throughout the specimen to create the catastrophe that we seek to understand [5].

We conclude from these experiments that electron-hole recombination is producing the electroluminescence. It is further inferred that the same electrons and holes produce the catastrophic rise in conductivity. Thus conductivity and luminescence compete for the e/h that are produced by the defect avalanche in the flash experiments.
Fig. 4. Emergence and dissolution of a new phase during flash experiments with 3YSZ. (a) In-situ scans of (200) and (112) peaks showing the gradual development of a third peak lying midway between the parent peaks. This third peak gradually strengthens with time but then gradually dissolves when the field is turned off. The sudden shift in the peaks arises with the field being turned on and off due to Joule heating. (b) The emergence and extinction of the new peak with time with two sequential flashes in the same experiment. Note that the peak from the new phase gains in strength in the second flash, which is attributed to the presence of nuclei from the first flash. Note the complete extinction of the peak when the field is turned off. Experiments without the field but at the same specimen temperature as estimated from peak shifts do not show this third peak. Full scans of the diffraction pattern suggest that the new phase a pseudo cubic form of yttria-stabilized zirconia.

Future Plans

We are completely committed to the discovery of the underlying science of the defect avalanche induced by modest electrical fields at elevated temperature. The approach has three aspects, (i) measuring effects that further underpin the presence of a surge in defects including superplasticity and perhaps swelling as in radiation damage, (ii) continuation of in-situ experiments at APS especially concentrating on Stage II behavior, and (iii) creating models and ultimately first principles calculations that provide the underpinning for the defect physics.
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Program Scope

The study of ceramics with unusual properties offers new insight into structure-property relations as well as promise for the design of novel composites. In this spirit, the PIs seek to

(i) understand fundamental mechanical phenomena in ceramics that exhibit pressure-induced phase transitions, negative coefficient of thermal expansion (CTE), and negative compressibility, and

(ii) explore the effect of these phenomena on the mechanical behavior of composites designed with such ceramics.

Focus is placed on framework silicates, for example \( \beta \)-eucryptite (LiAlSiO\(_4\), Figure 1), where there has been significant interest recently to understand thermo-mechanical behavior [1-4]. The picture that has been emerging is that many properties, including thermal expansion, elastic behavior, pressure-induced response, and irradiation-induced amorphization, are controlled by the coordinated movement of the tetrahedral units making up the structure [5-11]. The studies have direct relevance to many applications ranging from transformation toughening to solid-state memory technology [12-14]. The broad and long-term goal is to utilize this insight to obtain desired mechanical responses.

Objectives include the following. (1) Perform fundamental physical property measurements on silicates that exhibit unusual thermal-mechanical properties, including eucryptite and orthopyroxene. (2) Develop atomistic level models that may be used to describe the above properties with the purpose of correlating structure and thermal and/or mechanical behavior. (3) Utilize the above results to develop models that may be used to predict the response of the above ceramics under mechanical and thermal stimulus and under irradiation conditions. These models are inherently multi-scale and incorporate cooperative effects of individual phenomena. Specifically, a descriptive model for utilizing a pressure induced phase transformation for toughness enhancement in ceramics is sought. (4) Verify experimentally the theoretical prediction that toughening is possible utilizing a pressure-induced phase transformation.
Recent Progress

*In situ* x-ray diffraction experiments were performed at the Cornell High Energy Synchrotron Source (CHESS) to determine the crystal structure of the high pressure phase (\(\varepsilon\)-eucryptite) that has been extensively characterized with indentation methods [7-9]. These results (Figure 2) were used to guide atomistic simulations, leading to the determination of the detailed crystal structure and space group of the high pressure phase \(\varepsilon\)-eucryptite (LiAlSiO\(_4\)), as well as the pathway of the pressure-induced phase transformation. The simulations were performed via a combination of path-search algorithms and metadynamics calculations. The phase transformation is best viewed by examining the relative motions of SiO\(_4\) and AlO\(_4\) tetrahedra (Figure 3).

![Figure 2. *In situ* diamond anvil cell x-ray diffraction results for eucryptite loaded and unloaded in a diamond anvil cell. The high pressure phase \(\varepsilon\)-eucryptite is first observed at around 2.5 GPa. The crystal structure, lattice parameters, and space group were determined: these results will supersede the previous literature on structure determination of the high pressure phase.](image)

The activation volume of the pressure-induced phase transformation transformation has been shown to be on the order of the volume of a tetrahedral unit [9,10], and the present simulations (Figure 3) reveal the specific type of atomic-scale motion involved in effecting the transformation. The detailed structural information for the high-pressure phase along with an understanding of the transformation pathway enables the development of strategies to modify the tetrahedral movements during physical, thermal or electrical stimulation. Such alterations could be achieved by doping and are expected to manifest themselves in measurable properties such as the coefficient of thermal expansion or lithium ion conductivity.
The detailed structural information for the high pressure phase and an understanding of the transformation pathway enables the development of strategies to modify the tetrahedral movements during physical, thermal or electrical stimulation. Such alterations could be achieved by doping and are expected to manifest themselves in measurable properties, such as the coefficient of thermal expansion and lithium ion conductivity.

Recent results on lithium ion conductivity as a function of temperature (Figure 4) show that the activation energy (slope of the curve) depends on the specific temperature regime. It is hypothesized that the tetrahedral configurations which dictate the ion hopping within the one-dimensional, c-axis channels in the structure (Figure 1) exhibit distinct transitions that depend on temperature. Molecular dynamics simulations based the reactive force field developed in the group [15] are in progress to verify this.

**Future Plans**

The results generated so far have inspired plans to pursue the design of silicate layered structures where the layer wavelength is on the order of a few tetrahedral structural units. Two general approaches that enable "knobs" for tuning material behavior are apparent: 1. ones that retain the structure, but modify slightly the dynamics of tetrahedral movement; and 2. ones that trigger phase transitions and therefore lead to dramatic behavior changes. Doping constitutes a direct approach for controlling properties: for example, preliminary simulations show that doping can open up Li diffusion pathways between c-axis channels, and leading to transition from anisotropic to isotropic Li transport. Research will focus on the uncovering the relationships between various thermo-physical-electrical behaviors and the movement of tetrahedral units in silicate structures, since a deeper understanding such relationships can lead to predictions and observations of novel phenomena that can appear in many other crystalline framework ceramics made of rigid-body units.
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Program Scope

The scope of this research program is to understand, predict and manipulate the relationship between mechanical properties and size, chemistry and structure of matter with reduced dimensions, such as 1D and 2D materials.

Recent Progress

2D Materials: Structure and Perpendicular Elasticity

Two-dimensional (2D) materials, such as graphene and MoS$_2$, are few-atomic-layer thick films with strong in-plane bonds and weak interactions between the layers. The in-plane elasticity has been widely studied in bending experiments where a suspended film is deformed substantially; however, little is known about the films’ elastic modulus perpendicular to the planes, as the measurement of the out-of-plane elasticity of supported 2D films requires indentation depths smaller than the films’ interlayer distance. Here, we report on sub-Å-resolution indentation measurements of the perpendicular-to-the-plane elasticity of 2D materials. Our indentation data, combined with semi-analytical models and density functional theory are then used to study the perpendicular elasticity of a few-layers thick graphene and graphene oxide films. We find that the perpendicular Young’s modulus of graphene oxide films reaches a maximum when one complete water layer is intercalated between the graphitic planes. This non-destructive methodology can map interlayer coupling and intercalation in 2D films. Recently, a large scientific and technological effort is underway to understand and control the properties of 2D materials because of their potential technological applications. The most studied 2D material is graphene, existing as a single layer of graphite or a few-layer thick epitaxial graphene film.

Figure 1: a, cartoon of the experimental set-up. b, experimentally measured indentations curves for single crystal SiC, 10-layer-thick EG, and 10-layer-thick EGO.
Graphene possesses a large in-plane Young’s modulus (~1 TPa) as well as high intrinsic carrier mobility and high in-plane thermal conductivity. Besides graphene, also 2D films of graphene oxide (GO), hexagonal Boron Nitride (h-BN and transition metal dichalcogenides such as MoS$_2$ exhibit unique and excellent properties and hold great promise for nanotechnology applications.

One of the main characteristics of 2D materials is the high anisotropy between the in-plane and perpendicular-to-the-plane properties. For example, in graphite due to the strong covalent bonds between atoms in the plane, and the weak Van der Waals interlayer interaction, the in-plane Young’s modulus is $E_{//} = 1$ TPa, while the interlayer perpendicular-to-the-plane Young’s modulus is only $E_{\perp} = 36$ GPa.

Recent studies have suggested that the mechanical properties of 2D materials are strongly correlated to their structure, and properties. The in-plane Young’s modulus of exfoliated graphene and MoS$_2$ has been widely studied in bending experiments where a film is suspended on trenches or holes, and an AFM tip is used to bend the suspended film with deformations of tens and hundreds of nanometers. On the other hand, very little is known about the elasticity perpendicular to the planes, hereafter called perpendicular or interlayer elasticity, of 2D materials composed of very few atomic layers. Recent calculations have investigated the out-of-plane shear and Young’s modulus of carbon nanotubes and graphene. Experimentally, resonance ultrasound spectroscopy was used to study the elastic constants and the anisotropy between the in-plane and perpendicular-to-the-plane directions of thin films. Investigations of the perpendicular-to-the-plane elasticity of a-few-layer-thick 2D films have not been reported, at the best of our knowledge, and remain an experimental challenge because they require to perform indentations on supported—as opposed to suspended—2D films where the indentation should remain smaller than the films interlayer distance, i.e., less than a few Angstroms. Nevertheless, the interlayer elastic coupling is particularly important since it is related to the thermal,
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**Figure 3:** a, experimentally measured indentation curves in HOPG (full circles), semi-analytical model simulations of indentation in Graphite (open circles), and Hertzian fitting (continuum line) of the indentation curves on HOPG. b, contact pressure distribution profiles for Hertz contacts and SAM simulations. c, experimental indentation curves on 10-layer-thick Epitaxial Graphene (EG), 1-layer-thick EG, buffer layer EG, and SiC. d, statistical analysis of exponent number $b$ in the fitting function $F_z = C z^b$ indent.
electronic, tribological, and optical properties of 2D films. The perpendicular elasticity is expected to be affected by the structure and chemistry of the layers, the presence of stacking and intrinsic defects, and intercalation, which is a critical process for doping and tuning mechanical and electronic properties in 2D films. Mapping the interlayer elastic coupling in 2D films is therefore an important technological and scientific advancement.

Here, an unconventional atomic force microscopy (AFM) based method allowing for sub-Å-resolution indentations coupled with a semi-analytical method (SAM) is used to measure the elasticity of 2D films in the direction perpendicular to the layers, for a number of layers as small as two (see Fig.1 and 2). This AFM based method is capable of maintaining an indentation depth smaller than the interlayer distance, with a resolution of 0.1 Å. We report on AFM-SAM investigations of the perpendicular elastic modulus of epitaxial graphene, epitaxial graphene oxide, and conventional graphene oxide films at varying ambient humidity. These studies, together with DFT calculations, highlight how the interlayer elastic coupling in graphene and graphene oxide films is affected by the films chemistry, structure, water intercalation, and number of layers. Interestingly, the perpendicular Young’s modulus of graphene oxide increases by increasing the amount of water trapped in between the layers until a full monolayer is produced. Then, when the second water layer is forming the modulus decreases (Fig. 2). Finally, our studies show that when using sub-interlayer distance indentations in 2D films thicker than a few layers, the AFM indentation curves are very sensitive to the elastic modulus perpendicular to the layers, $E_\perp$, and almost independent of the value of the in-plane Young’s modulus, $E_{//}$ (see Fig. 3). As a consequence, the indentation force curves can be fitted with a simple modified Hertz model as if the film is an isotropic material, where the Young’s modulus of the film is indeed the perpendicular modulus $E_\perp$. This work is therefore offering a new experimental and theoretical framework to investigate the interlayer elastic coupling in 2D films.

**Future Plans**

In future we plan to continue our work on 2D materials. In particular we are working on single layer graphene and 1L MoS$_2$ grown epitaxially or by CVD on different substrates. Very interestingly (see Figure below here) we observe that 1L graphene has a stiffness much larger than SiC or the buffer layer, and quite astonishingly it is larger than the stiffness of diamond. Also, we have initiated a collaboration with Prof. David Cahill to study the relationship between thermal transport and elastic constants along the direction perpendicular to the planes of 2D films.
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Program Scope

The attainment of strength and toughness is a vital requirement for structural materials; unfortunately these properties are generally mutually exclusive. It is the lower strength, and hence tougher, materials that find use for most safety-critical applications where premature, or worse still catastrophic, fracture is unacceptable. Accordingly, the development of strong and tough materials has traditionally been a compromise between hardness vs. ductility. Using advanced metallic alloys, natural materials and biomimetic ceramics, we examine strategies to solve this “conflict”. We focus on the interplay between the individual mechanisms that contribute to strength and toughness, that of plasticity and crack-tip shielding, noting that these phenomena originate at very different structural length-scales. The lessons from Nature are particularly relevant here, as natural materials such as sea shells display unique combinations of mechanical properties that derive from architectures that span nano- to macro-scale dimensions with precisely engineered interfaces. Metallic glasses and single-phase high-entropy alloys can also display superb damage tolerance, but now seemingly with little structure. By focusing on mechanisms that permit stable cracking, we examine how the strength vs. toughness conflict can be solved to achieve unprecedented levels of damage-tolerance.

Recent Progress

Our research is focused on experimental/theoretical efforts to probe the mechanics/mechanisms of deformation and fracture at multiple dimensions in structural materials. We look at materials modeled on natural hierarchical designs, but also at materials which have limited recognizable structure over most length-scales, specifically metallic glasses and high-entropy alloys. Our aim is to create new materials with unprecedented mechanical properties, specifically with damage tolerance.

An ability to undergo limited deformation is crucial for toughness as this enables the local dissipation of stresses which would otherwise cause fracture (Fig. 1a). Deformation mechanisms can be diverse; though dislocation plasticity in crystalline solids is most quoted, inelastic deformation can occur by the sliding of collagen fibrils in bone, frictional motion between mineral bricks in seashells, and by such mechanisms as microcracking in rocks and shear banding in glasses. The operative word here is limited; with too much deformability, toughness is lost. Toughness is thus a compromise, often of strength vs. ductility - two properties that are generally mutually exclusive – but it can be created without ductility\textsuperscript{13}, as ceramics are not toughened by plasticity. Indeed, fracture is a mutual competition of intrinsic damage operating ahead of an incipient crack to promote its advance and extrinsic “shielding” mechanisms mostly behind the crack tip to inhibit it (Fig. 1b).

\textit{Intrinsic toughening} involves plasticity; \textit{extrinsic toughening} involves mechanisms acting mainly in the crack wake to reduce the crack-tip stresses/strains, which results in R-curves where the crack-driving force must increase to maintain crack extension – a key to designing strong and tough materials.

Fig. 1. (a) Ashby-plot showing strength-toughness relationships for various classes of materials. Diagonal lines show the plastic-zone size, $K_c^2/\pi\sigma_y^2$, where $K_c$ is the fracture toughness, $\sigma_y$ the yield strength. (b) Schematic illustration showing how fracture behavior can be considered in terms of intrinsic (plasticity) vs. extrinsic (shielding) toughening mechanisms associated with crack extension.
Nature-inspired hierarchical materials: Seashells are a prime example of Nature’s design for damage-tolerance, e.g., nacre which has a brick-and-mortar structure, with aragonite “bricks” separated by a biopolymer “mortar”. The mineral provides strength; limited slip in the complaint mortar dissipates high stresses, thereby conferring toughness. In early work, by freeze-casting Al₂O₃ powders and infiltrating the resulting scaffolds with compliant PMMA, we made bulk, “brick-and-mortar” Al₂O₃ in the image of nacre with remarkable toughness - \( K_c \) values exceeding 30 MPa√m.¹⁴ Toughening involves crack deflection and crack bridging from brick “pull-out”, but with a myriad of other toughening mechanisms at play. Our theoretical efforts,¹⁰ however, suggest that the strength and toughness properties of such nacre-like structures could be further enhanced through the use of higher strength mortars; accordingly, we have attempted to replace the polymeric compliant phase with a metallic mortar. Processing is now far more complex as metals do not readily wet ceramics, but we have been partially successful in developing lamellar alumina structures containing either a Zr-based metallic glass (BMG) or with Al-Si. Resulting toughness properties originate from a similar suite of toughening mechanisms but are higher than those of the equivalent ceramics structures with a polymeric compliant phase (Fig. 2). Unlike Al₂O₃/PMMA, however, we have yet to attain such materials with a high (>75-80%) volume fraction of the ceramic phase.

We have also created freeze-cast SiC ceramics with a compliant phase,¹¹,¹⁷ and examined the influence of structural features, ceramic/polymer ratio, layer thickness, and presence of bridges between ceramic lamellae, on their mechanical performance. Our SiC/PMMA layered composites all showed increasing toughness with crack extension due to such extrinsic toughening mechanisms as crack bridging, inelastic deformation of ductile layers, lamellae pull out and ceramic bridge fracture. Resulting R-curves revealed \( K_c > 12 \) MPa√m with stable crack growth at \( K > 18 \) MPa√m, making these the toughest SiC ceramics to date; strength levels though were lower than in commercial SiC.

Bulk metallic glasses: BMGs are nominally brittle with ~1-2 GPa strengths, yet by inducing multiple shear banding, we achieved a toughness of ~200 MPa√m in a Pd-glass. Theoretical work has been initiated to probe structure-property relations in BMGs, with the goal of seeking how unique combinations of properties, such as those in Pd glass, may be understood by atomic-level structure. We have started atomistic computer simulation studies of the atomic order within second nearest-neighbor shells in BMGs, derived from atomic cluster connection schemes between linked coordination polyhedra.²² Analyses show that cluster connections by face-sharing yield the stiffest elastic response during shear deformation, and are favored when changing from the liquid to glassy state. We have also examined the effect of hydrostatic pressure on glass formation,²⁵ and have found that Cu₅₀Zr₅₀ glasses exhibit an anomalous structure-property relationship after removal of the pressure at room temperature; the glasses are less stable and display a lower shear modulus, despite having a denser packing structure, and a significant increase in full icosahedra short-range order.

High-entropy alloys: High-entropy alloys are an intriguing new class of metallic materials that derive their properties from multi-element systems that can crystallize as a single phase, despite
containing high concentrations of five or so elements with different crystal structures. We have examined high-entropy CrMnFeCoNi\textsuperscript{12} and medium-entropy CrCoNi\textsuperscript{20} single-phase fcc alloys and found exceptional strength/toughness properties which can further improve at cryogenic temperatures.

To discern the salient atomistic to micro-scale mechanisms underlying these excellent properties, we used \textit{in situ} mechanical loading in an aberration-corrected TEM to identify a unique synergy among multiple deformation mechanisms related to the low stacking fault energy and high friction stress of these alloys which we believe are rarely achieved in conventional alloys\textsuperscript{24}. In particular, we find that cracking is impeded by the formation of twinned, nano-scale, fiber-like bridges which span the crack faces and act to delay fracture by shielding the crack tip, a mechanism that to our knowledge has not been reported before for a metallic alloy at the nano-scale. This synergism between plasticity-related intrinsic toughening and shielding-related extrinsic toughening provides a unique and effective means to enhance damage tolerance that is quite different from traditional strategies where secondary phases and hetero-interfaces are added to optimize strength and toughness of metallic alloys.

**Future Plans**

Our approach will continue to focus on the development of materials with exceptional damage tolerance and with seeking the scientific mechanisms underlying such behavior at multiple (atomistic to macro) length-scales. With respect to \textit{bioinspired hierarchical materials}, our future plans will be on the use of hard ceramics specifically now with compliant metallic additions to enhance high-temperature properties, which we will examine with \textit{in situ} high-temperature x-ray microtomography. In the topic area of \textit{bulk metallic glasses}, in addition to examining new alloys, including the corrosion fatigue properties of a new Ni-based glass, we intend to place an increasing emphasis on atomic-scale simulation studies to discern whether relationships can be deduced between the atomistic-scale short-range order in BMGs and specific macroscale properties, especially strength and toughness. Similarly, with \textit{entropy alloys} we plan to search for new compositions which can provide excellent damage-tolerant properties, but more importantly to discern their mechanistic basis at nano- to micro-scales. In this regard, our recent work\textsuperscript{27} has demonstrated the particular utility of \textit{in situ} ultrahigh resolution TEM studies of crack-tip behavior, and our intent is now to expand the use of this technique to understanding fracture in a wider range of materials, including 2D materials such as graphene. To this end, we hope in the near future to be able to include Andy Minor as a co-PI in the program.

**Fig. 3.** Mechanical properties of CrCoNi medium-entropy alloy. (a) Tensile tests show a significant increase in yield strength, $\sigma_y$, tensile strength, $\sigma_{UTS}$, and strain to failure, $\varepsilon_f$, with decreasing temperature from room temperature to cryogenic temperatures (200K & 77K). (b) Fracture toughness tests show an increasing fracture resistance with crack extension giving $K_{frc}$ values of 208, 265 and 273 MPa\textit{m} at 293, 198 and 77K, respectively. (c) Stereo microscopy and SEM images show a pronounced stretch-zone between the pre-crack and the fully ductile fracture region. (d) The fracture surface shows ductile dimpled fracture and Cr-rich particles that act as void initiation sides. (Data points shown are mean ± SD; see Supplementary Information for exact values.)
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Program Scope  
Grain boundaries and other interfaces often act as nucleation sites for cracks and voids that lead to failure during plastic deformation of metallic materials. While it is known that interface character and structural state can greatly influence this damage nucleation process, the current level of understanding and control over such details is relatively limited. The objective of this research is to obtain a fundamental understanding of how grain boundary structure can be controlled by locally and selectively adding other elements, with the idea of inducing planned grain boundary phases or complexions for desired behavior. The effect of complexion structure on dislocation accommodation mechanisms will also be studied, to improve the field’s understanding of damage nucleation at interfaces and identify materials design strategies for extremely tough materials. This research will use a combination of cutting-edge computational, experimental, and characterization techniques to isolate and understand the importance of atomic grain boundary structure as well as interfacial chemistry. The fundamental insights provided by this research will enable the creation of advanced engineering metals with improved damage tolerance.

Recent Progress  
This project is very new, starting July 15, 2015, but significant progress has been made towards the computational tasks. A main goal of this project is to uncover the processing conditions that will allow materials scientists to access a variety of grain boundary structures. We need to explore a wide range of alloy chemistries, temperatures, and boundary characters, but collection of this vast dataset experimentally would be restrictively time consuming. Therefore, in the spirit of recent integrated computational materials engineering (ICME) efforts, we have been using high throughput atomistic modeling techniques to identify processing conditions which are promising for the formation of interesting transitions in grain boundary structure.

We began by exploring interfacial complexion transitions in Cu-Zr, a system chosen because it should be able to access amorphous complexions based on theoretical considerations and our preliminary observations in nanocrystalline alloys. Atomistic simulation with molecular dynamics (MD) alone is not appropriate for modeling how grain boundary structure changes with doping and temperature, because diffusion is dramatically limited in MD due to the short time scales which can be accessed. Therefore, we are using a hybrid Monte Carlo (MC)/MD
technique recently developed by Sadigh et al. [1] to simulate structural transformation in different grain boundaries. Among our primary concerns is understanding how grain boundary character affects complexion transition behavior, in addition to observing general trends in the formation of various complexions. Six bicrystals of pure Cu were used as starting configurations, to access a range of different misorientation angles, grain boundary planes, and thus grain boundary energies. For each boundary, global composition and temperature were varied and equilibrium grain boundary structure was calculated. Figure 1 shows an example for a Σ5 (013) grain boundary, where a transition from single layer doping to nanoscale amorphous intergranular films (AIFs) occurs through a gradual transition region, where some sections of the interface remain ordered while others are amorphous. Such plots for different boundaries allow the thermodynamics of complexion transitions to be analyzed in detail.

![Figure 1](image1.png)

Figure 1. (a) Grain boundary thickness, (b) grain boundary concentration, and (c) grain interior composition for the sample containing Σ5 (013) grain boundaries as a function of global composition for different doping temperatures, indicating a gradual disordering transition. The thick dotted, dashed, and solid lines (b) mark the boundaries between ordered grain boundary, gradual transition region, nanoscale amorphous intergranular film, and wetting film. The corresponding thick lines in (a) mark the approximate grain boundary thickness at the boundaries. Horizontal dotted lines in (b) mark the equilibrium grain boundary concentration of the wetting film formed at respective temperatures.

One important, unexpected finding has been that the ordered complexion a boundary first sees (single layer, bilayer, or multilayer) depends strongly on the starting grain boundary structure. For example, while a Σ5 (013) boundary forms single segregation layers due to the presence of high energy atomic sites in the repeating structural units, a Σ11 (113) boundary has a multilayer segregation pattern due to its local structure. This variety is shown in Figure 2(a), where Zr dopants are shown as blue atoms. This concept fits with a very recent paper from Frolov et al, who reported that a Σ5 boundary in Cu-Ag can experience either single layer or bilayer segregation based on whether a single or double kite structure exists prior to doping [2]. Another important finding is that not all boundary types can form nanoscale AIFs, the type of disordered complexion that is in thermodynamic equilibrium. Some interfaces skip this and transform directly to wetting films, a bulk phase. Finally, we observe that grain boundary energy is not a
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perfect indicator of a boundary’s tendency to disorder, as was previously thought. Instead, the tendency to disorder is more closely connected to the relative solute excess, as shown in Figure 2(b). This work has been detailed in a manuscript that is under review.

Figure 2. (a) Ordered complexions in two different grain boundaries at 600 K show that starting structure is important for doping configuration. (b) Global composition at transition at 1200 K as a function of grain boundary energy and relative solute excess (the ratio of grain boundary concentration over grain interior composition) which gives a more consistent behavior and is more indicative of the propensity of segregation-induced disordering transitions.

While the main focus of this project is mechanical behavior, we believe that certain complexions may also be beneficial for increasing the radiation tolerance of materials. MD simulations were used to explore the effect of interfacial structure on residual radiation damage. An ordered grain boundary was compared to a disordered amorphous intergranular film, to investigate how interface thickness and free volume impacts point defect recombination. The collision cascades induced by ion bombardment were simulated and residual point defect populations analyzed as a function of boundary type and primary knock on atom energy. While ordered grain boundaries easily absorb interstitials, these interfaces are inefficient vacancy sinks. Alternatively, amorphous intergranular films act as ultra-efficient, unbiased defect sinks, providing a path for the creation of radiation-tolerant materials. Figure 3 shows a tabulation of data from these simulations.

Figure 3. The number of residual (a) interstitials, (b) vacancies, and (c) total defects as a function of PKA energy. The Σ5 (310) boundary preferentially absorbs interstitials, but the AIF acts as a superior, unbiased sink.

Future Plans

The atomistic simulations mentioned above are providing guidelines for the creation of real materials with different grain boundary complexion states. Co-sputtering is being used to create Cu-Zr, Cu-Nb, and Cu-Ta alloys with various chemical compositions and low impurity levels.
Deposition will be carried out at elevated temperature to promote the formation of large columnar grains with diameters of at least a few hundred nanometers with well-defined GBs, to aid characterization and mechanical testing. For each alloy, we will explore a range of compositions, but strongly focus on the solvent-rich end of the spectrum. Site-specific transmission electron microscopy (TEM) specimens will be taken from promising boundaries for detailed characterization of atomic structure, local chemistry, complexion type, etc. Nanoindentation will then be used to probe damage resistance. During nanoindentation, “pop-ins,” or large load-displacement excursions, are a signature of the transmission of dislocation activity. We will tabulate such activity and quantify the effect of different boundaries on the load required for pop-ins. However, since we are mainly interested in the atomic details of grain boundary-dislocation interactions in this project, we will also follow nanoindentation near a boundary with additional TEM investigation from site-specific samples. We will capture both the dislocation network associated with the indentation deformation and the structural details of the grain boundary.

Additional computational tasks will also be pursued. Although we have promising results from the Cu-Zr, we will continue to extend the MC/MD work to the Cu-Nb and Cu-Ta systems. These alloys are less likely to be able to sustain amorphous intergranular films, so we expect them to be insightful for lower level complexions that are more ordered. In addition, we will study dislocation absorption and crack nucleation, using a technique developed in two of our recent papers [3, 4]. Metrics we are interested in include the number of dislocations that can be accommodated before crack nucleation, the evolution of local stress over time, and the details of slip transfer into the second grain. Our results will then be rationalized with atomistic measurements of structure (grain boundary thickness, boundary energy, free volume, local stress, etc.) as well as continuum theories that predict damage (boundary misorientation, line tension theory, fracture initiation parameter, etc.) to gain a more clear understanding of what grain boundary features are most important for damage resistance.
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Deformation Mechanisms at Grain Boundaries in Polycrystals
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Program Scope

The objective of this research is to characterize the role of dislocation slip and grain boundary sliding in polycrystalline deformation, which is known to be centrally important but is not fully understood. Mechanisms of deformation in a polycrystalline aggregate include slip within grains, transfer of slip across grains, twinning, and sliding of the grain boundaries; however, little is known about the interactions between these mechanisms during plastic deformation. Without accounting for the coupling between these mechanisms, predictions of mechanical behavior can be largely inaccurate compared with experiment. This predictive uncertainty results in the overdesign of components, posing a major barrier to lightweighting and energy efficiency. There is a critical need to investigate the interactions between multiple deformation mechanisms and their effect on macroscopic material behavior; this is particularly true in the context of dislocation slip at/across grain boundaries (GBs) and in grain boundary sliding. It is known that GBs play a complex and important role in polycrystalline deformation, as they store a large amount of strain/energy/damage. Coupled deformation mechanisms (synergistic and competing) that occur at GBs are a primary source of the fundamental strain incompatibilities that occur during plastic deformation, and play a large role in material response. By viewing deformation mechanisms as coupled processes, rather than independent, this research will significantly extend our understanding of polycrystalline deformation at the mesoscale and improve predictive modeling.

Typically, constitutive theories for hardening and plastic flow during deformation in alloys account for slip and GB sliding as isolated phenomena, whereas here we will determine their coupling through an integrated modeling/experimental approach. We will address fundamental theories of plasticity in polycrystalline materials at ambient and elevated temperatures during monotonic and low cycle fatigue loading at the mesoscale. The central hypothesis under examination is that slip at/near GBs and grain boundary sliding are coupled, synergistic processes. The rationale for this premise is that an increase in the shear stress on a GB (necessary for GB sliding to occur) decreases the energy barrier for slip transmission through the GB. To test this central hypothesis, the following specific scientific aims will be targeted:

I. Identify the interactions of slip/sliding deformation mechanisms based on local stress states.

II. Relate stress state and associated slip/sliding deformation mechanisms to damage and crack formation.
III. Correlate slip/sliding mechanisms and damage/cracking to microstructural attributes.

The collaborative effort is a close integration between microstructure-based modeling and high resolution, microscale experiments that uniquely capture full-field deformations at the same length scale as the model. The outcome of this work will be an understanding of the interactions between slip and GB sliding as competitive or synergistic processes, depending on the complex 3D stress state of the system and on the local microstructural features. Coupled deformation mechanisms will be related to the propensity to form damage and cracks within the material. The results will lead to a more accurate description of deformation characteristics and the ability to predict material behavior with higher confidence. The fundamental relationships discovered in this research will be leveraged in analytical tools to reduce component overdesign and new material design frameworks, which will have far reaching implications for lightweighting and other energy applications.

Recent Progress

Since the project start date was July 15 2015, research is in the ramp up phase. Fortunately, the Sangid and Daly groups both have established graduate researchers on this project and anticipate significant strides in the research within the first year.

For the crystal plasticity modeling efforts, the graduate student is becoming familiar with existing crystal plasticity models developed within the Sangid group. Simplifications are taken by using existing 3D microstructures (random texture with an assumed grain size distribution - Fig. 1) as the model input and accounting for only crystallographic slip, on the 12 FCC slip systems, as governed by the following constitutive relationship:

$$
\dot{\varepsilon}_{\text{slip}}^{pl}(x) = \gamma_{\text{slip}}^0 \sum_{\alpha=1}^{N} M^\alpha(x) \left| \frac{\{M^\alpha(x) \cdot \sigma(x)\} - \chi^\alpha(x)}{\tau_{0,\text{slip}}^\alpha(x)} \right|^n \text{sgn}(M^\alpha(x) \cdot \sigma(x) - \chi^\alpha(x))
$$

where $N$ is the number of slip systems; $\tau_{0,\text{slip}}^\alpha(x)$, $\chi^\alpha(x)$, and $M^\alpha(x)$ are the critical resolved shear stress (CRSS), backstress, and the symmetric Schmid tensor associated with the slip system $\alpha$ at each spatial point, $x$ (representing a 3D space); $\dot{\varepsilon}_{\text{slip}}^{pl}(x)$ and $\sigma(x)$ are the strain-rate and stress tensors at each spatial position; $\gamma_{\text{slip}}^0$ is a normalization factor; and $n$ is the rate-sensitivity exponent. For the simulation results shown in Fig. 1, the material is loaded to 2% strain and the effective strain is plotted.
The experimental approach uses the novel integration of three distinct techniques in order to create a new and comprehensive approach towards thin film material characterization. Here, (1) in-SEM MEMS using thermal actuator-based sample loading is combined with (2) Transmission Kikuchi Diffraction (TKD) to collect through thickness grain orientation and (3) distortion-corrected SEM-DIC in order to map full-field strains on the length scale of the microstructure. The first revision of the MEMS device (Figure 2a - top) has been designed and fabricated, and is currently being improved upon for the second revision. The device was shown to be active and working, and we have been able to characterize and demonstrate linear change in actuator displacement with voltage (Figure 2a - bottom). Currently, we are working on combining Transmission Kikuchi Diffraction (TKD) with the in-SEM MEMS actuation – TKD was chosen because transmitted electrons are diffracted from a much smaller interaction volume than backscattered e’s (top), making TKD better suited for thinner (~10-300 nm) specimens. (c) A speckle pattern (top) is created on the sample surface by chemically attaching Au nanoparticles. A series of SEM micrographs of the sample surface are obtained during loading. By tracking the movement of speckle subsets with DIC, a full-field strain map (bottom) can be captured with high spatial resolution.

The experimental approach uses the novel integration of three distinct techniques in order to create a new and comprehensive approach towards thin film material characterization. Here, (1) in-SEM MEMS using thermal actuator-based sample loading is combined with (2) Transmission Kikuchi Diffraction (TKD) to collect through thickness grain orientation and (3) distortion-corrected SEM-DIC in order to map full-field strains on the length scale of the microstructure. The first revision of the MEMS device (Figure 2a - top) has been designed and fabricated, and is currently being improved upon for the second revision. The device was shown to be active and working, and we have been able to characterize and demonstrate linear change in actuator displacement with voltage (Figure 2a - bottom). Currently, we are working on combining Transmission Kikuchi Diffraction (TKD) with the in-SEM MEMS actuation – TKD was chosen because transmitted electrons are diffracted from a much smaller interaction volume than backscattered e’s (top), making it better suited for thinner (~10-300 nm) samples (Figure 2b). Finally, a combination of distortion-corrected digital image correlation (DIC) and scanning electron microscopy (SEM), here termed SEM-DIC, will be utilized by tracking nanoparticles that are self-assembled on the sample surface using a chemical functionalization developed by the Daly group (Figure 2c - top) (Kammers and Daly, Exp Mech, 2013). By tracking the movement of
speckle subsets with DIC and correcting for distortions inherent in SEM imaging, a full-field strain map (Figure 2c – bottom) can be captured with high spatial resolution.

Future Plans

This project is in its initial stages, and therefore future plans are in line with the project objectives. On the modeling side, initial plans are threefold. First, with an existing user material subroutine (UMAT) for crystal plasticity within a finite element framework, we will calibrate the model for Al (as the microstructure and stress-strain response is characterized and measured from the Daly group), taking into account crystal slip as the only deformation mechanism accommodating plastic strain. Next, we build a generic workflow to automate the creation of representative volume elements separating regions in grain cores and grain boundary mantles, defining separate material types (i.e. flow rules and hardening laws) to each of these regions, as shown in Fig. 3. Third, the existing UMAT will be generalized to include deformation of GB sliding at the mantel regions.

For the experimental aspects, near future plans focus on the successful integration of the three experimental techniques described above. Specific focus is currently on upgrading the MEMS device, integrating TKD with the in-SEM MEMS testing, and determining the correct parameters for deposition and annealing of thin films with sufficiently large through-thickness grains. We are making solid progress on these fronts. When these have been achieved, the next step will be to capture full-field deformations and underlying (through-thickness) crystallographic information of these thin films under a range of testing conditions and work in tandem with the modeling efforts. Additional analysis of experimental results will be performed using unsupervised learning methods currently being developed by the Daly group, in order to identify critical features of microstructural neighborhoods that cause similarities in the way in which strain clusters.
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Using Artificial Microstructures to Measure Fracture Toughness in Metallic Glasses and their Cellular Structures and Composites

Jan Schroers, Yale University

Program Scope

The research activity of this proposal is based on a unique materials characterization strategy which we have developed during the previous project. This so-called Artificial Microstructures (AM) strategy allows us to overcome aspects of the grand challenge in Materials Science, to study microstructure-property relationships. Typically microstructural features are interdependent, and hence prevent or make a systematic study of microstructure-property relationship very difficult. Through AM we can completely manipulate those features separately and characterize the effect on properties. AM fabrication is based on a two-step method (Fig.1). In the first step, the mold is fabricated which is subsequently replicated in the second step through thermoplastic forming (TPF) into a bulk metallic glass (BMG).

Within the previous funded DOE project, we have developed this technique and used it as a toolbox to characterize microstructure-property relationships in cellular materials [1]. The focus of this funding period is to use AM to study fracture toughness of metallic glasses. Within the current project, our focus is on understanding the microstructure-property in monolithic materials such as BMGs. Here, most sensitive to processing conditions is fracture toughness.

Understanding this relationship is critical for a fundamental understanding of glasses in their vast range of structures, and how those different structural states mechanically behave and how these states can be experimentally realized through processing. From a technological point of view, this project identifies conditions under which metallic glasses can be processed without deteriorating their properties.

Recent Progress

Precise measurements of BMGs’ toughness have been proven to be challenging with concerning scatter [2]. For example, toughness values ranging from ~ 16 to ~ 130 MPa $\sqrt{m}$ have been reported for Zr$_{41.2}$Ti$_{12.5}$Cu$_{10}$Ni$_{10}$Be$_{22.5}$ BMG [3-7]. Our AM method can potentially reduce...
difficulties in fabricating precise notches, different cooling rates, casting defects, and compositional fluctuations during vitrification [2], and hence eliminate extrinsic contributions to reveal intrinsic behavior of BMGs. In order to test the potential of AM to eliminate or at least drastically reduce the extrinsic contributions we fabricated 20 “identical” BMG single edge notched tension (SENT) samples. We considered a representative, medium-tough and well studied Zr-based BMG, Zr$_{44}$Ti$_{11}$Cu$_{10}$Ni$_{10}$Be$_{25}$. Through our approach, we repeatedly prepared 20 SENT samples under the same processing conditions, and conducted fracture toughness test for each specimen to evaluate the scatter.

A representative $\sigma - \varepsilon$ curve associated with the corresponding plastic zone development events are shown in Fig. 2. The measured notch toughness $K_Q$ of all tested 20 specimens are summarized in Fig. 3. Overall, $K_Q$ ranges from 105 to 114 MPa $\sqrt{m}$, with an average value of $(K_Q)_{avg} = 109$ MPa $\sqrt{m}$, and a standard deviation of $\sigma(K_Q) = 3$ MPa $\sqrt{m}$. The scatter in $K_Q$ is comparable to the behavior in conventional crystalline metals such as a 1200 °C Austenitized AISI 4340 steel that exhibited $K_{Ic} \approx 67 \sim 73$ MPa $\sqrt{m}$ [8]. Our measured toughness scatter is two orders of magnitude lower than the previously reported scatter for BMGs [2]. We attribute the observed minute scatter of $K_Q$ in this work as an intrinsic behavior of BMGs which in the past has been overshadowed by extrinsic sample preparation methods.

We also explored this AM technology to investigate the flaw tolerance behavior of BMGs. Mechanistically, flaw tolerance has been associated with an intrinsic length scale set by the microstructure. A representative material class that is microstructurally featureless are bulk metallic glasses (BMGs). Therefore, it has been generally accepted that apparent toughness continuously decreases with increasing crack acuity in BMGs. Surprisingly we found that notch toughness in BMGs decreases apparently with decreasing $\rho$ until a critical value, $\rho_c$ (Fig. 4). Below $\rho_c$, notch toughness is independent of $\rho$, suggesting a flaw tolerance behavior of BMGs. We explain such flaw tolerance by a critical stress controlled fracture where $\rho_c$ is defined by a
critical plastic zone associated with the BMGs’ inherent crack tip blunting capability. The specific characteristic distance and ability to blunt cracks up to the specific \( \rho_c \) vary widely among BMGs which rationalizes the vast variety in their fracture behavior and suggest specific flaw tolerance. Our finding is encouraging for BMGs’ structural applications since flaws smaller than \( \rho_c \) are increasingly difficult to avoid but are “indistinguishable” in their influence to the fracture toughness.

**Future Plans**

Uncontrolled partial crystallization has been identified as a mechanism which can drastically deteriorate BMGs' mechanical properties. Due to the metastable nature of BMGs, crystallization can occur during liquid cooling or thermoplastic forming (TPF), and complete avoidance has been proven difficult [9-12]. For the majority of BMG forming alloys, partially crystallization has been shown to degrade properties [13-16]. To date, a quantitative understanding of the effect of partial crystallization of metallic glass forming alloys on the fracture toughness and hence a mechanistic understanding is lacking.

Within this project, we propose to study the effect of the crystallized volume fraction (crystallinity) formed during devitrification on the fracture toughness and aim to develop a mechanistic model that can describe this mechanism. For representative BMGs we will consider Zr\(_{44}\)Ti\(_{11}\)Cu\(_{10}\)Ni\(_{10}\)Be\(_{25}\) (Zr-BMG) and Pd\(_{43}\)Cu\(_{27}\)Ni\(_{10}\)P\(_{20}\) (Pd-BMG) as BMGs with a high (Zr-BMG) and low (Pd-BMG) critical fictive temperature [17]. We aim to precisely introduce crystallization and determine its effect on the fracture toughness.
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Deformed Materials: Towards a Theory of Materials Morphology Dynamics

James P. Sethna, Physics Department, Cornell University

Program Scope

Our program’s traditional focus has been on statistical models of fracture and on cell boundary structure in plastically deformed metals. Our fracture work has culminated [1,3] in a quantitative scaling theory of precursor events in disordered systems. The power-law fracture precursors observed in materials like bone and seashells are seen to be crossover effects in finite-size systems between a strong-disordered percolation fixed point and nucleated fracture events (Figure 1). Our work on continuum plasticity, resting on sophisticated simulations of a shock-forming PDE for the Nye dislocation density tensor, manifests a scaling morphology that reproduces the experimental behavior analyzed both by fractal [R1] and non-fractal [R2] methods, and has been analyzed within a renormalization-group framework [2]. Our recent continuum dislocation work has focused on idiosyncrasies in the numerical methods available for solving such PDEs [5], which frustrate efforts to incorporate material-specific laws for boundary migration.

Recent Progress

The complex cell boundary microstructures [2,R1,R2] and the striking dislocation avalanche scaling behavior seen in ice and micropillars [R3] inspire us to broadening our efforts to understand plastic deformation microstructure, both with direct theoretical efforts and in collaborations with experimental colleagues (attendee Panapiko laou and Dimiduk [R3], and Julia Greer and Karin Dahmen on micropillars, and Itai Cohen on colloids (Figure 2). We have been invited by Richard LeSar to write a review article on analogies between plastic yield and deformation in other systems (jamming, self-organized critical behavior, etc.) Even more broadly, we have recently developed a simulation of the evolution of one-dimensional crystals (smectic liquid crystals), whose focal conic microstructure has hitherto escaped computational scrutiny (Figure 3).

Future Plans

We intend to leverage our work on the review article to build bridges between three communities: those engaged in the engineering of plastic deformation of crystalline materials (slip systems, dislocation dynamics, etc.), physicists using renormalization-group and scaling methods to study scale-invariant microstructure and dynamics other materials (crackling noise in
magnets [R4], jamming of granular materials and glassy systems [R5]), and mathematical engineers using minimizing sequences to study martensitic and other microstructures. In particular, our recent simulations of smectic liquids (with attendee Danilo Liarte) have inspired a wonderful generalization of the theory of martensites – with crystalline variants becoming cyclides of Dupin parameterized by the relativistic Lorentz group, and conical ruled surfaces replacing twin boundaries (Figure 3).
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Radiation Response of Low Dimensional Carbon Systems

Lin Shao

Department of Nuclear Engineering and Department of Materials Science and Engineering
Texas A&M University
College Station, TX 877843

Program Scope

The project is aimed at understanding the fundamentals of radiation response of low dimensional carbon systems and irradiation-induced property changes, with a focus on the unique phenomena caused by their geometry, boundary, and quantum size effects. Materials of key interest include graphene, carbon nanotubes (CNTs), CNT films, and CNT embedded composites.

Recent Progress

We applied quantum mechanics calculations to understand atomic scale details of C atom displacement creation under electron and ion irradiation. In addition to the stress and curvature effect on displacing atoms, we considered Mott scattering, charge screening effects, thermal vibration of target atoms, and interactions with nearest neighboring atoms. The mechanism for atom displacement is complicated: thermal vibration can greatly reduce the displacement threshold energy ($T_d$). Furthermore, $T_d$ is very sensitive to neighboring atom configurations. For the middle wall of a multi-walled carbon nanotube (MWCNTs), both inward and outward displacements are influenced by the presence of the inner and outer tube walls. For the outmost and innermost tubes, the lack of atom interactions make their displacement creation and sputtering much easier.

The above modeling considerations find good agreement with experimental observations. For example, we studied radiation tolerance of individual graphene layers in self-suspended few-layer graphene (Fig. 1) and found the outermost and innermost layers are more easily damaged under electron beam irradiation. Fig. 1a illustrates the atomic configurations of the graphene edge after rolling. The rolled graphene layers result in strong electronic potentials lines, with a line separation distance equal to the closest distance between rolled graphene planes. This results in increased scattering contrast, enabling imaging of graphene planes. Fig. 1b is the simulated TEM image, showing that the rolled edge contributes to visible parallel lines after interference. Fig. 1c is the same structure after introducing damage cascades, which clearly shows the distortion of the lines of atoms due to displacements.

Fig. 2A(a-c) shows the bright-field TEM images and corresponding diffraction patterns of graphene edges as a function of 200 keV electron irradiation fluences. Fig. 2B is the corresponding two dimensional intensity mapping. With increasing electron fluence, the diffraction patterns evolve from a matrix of sharp white spots into diffusive rings, caused by
transition of ordered structures to amorphous-like, disordered structures. Fig. 2B(a) shows the intensity changes of major diffraction spots as a function of electron fluences. The intensity drops and saturates to a constant value at high fluences. Fig. 2B(b) shows the spot size changes. The original sharp spots become wider (black line) and evolve into flattened signals (red line). The transition point represents threshold fluence for amorphization.

![Fig. 2](image)

Fig. 2 (A) Experimental TEM images of folded graphene edges as a function of electron fluence and the corresponding localized diffraction patterns for the rolled edges, (B) mapping of diffraction pattern intensity, (C) the height and spot size changes of the major diffraction peaks in the diffraction patterns, (D) reconstructed high-resolution TEM images after Fourier mask filtering, and (E) fractions of missing pixels in Fourier transformed TEM images as a function of electron fluences and layer positions. Layers 1 and 13 represent the outmost edges.

We further obtained experimental evidence showing that the top and bottom layers of graphene have lower radiation tolerance, which agrees with our modeling prediction that graphene atoms have a strong anisotropic recoiling-direction-dependence of displacement energies. Fig. 2D(a-b) are high resolution TEM images after Fourier mask filtering at low and intermediate ion fluences. With radiation damage, lines are first distorted, then broken, and eventually rendered into short segments. We found that atom displacement creation is more efficient for the outermost graphene planes. As shown in Fig. 2E, fractions of mixing lines (obtained by analyzing Fig. 2D) are the highest for two edged lines. As a function of electron fluence, edges are first distorted and lose line continuity quickly, in a way much more significant than central regions. Fundamentally, this is caused by the fact that threshold displacement energies are lower for the graphene edges, due to the lack of atom confinement from the vacuum side. This agrees with our MD simulation results.

For studies on CNT embedded composites, we synthesized, irradiated, and characterized CNT-dispersion-strengthened metals. By combining spark plasma sintering and extrusion techniques, aligned CNTs are incorporated into aluminum for obtaining strong but ductile CNT-metal composite. After helium ion irradiation or Al self-ion irradiation, we found that CNT-dispersed Al has significantly enhanced radiation tolerance: the presence of CNTs suppress large void swelling. CNT-matrix interfaces act as strong defect sinks to remove radiation damage.
Although CNTs are heavily damaged under irradiation to high displacements per atom (dpa), the interface effects sustain.

As shown in Fig. 3A, the fabrication process includes the following key steps: (1) A CNT declustering process on Al particle surfaces; (2) spark plasma sintering to consolidate dispersed CNTs and Al particles; and (3) extrusion of CNT-metal composites to align CNTs.

The surface mechanical properties were characterized by Knoop hardness. Fig. 3B shows that the hardness increases with CNT volume percentages, while their ductility sustains. As shown by a high resolution TEM image in Fig. 3C, a majority of the CNTs are embedded inside Al grains, and a small fraction of them are found to decorate and immobilize grain boundaries.

Extruded 2.5 mm of Al specimens with and without CNTs were irradiated at the room temperature with 100 keV helium ions, up to $2 \times 10^{18}$ ions/cm$^2$. Fig. 4 compares their very different radiation tolerance. Figs. 4A and 4B show TEM images of pristine multi-walled CNTs and CNTs embedded inside an Al grain, respectively. Fig. 4C shows tight bonding of CNTs with Al matrix after sintering and extrusion. As shown in Figs. 4D and 4E, large voids are formed in the control Al specimens, with void sizes ranging from a few nanometers to a few hundred nanometers. By comparison, CNT-embedded Al exhibits enhanced radiation tolerance. As shown in Fig. 4F and 4G, no voids are observed up to the highest helium ion fluences.

**Future Plans**

(1) A larger sample matrix consisting of CNTs incorporated into Zr, Ti, and Ni are currently under preparation. Ion irradiation will be extended to self-ion irradiations at elevated temperature and up to higher fluences, to study CNT-matrix interfacial sink properties; (2) Aberration corrected TEM is currently in use to characterize graphene with a grain boundary in order to study whether a two-dimensional grain boundary on a graphene can absorb point defects; (3) Understanding the effects of stress on defect morphology by using aberration corrected TEM is currently underway. Our MD simulations predict that a stress can change isolated vacancies to vacancy clusters, and control the size of nanometer pores formed in the graphene.

![Fig. 3](image_url)  
(A) schematic representation of the Al/CNT composite, (B) The stress and strain curve, (C) ASTM E8 tensile specimen and (D) fractured area at CNT 2 vol%.
Fig. 4. Structural evolution of Al/CNTs composite under He⁺ ion irradiation. Brightfield TEM images of (A) pristine CNT, (B) CNT inside Al grain and (C) intact wall structure of CNT (inset: the scale is 5 nm). Pore generation observation in control Al (D and E) and Al/CNTs 0.5 wt% (F and G) after irradiation to 3.6 dpa.

Publications for 2013-2015
Program Scope

Research in this program is designed to understand mechanical behavior, particularly fracture toughness, in ceramics that are reinforced with carbon nanotubes (CNTs). In the past year, emphasis was placed on:

- Synthesizing nanocomposite materials reinforced with both multiwall carbon nanotubes (MWNTs) and single wall nanotubes (SWNTs).
- Implementation and analysis of in situ mechanical testing methods.

Recent Progress

A. Mechanical Behavior of MWNT Reinforced Ceramics (directed by B.W. Sheldon)

Nanoindentation of Micromachined Cantilevers

Measuring the fracture toughness of nanocomposite coatings is a substantial challenge. The method we are developing uses Focused Ion Beam (FIB) milling to produce microcantilever beams, with a sharp notch on the beam cut close to the point of support. Nanoindentation of these beams is then used to obtain load deflection curves to investigate fracture of the material. The materials investigated in this work consist of CVD grown vertically aligned carbon nanotubes, with an amorphous silicon nitride matrix produced by vapor infiltration.

In a majority of the composite beams tested to date, slow crack growth occurs (rather than brittle fracture). In several cases nanoindentation was halted (i.e., stop-start testing), to increase the displacement in successive experiments. This was followed by monitoring the crack position in between experiments (see Figure 1). These measurements make it possible to correlate crack

![Figure 1: Micrographs of the crack front in cantilever beam milled from MWCNT reinforced silicon nitride. Measured crack length increases with each successive nanoindentation. Images for beam deflections of: (a) 100 nm; (b) 150 nm; (c) 250 nm.](image)
growth with load-displacement data obtained during nanoindentation. The slow crack growth observed is indicative of progressive damage that is typical of R curve behavior during fracture. The corresponding load displacement curves obtained from the nanoindentor show an unexpected increase in stiffness (and not observed in beams that undergo simple brittle fracture). Finite element modeling of the beam configuration is currently being used to evaluate the data obtained from these measurements. Preliminary analysis confirms $K_{IC}$ values that exceed 5 MPa m$^{0.5}$ (compared to the unreinforced matrix, where $K_{IC} < 1$ MPa m$^{0.5}$).

Synthesis and Testing MWCNT Reinforced Polymer-Derived Ceramic Coatings

Additional work is being conducted with ceramic matrix nanocomposites fabricated with a polymer-derived ceramic matrix, using several different types of multiwalled carbon nanotubes (MWCNTs) that exhibit relatively long pull-out lengths. These materials are being used in several different efforts, including fracture toughness improvements via interface modifications. Here, very thin oxide interface coatings are being produced with atomic layer deposition (ALD). Complementary single fiber in situ pull-out tests with these fibers are also being conducted by Prof. Lou’s group at Rice (described in the next section).

B. Quantification and Promotion of Interfacial Interactions between Carbon Nanotubes and Polymer Derived Ceramics (directed by J. Lou)

The work at Rice is focused on in situ electron microscopy studies with the same MWCNT reinforced ceramics that are being studied at Brown. The measured IFSS values for this type of failure were much higher than $\tau_i$ for ideal MWCNT interwall sliding, and also higher than the IFSS for the same fibers in a polymer matrix. Following last year’s successful effort to quantitatively assess the localized interfacial properties between an individual CNT and ceramic matrix, the two research teams from Rice and Brown have worked closely to implement a new design strategy to improve such interfacial interactions. Figure 3 shows the TEM images of pristine CNTs and CNTs/Al$_2$O$_3$ nanostructures. The surface of pristine CNTs in Figs. 3a and 3b is quite smooth. The outer and inner diameters of CNT are 75.9±6.7 nm and 3.0±1.6 nm, respectively. All tested CNTs debonded either from PDC or epoxy, with no CNT fractures observed during pull-out test. The CNTs coated with Al$_2$O$_3$ are shown in Figs 3c
and 3d. The Al$_2$O$_3$ islands can be clearly seen and are highlighted by arrows. The average thickness of Al$_2$O$_3$ in Fig. 3d is 2.4±1.2 nm. No lattice structures could be found in the Al$_2$O$_3$ islands, indicating the amorphousness of the obtained ALD Al$_2$O$_3$. The Al$_2$O$_3$ islands are well attached to the CNT surface with no apparent interfacial cracks or delaminations found. Additionally, the discontinuous Al$_2$O$_3$ islands resemble the schematic features of “enlarged ends” or “dumbbell-shapes”, which modify load transfer between the matrix and the CNT/Al$_2$O$_3$.

We then carried out in-situ pull-out experiments of both pristine CNTs and CNTs coated with these ALD Al$_2$O$_3$ coatings, embedded in PDC matrices. This was conducted in micro-fabricated devices in a scanning electron microscope. This carefully designed comparative study provides direct measurements of the interfacial interactions between CNTs and PDC matrices. The interfacial shear strength (IFSS) of CNT-PDC is 10.0±2.8 MPa, while the IFSS of CNT/Al$_2$O$_3$-PDC with ~3nm Al$_2$O$_3$ coating thickness is 14.5±2.7 MPa, demonstrating a 45% improvement. The IFSS increase in CNT/Al$_2$O$_3$-PDC is believed to originate from the surface roughness.

C. Composite Synthesis with Spark Plasma Sintering and Mechanical Behavior of SWNT Reinforced Ceramics (directed by N. Padture)

Studies claiming noticeable toughening in CNT reinforced ceramics have primarily used simple indentation tests, which are an indirect and unreliable method for the accurate measurement of the $K_{IC}$ of CNTs-ceramic composites. Single edge notched beam (SENB) tests that provide more reliable and accurate toughness-measurements show either no toughening or marginal toughening results in different composites. These existing techniques are well established for measuring macroscopic mechanical properties of structural ceramics at microscale levels. The validity of any of these technologies in investigating the toughening effect of nanoscale CNTs has been strongly questioned. In addition, the current mechanisms used to explain the toughening effect of CNTs borrows heavily from those used in conventional ceramic composites. However, these concepts may not be fully applicable to CNT-ceramic composites, because their microstructures with the nanoscale, flexible CNTs differ vastly from those of conventional composites. In light of these considerations, the goals of our efforts are:

- To obtain dense, homogeneously dispersed CNTs-Al$_2$O$_3$ matrix nanocomposites by colloidal mixing processes and spark plasma sintering (SPS).
- To systematically study the ability of CNTs to toughen structural ceramics with direct and convincing evidence.
- To understand the load bearing effect of CNTs during the rupture process and properly demonstrate the toughening mechanisms in these nanocomposites at both nanoscale and macroscale levels.

The first of these has been achieved. Progress towards the other two goals is summarized below.
Direct Observation of CNTs in Controlled Cracks

Toughness measurement with the Vickers indentation method is not valid in these materials. However, the distributed damage around the indent in the received nanocomposites indicates their weakness in shear, which causes significant redistribution of stresses under the indenter, and prevents the formation of long cracks. The results show that MWCNTs are stronger in shear resistance than SWCNTs as a second phase. This is because SWCNTs cannot be dispersed individually with direct interfaces with the matrix, but exists mainly in bundled form.

In-Situ Observation of the CNTs’ Behavior during Crack Propagation under Controlled Load.

These observations of bridging CNTs in cracks were conducted with modified double cantilever beam specimens. A notch with an indentation crack at the tip was made at the short edge of the specimen. Subsequent crack extension could be controlled by inserting a metal wedge into the notch via a micrometer drive system. The whole system was attached to the stage of SEM to allow for continuous monitoring of the crack evolution along its entire length while the driving force is applied. The load-displacement curves of the wedge against the notch of pure Al₂O₃ and several CNTs-Al₂O₃ nanocomposites are shown in Fig. 3. The addition of SDS stabilized SWCNTs, shows subtle improvement of crack resistance of the nanocomposites while acid treated SWCNTs made it worse. In contrast, the load bearing ability of C-Al₂O₃-10MWCNTs nanocomposite is remarkably superior, with the fracture load of three times of the formers. This result together with the observations of CNTs bridging in the indentation cracks suggest the contribution of CNTs bridging in bearing the applied load and energy dissipation.

Future Plans

A variety of in situ testing methods have been successfully implemented. Most of the results obtained to date are preliminary, and more detailed research will be conducted over the next year. Collaborations on detailed modeling with Prof. Bill Curtin (EPFL, Lausanne) are continuing. A new collaboration has been initiated with Prof. Izabela Szulfarska (U. Wisconsin), where radiation exposures are being used to systematically introduce defects in the MWCNTs (this will eventually be extended to the matrix as well). Previous atomistic modeling at Brown predicts that internal defects can be used to improve MWCNT toughening, however, experiments with high defect density tubes have not confirmed this. The controlled experiments at Wisconsin
are designed to provide a systematic investigation of these effects (ultimately in collaboration with Prof. Szulfarska’s modeling efforts, currently supported by DOE-BES).
Dynamic Fracture in Dealloying Induced Stress Corrosion Cracking

Karl Sieradzki, PI
Xiying Chen, Nilesh Badwe, Shaofeng Sun
Arizona State University
Tempe, Arizona 85287-6106

Program Scope

When metallic alloys are exposed to a corrosive environment that selectively leaches one or more of the alloy components, porous nanoscale morphologies spontaneously form that can adversely affect the mechanical integrity of engineered structures\(^1,2\). This form of stress-corrosion cracking (SCC) is responsible for the well-known “season cracking” of brass as well as cracking of noble metal alloys and stainless steel components in nuclear power generating stations\(^3,4\). This form of SCC is characterized by the formation of a thin dealloyed nanoporous layer on the surface of an alloy undergoing corrosion while simultaneously subjected to tensile loading. We hypothesize that a high-speed crack is nucleated within this layer that subsequently is injected for a short distance (of order microns in the case of transgranular cracking) into the un-corroded parent phase alloy prior to coming to arrest by plastic processes\(^5-9\). This process is discontinuous: a nanoporous layer forms by dealloying corrosion, then the crack propagates exposing more parent-phase to the electrolyte which in-turn corrodes and the cycle repeats. Importantly, the measured rate of cracking is incompatible with a purely electrochemical process\(^10-12\). In some cases the crack growth velocity has been reported to be factors of 20-100 times that which would be predicted from the measured current density\(^6,11,12\).

In order to examine these issues we perform experiments on Ag-Au alloys for which hydrogen effects can be ruled out on thermodynamic grounds. There are two major types of experiments we have pursued. One set of experiments examines dynamic fracture in crack-free monolithic nanoporous gold (NPG) as a function of electrochemical potential. The second set of experiments is aimed at separating the mechanical component of cracking from any corrosion or stress-corrosion component. These crack injection experiments involve forming a dealloyed layer of prescribed thickness and ligament size on the surface of a sample under zero applied stress, removing the sample from the electrolyte and subsequently rapidly loading the sample in bending. We examine both intergranular and transgranular crack injection phenomena using polycrystalline and single crystal samples respectively. Post mortem fractography, EBSD, EDS, APT and aberration-corrected STEM are used in characterization.

Recent Progress

_Potential dependent dynamic fracture_
In order to make further progress in our understanding of dynamic fracture in NPG\textsuperscript{13} we have adopted a new experimental protocol and sample configuration. Instead of using miniature (15 mm long x 5 mm wide x 0.125 mm thick) single edge-notched (SEN) samples, we are using an experimental realization of an “infinite strip” (IS) geometry\textsuperscript{14}. The IS geometry allows for gathering reliable data over a larger portion of the sample than the SEN sample. For the SEN sample, we could only obtain data over \sim 2.5 mm of crack growth (reliable sample compliance) while in the IS configuration we should be able to get reliable data over 5-6 mm of growth. In collaboration with J. Ostwald (ASU), we are in the process of examining this using this using finite element analysis.

**Polycrystalline crack injection experiments**

Most of our crack injection experiments employed the following experimental protocol:

1. A fully annealed (900°C 24 hr) polycrystalline Ag\textsubscript{0.70}Au\textsubscript{0.30} alloy sample is dealloyed (typically at 1.25 V for 15-30 s) under zero applied stress forming a nanoporous layer of thickness (350-750 nm).
2. The sample is disconnected from the potentiostat, removed from the electrolyte, and placed in DI water for delay times ranging from 10-60 s.
3. The

---

**Figure 1**: **Analysis of an injected GB crack.**

**A**, Full view of the injected crack that has a 430 nm thick NPG layer, a “V” extending 1360 nm below the surface and a 6210 nm long injected GB crack. **B**, HAADF image showing porosity within the grain boundary below the crack. **C**, HAADF image at the end of the 300 nm long porous GB region showing the cascade in pore size reminiscent of a Rayleigh-like instability. **D**, EDS line scans across the GB at the crack tip (red points), 10 nm below the crack tip within a GB pore (gold points) and 2000 nm below the crack tip within a region of the GB that is not porous (black points). **E**, Summary plot of the EDS line scans below the crack tip along the GB. The average Au concentration within the GB along this line scan was 40 at.%. The dotted line shows the parent-phase composition.
sample is removed from the DI water and loaded quickly by hand bending. For each variation of test protocol we ran no-load control experiments. Figure 1 shows representative results obtained.

**Single crystal crack injection experiments**

Samples (9 mm x 3mm x 0.1 mm thick) were cut in various orientations from a $\text{Ag}_{0.77}\text{Au}_{0.23}$ single crystal and annealed. A ~ 1 µm-thick dealloyed layer was produced on the surface of the samples by immersion in 1M HClO4 at 1.26 V NHE for 10 s. Following this protocol, the sample was disconnected from the potentiostat, removed from the electrolyte and subjected to bending. Remarkably these samples underwent through-thickness fracture. Representative results are shown in Figure 2.

![Image of fracture analysis](image)

**Figure 2| Fracture surface analysis of a single crystal sample that underwent crack injection and through-thickness fracture.** A, EBSD result showing fracture surface orientation. B, SEM showing a portion of the fracture surface. C, EDS analysis of the composition of the fracture surface along the violet line in B.

**Future Plans**

- Potential dependent mechanical property and dynamic fracture experiments in 5-10 nm NPG.
- Crack injection experiments in poly and single crystalline NPG.
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Understanding, controlling and creating martensitic phase transformations in nanstructured polycrystals and metamaterials

Alejandro Strachan

School of Materials Engineering, Purdue University

Program Scope

Martensitic phase transformations are exploited to enhance the performance and to achieve otherwise inaccessible functionalities in a wide range of advanced materials. Examples range from TRIP steels [1] to shape memory alloys (SMAs) [2] used for environmental-friendly energy conversion [3] and refrigeration, [4] as well as sensors and actuators for medicine and vibration damping. Despite many decades of research and a host of successful applications, recent advances indicate that this class of materials possesses a significant untapped potential. Nano-engineered composites and metamaterials with at least one component capable of undergoing martensitic transformation can open the door to remarkable mechanical properties. Examples include composites that combine ultra-high elastic limit with high-strength [5] and our group’s work on shape memory metamaterials (SMMs) with tunable transformation hysteresis and temperature. [6] In addition, our preliminary research shows unexpected behavior in ultra-fine grained SMAs that could enable the design of SMAs that combine high-strength with pseudoelasticity or shape memory. However, engineering architectures that fully exploit the potential of this class of materials requires significant advances in basic materials science including a mechanistic understanding of the atomic-level processes that govern the performance of these complex materials. Most of the key, open science questions in the field stem from a poor understanding of the interplay between the complex microstructure in nanostructured SMAs and their martensitic transformation, the resulting martensite microstructure, and the relative importance of reversible and irreversible plastic deformation mechanisms. Our work in this area and that of others show that atomistic simulations can provide answers to these fundamental questions, can enable the discovery of new phenomena, and be used to optimize formulations. Thus, the objectives of this project are to characterize the mechanisms that control the thermo-mechanical response of nanocrystalline SMAs and nanostructured SMMs and to use this knowledge to computationally...
optimize their nanostructure to achieve desired properties, including SMMs with ultra-low and tunable stiffness and thermal conductivity, as well as SMMs made with non-martensitic materials. As shown schematically in Figure 1, the proposed effort is organized along two complementary thrusts:

**Thrust 1: Shape-memory and pseudoelasticity in nanocrystalline alloys.** We propose to characterize the effect of microstructure (grain size, texture, and defect densities) on the thermomechanical response of nanocrystalline SMAs via large-scale molecular dynamics (MD) simulations. The proposed studies on the effect of microstructure on the temperature- and stress-induced martensitic transformation have been designed to quantify the relative importance of the various competing mechanisms that govern the process; including nucleation around defects, mechanical constrains and autocatalytic effects. Mechanical deformation studies will enable the quantification of the mechanisms of plastic deformation in the martensite and austenite phases; we will focus on the relative importance of reversible processes (phase transformation and domain wall motion) and irreversible ones (grain boundary sliding and dislocation glide). It is generally accepted that grain refinement hinders the martensitic transformation and this effort will shed light into such size effects and explore intriguing results from our preliminary studies in ultra-fine-grained materials. The knowledge gained will be used to establish fundamental limits in grain refinement of SMAs and to optimize microstructure to achieve shape memory and pseudoelasticity in fine-grained materials.

**Thrust 2: phase transforming metamaterials with novel properties.** Our ongoing research on epitaxial metamaterials containing phase-transforming phases, supported by DoE-BES, showed that these materials can be designed to exhibit remarkable tunability in their transformation characteristics and mechanical response via nanostructure optimization. Furthermore, our work and that of others showed that phase transforming materials provide significantly flexibility in epitaxial integration due to their non-convex energy landscape and afford the possibility of using materials in thermodynamically unstable states (negative stiffness) that are stabilized by atomic-level constraints by the other phases. We propose to build on this progress on energy landscape engineering to computationally design and test metamaterials with novel properties including: i) ultra-low and tunable stiffness and thermal conductivity; ii) optimized shape memory metamaterials (SMMs) from non-transforming constituents with desirable transformation characteristics. Promising metamaterials identified by the simulations will be fabricated and tested experimentally by an unfunded collaboration, see letters of collaboration from Drs. Amit Misra and Nathan Mara.

**Recent Progress**

**Martensitic transformations in nanocrystalline SMAs.** We used multi-million-atom molecular dynamics (MD) simulations with an embedded atom model potential parameterized for NiAl to study temperature- and stress-induced martensitic phase transformations in nanocrystalline shape memory alloys.[7] The simulations show that nucleation of the martensite phase occurs in the
grain interiors and grows outwards up to the point where further transformation is hindered by the constraints imposed by neighboring grains. Decreasing grain size inhibits the transformation process and the temperature-induced transformation is completely suppressed for samples with average grain sizes of 7.5 nm and less.

Interestingly, mechanical loads can induce the martensitic transformation in samples with ultra-fine grains and, quite surprisingly, the sample with 7.5 nm grain size exhibits improved, ultra-fast, superelasticity as compared with its coarser grain counterparts, see Figure 2. The simulations provide a picture of the processes that govern the performance and fundamental limits of nanocrystalline shape memory alloys with atomistic resolution.

Figure 2. Stress-strain curves for nanocrystalline alloys of different grain size. The snapshots show atomic snapshots for a specimen with average grain size of 10 nm, red spheres denote martensite and blue austenite.

**Phase transforming materials with novel properties.** We had previously demonstrated the ability to tune the phase transformation properties of shape memory materials via epitaxial integration of dissimilar materials to engineer the energy landscape that governs the phase transformation.[6] We extended this work with the objective of engineering novel properties in metallic alloys via energy landscape engineering. We used large-scale MD to study core/shell nanowires consisting of NiAl (a non-transforming alloys with the B2 phase) and Ni$_{63}$Al$_{37}$ phase...
transformation materials. This choice is motivated by an analysis of the energy vs. lattice parameter of the combined metamaterial that indicates that their epitaxial integration can result in ultra-low stiffness metallic systems. Explicit MD simulations on the mechanical deformation of the core/shell nanowires reveal a variety of interesting properties including ultra-low stiffness (<3GPa) while maintaining strength. The simulations reveal the nucleation and propagation of martensitic transformation in the metamaterials and show that it is possible to stabilize the spatial coexistence of austenite and martensite phases resulting in ultra-low stiffness. Once the material is fully transformed it becomes stiffer and additional plastic deformation requires nucleating defects in the martensite phase, leading to high strength.

**Future Plans**

We will continue to focus on the computational design of phase transforming materials with novel properties. To this end we will construct a database of energy landscapes for a range of metals using density functional theory electronic structure calculations that will be used to explore possible combinations. At the same time we will finalize the characterization of the NiAl/NixAl1-x metamaterials to fully explore their potential, this includes shape memory and superelasticity for laminates, nanowires and nano-precipitates in bulk samples as well as the thermal transport properties of these materials.
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Program Scope

We use an integrated approach that includes multi-scale simulations and state-of-the-art experimental characterization techniques to develop understanding and atomistically informed models of radiation phenomena in SiC. This understanding and these models will provide design principles for future synthesis or radiation-tolerant covalent ceramics. The main themes of this project are: (i) discover the role of interfaces (e.g., grain boundaries, GBs) in defect annihilation and radiation-induced amorphization; (ii) understand and control how interfaces themselves evolve under radiation; (iii) explore new types of interfaces (e.g., carbon nanotube/SiC composites) to control radiation effects on mechanical properties; (iv) provide atomic-level understanding of complex radiation-induced defects in SiC using state-of-the-art experimental characterization techniques.

Recent Progress

**Coupling of irradiation species and grain boundaries in radiation-induced amorphization:** Our previous studies have shown that the effects of grain refinement can be coupled to the effect of irradiation species on radiation-induced amorphization. We hypothesized that the reason for this coupling is that amorphization mechanisms depend on the irradiation species and these amorphization mechanisms can be non-trivially coupled to the GB effects. To investigate this hypothesis, a partially amorphous polycrystalline 3C-SiC sample was analyzed post mortem using high-resolution electron microscope (HRTEM). In all the obtained HRTEM images, we observed an unusual morphology of highly curved crystalline/amorphous (c/a) boundaries (Fig. 1a), which is surprising since the c/a boundaries contribute excess interfacial energy to the system so their total area should be minimized. Based on our coarse-grained model informed by atomistic simulations, the unique features of the morphology have been reproduced and explained. Specifically,
we demonstrated that the morphology is due to cascade overlap (Fig. 1b), which governs the amorphization process under heavy ion (e.g., Kr\textsuperscript{2+}) irradiation. The amorphization mechanism for heavy ions revealed in our study can help understand the reduced radiation resistance of nc SiC under heavy ion irradiation. Unlike light particles, heavy ions generate a substantial amount of defect clusters in the collision cascade, in addition to point defects. These defect clusters are much less mobile than point defects, which makes it difficult for the clusters to be annihilated at GBs. Therefore the presence of larger volume fraction of GBs (due to grain refinement) is not as beneficial to defect annealing as in the case of lighter ions. An interesting question is whether the GBs play any role in increasing radiation resistance of SiC. We found that they do and that GBs can reduce resistance of SiC to amorphization under heavy ion irradiation. To demonstrate this effect, we developed a new analysis technique that quantifies the c/a fractions near and far from boundaries in HRTEM images, without introducing a bias from the observer. The processed c/a morphology (Fig. 1c) agrees well with the c/a morphology determined directly by eye (Fig. 1a). Using this method, we found that the local amorphization fraction is the largest at a GB and gradually decreases as a function of distance from the GB, implying that GBs actually increase the local amorphization rate (Fig. 2). We concluded that this phenomenon is due to interstitial starvation mechanism, which has been previously proposed in our rate theory simulations [1] (also funded by this BES project). To the best of our knowledge, this is the first time that interstitial starvation is demonstrated experimentally in SiC. As a competing effect to defect sinks, interstitial starvation actually degrades the radiation resistance of nc SiC. A balance of these two effects of GBs may also lead to an optimum intermediate grain size that maximizes the radiation resistance of nanocrystalline SiC.

**Figure 2** Local amorphous area fraction (\(\Phi_{am}\)) in 3 nm strips as a function of the strip position (x) in HRTEM images. The position of the GB in (b) is marked by an arrow. Horizontal dotted lines in (a) and (c) indicate the average amorphization ratio in HRTEM images of grain A and B.

Radiation-induced mobility of black spot defects in SiC: Black spot defects (BSD) are defects that have been difficult to identify in traditional TEM. These defects are believed to contribute to radiation-induced swelling and radiation-induced creep of SiC. The focus of the current BES project is to understand the nature and fundamental properties of these defects, both in the bulk
and in GBs of SiC. It is likely that BSDs are formed by small interstitial clusters, although the true atomic structure is currently unknown. BSDs identified in HRSTEM experiments are shown in Fig. 3a (circled). Typically defect clusters in covalent-ionic ceramics are expected to be immobile. In this project we have determined, using accelerated molecular simulations, that the migration barrier of small interstitial clusters in SiC is very high (above 4 eV). Consequently, we do not expect any thermally-induced diffusion of these clusters in SiC, consistently with assumptions of classical defect evolution models for this material. However, our experiments revealed that these clusters can become mobile due to interactions with electron beam (Figs. 3b and 3c).

To understand the origin of this mobility, we considered a number of hypotheses, including ionization, electron-hole excitation, and ballistic motion. We concluded that the most likely reason for the radiation-induced mobility of clusters in SiC is a ballistic interaction of the incoming species (here: electrons) with atoms in the interstitial clusters. We developed a model for such radiation-induced mobility and demonstrated that the diffusion coefficients predicted by the model are in a very good agreement with the values determined experimentally based on the mean squared displacement. Our study changes the way one should view defect clusters in SiC (and perhaps also in other ceramics). Although these clusters are immobile under equilibrium conditions, they can become mobile in non-equilibrium radiation environments. This mobility of defect clusters under irradiation should be taken into account when modeling defect annealing processes and the resulting microstructural evolution. A manuscript on this topic is being prepared for publication.

Genetic algorithms: We have previously discovered the atomic structure of stable small C interstitial clusters that form in SiC under radiation. These earlier results were obtained by combining high-temperature molecular dynamics simulations and Monte Carlo basin-hopping algorithms. These approaches were necessary to explore the complex energy landscape of defect

Figure 3 (a) STEM image of irradiated SiC; (b) coarse grained view of (a), BSDs are easier to be seen in this image; (c) coarse grained view of one frame captured 8 s later than (b), where the circle shows one BSD and the arrow points its trajectory from frame b to frame c.
clusters in ceramics, although there is no guarantee that they lead to identification of the ground states for all the defects. Since then we have also developed a new method based on genetic algorithms (GA) to accelerate the structure identification. This method has been integrated with the LAMMPS software package for classical molecular dynamics simulations and it has been validated against clusters identified in our earlier studies on SiC. We are currently integrating this method with the VASP software package, which will enable density functional theory (DFT) calculations of cluster energies and structures. The use of DFT will allow circumventing limitations of classical empirical potentials used in LAMMPS.

Future Plans

The following research is either being currently pursued or will be pursued in the near future:

- Identify structure of small defect clusters induced by irradiation in SiC using high resolution scanning tunneling microscopy (HRSTEM). State of the art HRSTEM is now capable of identifying individual interstitials in materials, which provides an unprecedented opportunity to discover defect structures formed in SiC under radiation (until now they have been described as black spot defects because of the way they appear in traditional TEM). Understanding the properties of these defects is critical for predicting performance of SiC under irradiation with respect to its thermo-mechanical properties.

- Discover how defects are accommodated at grain boundaries and consequently how GB sink strength depends on the GB type and irradiation conditions. Traditionally, GBs have been treated as continuous sinks with little consideration given to their atomic structure and chemistry. This is a challenging but important problem because understanding of the atomic nature of sinks can provide guidelines to engineering of materials with superior ability to annihilate radiation-induced defects. In SiC there is a biased flux of C atoms to GBs and it is unknown whether this effect leads to saturation of sinks, GB graphitization or radiation-induced segregation. We are using a combination of atomistic simulations and EELS experiments to determine the evolution of GBs under irradiation.

- As discussed in the earlier sections, we are integrating our newly developed genetic algorithm (GA) methods with DFT calculations in VASP. This will allow us to determine how defect structure and stoichiometry changes as a function of defect size. For instance, large Frank’s loops in SiC are known to be stoichiometric whereas small clusters are often non-stoichiometric and have a complex 3D morphology. Understanding the transition from small off-stoichiometric 3D clusters to large stoichiometric 2D loops is important for building predictive models of defect evolution in SiC and for prediction of swelling. Understanding of defect chemistry is also important for predicting how evolution of SiC self-interstitials, vacancies and antisites will be affected by the presence of impurities (e.g., transmutation products).
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Linking the Correlated Dependence of Grain Boundary Structure and Density to Defect Evolution Mechanisms during Radiation Damage

Mitra Taheri (Department of Materials Science & Engineering, Drexel University, Philadelphia, PA 19104)

Program Scope

This work aims to define a framework for understanding the origin of radiation damage mechanisms in model BCC and FCC nanocrystalline materials, on which a foundation of radiation tolerant material development can be built. The key questions that will be addressed by this work are:

1. What is the influence of GB density and GB character (GBC) on radiation damage accumulation near grain boundaries in model nanocrystalline FCC and BCC alloys; how are these two effects connected?
2. In the context of radiation induced segregation (RIS), what effect does species dependent interstitial diffusion have on the GB chemistry in light of these two dependencies?

In situ and analytical transmission electron microscopy techniques are used to study both pure and alloy nanocrystalline materials under irradiation. TEM samples prepared from thin films will be irradiated in-situ, allowing for dynamic observation of the behavior of the alloy under ion irradiation.

Recent Progress

Probing the “Immunity” of Grain Boundaries

Advancement in the understanding of denuded zone development has shown that there exists a competition between local and global behavior in nanocrystalline materials under irradiation. Specifically, grain boundaries act like sinks no matter what their character, and as such, having a higher density of them results in smaller amounts of loops and/or loop diameters. The concept of a constant denuded zone, or even that a denuded zone is produced in the same way/by the same mechanisms, all the time is not true. This is evident in our results from irradiation of nanocrystalline iron in that the scatter of the defect density as a function of grain size does not show a clear trend of decreasing density like that reported by Rose et al. and others [1-4]. The size of the defect loops is affected in all of the samples observed with grain sizes below about 500nm, but defect density appears to be unaffected in grains where there is no prominent denuded zone. A number of grain boundaries in iron contain a very well defined denuded zone, such as the examples of boundaries in polycrystalline, ultrafine grain, and nanocrystalline iron. As the grain size is decreased the denuded zone comprises a larger portion of the grain and the
average defect density is greatly reduced. Clearly the efficiency of the grain boundaries as defect sinks play a significant role in the ability of a nanocrystalline material to reduce radiation damage.

The variations along GBs are likely due to structural effects at the misfit level. To probe the relationship between denuded zone development, grain boundary efficiency, and dislocation behavior, we coupled a recently developed algorithm [5] to determine dislocation density based on data obtained using precession electron diffraction, with in situ irradiation to determine any connection between denuded zones and this interpreted “strain.” The precession diffraction-based method was developed to estimate local dislocation densities from orientation data acquired in TEM using the Nye tensor. This spatially resolved orientation data is used to estimate the dislocation density by assuming that defects must be present to accommodate the contortion of the lattice. Using this approach local dislocation densities can be resolved with a spatial resolution on the order of 1-10 nm without the need to specify the crystal orientation or do any manual counting.

Figure 1. Dislocation cells in rolled Cu (left) evolve into clearly defined sub-grain boundaries (right) after recovery during annealing in situ in TEM. Units = m⁻².

In-situ irradiation was performed in a transmission electron microscope (TEM) on freestanding nanocrystalline Fe samples using the i3TEM facility in the Department of Radiation Solid Interactions at Sandia National Laboratories. Automated crystallographic orientation mapping (ACOM) was also performed via NanoMEGAS ASTAR precession diffraction. Irradiations were performed with 10 keV Helium (He) ions at 300°C with a dose rate of 0.004 dpa·s⁻¹ to a final dose of the irradiated samples (found using SRIM) of 18.3 dpa. Quantification of loop density and loop size (vs dpa) was then performed on specific grains of reliable diffraction contrast.
Comparing loop area and density within individual grains demonstrated different defect absorption and grain boundary interaction behavior between different grain sizes (figure 3). For example, grains with ~60 nm in diameter showed no change in loop density with increasing dpa, suggesting high efficiency of defect absorption by the grain boundaries. On the other hand, grains of ~270 nm exhibited an increase in loop area and a decrease in loop density with increasing dpa, demonstrating loop coalescence. Grains between 100 and 150 nm, however, showed decrease in loop density while the loop area stayed the same, which suggests loop absorption by the boundaries.
To analyze this behavior further, denuded zones were assessed in great detail. Grains that appeared to have denuded zones at low dpa started to collapse after 6.1 dpa. At high dpa (~18.3 dpa), many denuded zones were completely vanished (Figure 4-top). Grain boundary analysis, using the Nye tensor method described above, demonstrated high an increase in defect densities near the boundary with increasing dose, correlating with denuded zone collapse. The breakdown of denuded zones corresponded with an increase in geometrically necessary dislocations at the boundary (Figure 4-bottom), indicating that the boundary defect structure had been changed by the absorption of radiation defects. No correlation, however, was seen between denuded zone formation and grain boundary misorientation angle.

In conclusion, our results indicate that in some cases, there is no clear trend of loop formation vs grain size. Comparison between different grain sizes at a particular dose can be misleading. At high doses, large grains or other grains of particular grain boundary character can show low defect density due to coalescence than small grains. Grains of similar size can have different defect densities due to different grain boundary character or other mechanisms such as local

Figure 4: Bright field TEM images of irradiated nanocrystalline iron at different dpa values demonstrating denuded zone collapse (top) and corresponding Nye tensor GND density maps of irradiated nanocrystalline iron at different dpa values demonstrating denuded zone collapse (bottom).
grain boundary strain. Our results indicate that denuded zone formation is not a measure of grain boundary resistance to defect accumulation and loop formation.

Future Plans

Our future plans include honing in on the role of grain boundary strain with respect to defect absorption. We plan to also develop a metric by which denuded zones can be defined that includes more information about grain boundaries. Finally, we are currently studying the differences in behavior between BCC and FCC nanocrystalline materials, and will continue with additional work in FCC systems (primarily Ni-based alloys).
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Multi-Scale Study of the Role of Microstructure in the Deformation Behavior of Hexagonal Materials

**PI:** Carlos N Tomé \(^1\); **Co-PIs:** Irene J Beyerlein\(^2\), Rodney M McCabe\(^1\), Jian Wang\(^1\)

**Postdocs:** Anil Kumar, Arul Kumar, Yue Liu, Huamiao Wang

\(^1\) Materials Science and Technology Division – Los Alamos National Laboratory

\(^2\) Theoretical Division – Los Alamos National Laboratory

**Program Scope**

The complexity of plastic deformation in Hexagonal Close Packed (HCP) materials originates on dislocation glide taking place in a few restricted planes, with different threshold stress of activation, and the stress induced twinning transformations that contribute to accommodate shear. In this Program we pursue a comprehensive study of the shear mechanisms of twinning in HCP. We link these transformations with the macroscopic plastic response of metallic aggregates. The systems studied are the HCP metals Mg, Zr, Be. This comprehensive research links modeling with experimental studies, at length scales spanning from the atomistic to the continuum. The overarching goals are: a) to improve our understanding of the basic crystallographic mechanisms of shear localization and their role in deformation; b) to develop a predictive multi-scale modeling capability based on such mechanisms. **The deliverables of this project are:** state-of-the-art material models at atomistic (micro), grain (meso), and polycrystalline (macro) length scales; mechanism-based constitutive laws for HCP; new experimental characterization techniques. The numerical and experimental tools developed through this program are shared with other LANL programs and with the Materials Science community.

**Recent Progress (FY 2015)**

During FY 2015 we used TEM, EBSD and MD to characterize the ‘lateral’ (as opposed to ‘forward’ and ‘thickness’) growth of twins, and the configuration of the ‘lateral’ facet of the twin, which we call the ‘dark side’ (Fig 1) [Liu et al, 2015]. We believe that understanding this feature - curiously not accounted for in any

Figure 1: Usual appearance of twins (bright side) and schematic representation of twin showing the bright and dark sides.
previous study - is necessary to fully understand twin properties, interactions, and mobility. In addition, we used microscopy to investigate twin-twin junctions that form on cycled Mg, and that are responsible for increased hardening behavior (Fig 2), with the ultimate purpose of developing a constitutive law that accounts for such microstructural evolution [Yu et al, 2015]. The ‘dark side’ of twins and the characterization of twin-twin junctions will be addressed in our Project’s poster, titled “Low scale characterization of twins in HCP using microscopy and modeling”.

The subject of the oral presentation is “Introducing probabilistic distributions at the mesoscale for the modeling of hexagonal materials” and focuses on a new paradigm that we started developing in our Project more than two years ago. The paradigm is based on recognizing that the macroscopic mechanical response of polycrystals is the average manifestation of local behavior and states inside the grains. Such local behavior and states (i.e.: stress distributions, plus dislocation, twin and grain boundary structures) are usually very inhomogeneous. And, while macroscopic models describe the mechanical response in terms of effective average magnitudes (such as average dislocation density or average twin fraction), the aforementioned intra-granular inhomogeneity adds to the inter-granular inhomogeneity (grain orientation) to affect the macroscopic response, especially when strain-path-changes are involved.

In our DOE-BES Program on HCP materials we introduce the experimental statistical characterization of micro-structure and stress distributions into the development of grain-scale models. The latter are in turn implemented probabilistically into the polycrystal plasticity simulation models VPSC and E-VPSC, in what constitutes a paradigm for linking length scales. In this talk we present three examples of such approach, namely: twin nucleation and twin growth treated as stochastic events, and stress relaxation treated as shifts in internal stress distributions.

Twin nucleation is driven by local stresses and atomistic configurations at grain boundaries. Both are stochastic entities and we introduce them in a micro-scale model that predicts which twin variant...
will nucleate and from which grain boundary. Nucleation of the right fraction of variants determines which variants will be able to propagate and contribute to strain in each grain, which in turn determines the stress-strain hardening response of the polycrystal and the texture evolution observed. We have implemented this nucleation model in the polycrystal code VPSC and the predictions are consistent with our experimental characterization. Figure 3 shows a comparison of measured and predicted tensile twins as a function of their Schmid factor (0.5 is best oriented, 0 is worst oriented) obtained as part of our research in deformation of Zr [Niezgoda et al, 2014]

Twin growth is affected by back stresses induced by the twin shear transformation and by the reaction to it exerted by neighboring grains, as experimentally documented in our Project [Balogh et al, 2013; Arul Kumar et al, 2015]. As a consequence of the back stress the propagation of a twin in a grain will be conditioned by the grain size and by the orientation of its neighbors, which are stochastic entities. We use local crystal calculations to find how those variables affect the threshold stress for twin propagation. We account for such dependence of the threshold stress used to propagate twins in the polycrystal code VPSC by introducing the (measured) distribution of grain size and neighbor orientations in a statistical fashion. Preliminary results show that the new approach predicts a decrease in twin contribution in those orientations most favorably oriented for twinning, in agreement with our EBSD statistical evidence (see Fig 4).

Finally, neutron diffraction shows that there is substantial relaxation of internal stress during mechanical tests followed by strain holds. A rapid drop of stress takes place when the test is stopped, followed by an asymptotically slower decrease. The stress relaxation and its time dependence can be explained in terms of shifts in the intra-granular stress distributions inside grains [Wang et al, 2015]. Specifically, as the distribution of resolved shear acting on dislocation
segments shifts left (see Fig 5), less and less segments can be mobilized. In addition, and this is a major breakthrough in linking experiments and theory at the meso length scale, the ‘width’ of those distributions can be connected to measured peak width and to dislocation densities.

**Future Plans**

The future research lines build-upon the research described above and represent its logic continuation.

1- We will continue with the experimental and atomistic characterization of the ‘dark side’ of twins in HCP, in order to elucidate their lateral (screw) motion, how the dark side mobility conditions the forward propagation of the twin, and how the ‘dark side’ atomistic configuration affects the twin-grain-boundary and twin-twin interactions.

2- We will continue the experimental and atomistic characterization of twin-twin junctions, determine their strength, and introduce such knowledge into a statistical model of hardening at the grain level. We will combine such contribution of twin junctions with the other research on twin interaction with grain boundaries and will develop a model of hardening of HCP polycrystals which can explain the behavior during cyclic deformation.

3- We will continue with our statistical study of how the distributions of: internal stress, dislocation density, grain size, and grain boundary misorientation determine the mechanical behavior of HCP materials deforming by slip and twinning.
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Chemomechanics of Far-From-Equilibrium Interfaces (COFFEI)

Harry L. Tuller, Krystyn J. Van Vliet, W. Craig Carter, Yet-Ming Chiang, and Bilge Yildiz, Departments of Materials Science and Engineering; and Nuclear Science and Engineering
Massachusetts Institute of Technology, Cambridge, MA 02139

Program Scope

Brittle oxide functional materials, such as those utilized in solid oxide fuel cells, permeation membranes and lithium-ion batteries, exhibit significant operational stresses induced via chemical and electrochemical diffusion across material interfaces. Virtually all functional materials in battery electrodes undergo considerable mechanical strain during Li flux at solid-liquid and solid-solid interfaces, which can promote fracture and decrease charge capacity. Likewise, electrode materials in fuel cell components and permeation membranes operate under steep oxygen activity gradients, and often suffer from chemically induced strains and highly variable energy conversion efficiencies. At the same time, exciting new evidence suggests that certain types of highly defective ionic compounds can relieve stresses by defect redistribution or phase changes, and thereby tolerate larger deformations and/or induce enhanced charge and mass transport near interfaces. The discovery of highly active electrode materials for reliable energy storage in portable batteries, and for oxygen reduction in solid oxide fuel cells at intermediate temperatures, remain important challenges for improved materials stability and decreased system cost. Overcoming this challenge in energy storage electrodes requires improved understanding of electrochemical fatigue during redox cycles, to minimize mechanical fracture via material and device design. Surmounting this challenge in energy conversion electrodes requires understanding of the mechanisms correlating the oxygen reduction reaction (ORR) kinetics and the inherent surface structure of the electrode materials. In-situ measurements and strain-manipulated interfaces present new opportunities for advances in both energy storage and conversion materials. Tailoring the surface chemistry, atomic and electronic structure of

Figure 1. COFFEI Group research focuses on fundamental understanding of the coupling between electrochemical ion transport and mechanical stress in transition/rare earth metal oxides key to energy applications.
nonstoichiometric transition metal oxides (TMOs) and rare earth oxides (REOs) for faster oxygen reduction kinetics under harsh conditions of high temperature, reactive gas pressure and material strain state is critical, and requires fundamental understanding of the coupling among the historically important subfields of solid-state electrochemistry, transport kinetics, and mechanical deformation for nonstoichiometric TMOs. In particular, the chemomechanical coupling of defect concentrations, ionic transport, electro-catalytic activity and stored elastic energy is particularly acute in the far-from-equilibrium conditions typical of energy device applications (Figure 1).

**Recent Progress**

The interdisciplinary group of MIT faculty from *Materials Sc. & Eng. (H.L. Tuller - Lead PI, W.C. Carter, Y.M. Chiang, K.J. Van Vliet and Nuclear Sc. & Eng. (B. Yildiz)* addresses these important issues by *(a)* applying advanced in-situ and ex-situ characterization tools to characterize model materials and interfaces synthesized with molecular-level control, under both laboratory-controlled and extreme environments representative of energy device operation; and *(b)* employing computational modeling and simulation frameworks to predict transport mechanisms, reactivity and stability of these model materials and interfaces under significant chemical strains typical of energy device operation. This program includes two tightly integrated thrusts. Thrust I focuses on chemomechanics due to cation transport and interactions with solid electrolytes in battery TMOs, while Thrust II focuses on chemomechanics of anion transport at fuel cell TMO and REO interfaces. We provide only one example for each of Thrusts I and II, among many recent integrated experimental and computational efforts.

**Thrust I. Example I.1. Identifying effects of electrochemical cycling on electrode mechanical properties**

Our interdisciplinary COFFEI collaborations enabled us to propose and quantify the phenomenon of “electrochemical shock.” This is fracture of LIB cathode particles arising from the chemomechanical stress that evolves in Li-ion intercalation materials during battery charging and discharging, leading to mechanical fracture of the cathode particles. Correlations between these fracture events and impedance growth, a primary mode of battery degradation, have been suggested, but causal mechanisms remain unestablished. Van Vliet, Chiang, and Carter have now shown that key mechanical properties depend strongly on prior electrochemical history of cathode materials such as LCO, as measured via in-situ nanoindentation and chemical analysis. Charging of LCO for even a single cycle can reduce the fracture toughness $K_I$ of this compound *(Fig. 2a)* by nearly an order of magnitude *(Fig. 2b)*. We found such degradation of mechanical properties due to battery charging and discharging to correlate with accumulated inter- and intragranular cracking associated with massive $\text{Li}^+$ ion flux. This marked change in fracture toughness holds significant implications for our prediction of the particle diameters resistant to catastrophic fracture, as this critical particle size depends directly on $K_I$ in our electrochemical shock maps *(Fig. 2c)*. This chemomechanical coupling suggests that: (i) fracture properties of existing and new cathode particles should be verified experimentally and
in-situ; and (ii) mechanisms by which fracture within LIB cathode materials and at cathode-electrolyte interfaces must be better understood to increase LIB mechanical durability and battery lifetime.

Thrust II, Example II.1. Identifying and controlling factors responsible for chemical expansion

Using molecular dynamics (MD), density functional theory, and empirical analysis, Yildiz, Tuller, and Bishop showed that chemical expansion in ceria arises from two opposing mechanisms associated with oxygen loss, i.e., lattice dilation upon reduction of cations (e.g., Ce\(^{4+} \rightarrow Ce^{3+}\)) and shrinkage upon oxygen vacancy formation\(^{iv}\). We recently demonstrated that for several fluorite oxides, the oxygen vacancy radius shows a maximum around the lattice parameter for CeO\(_2\) (see Fig. 4a)\(^{v}\). This suggested a new strategy for engineering chemical expansion in these oxides by substituting Zr (with a smaller vacancy radius) for Ce in acceptor doped cerium oxide. As shown by Fig. 4b, the solid solution resulted in a > 50% reduction in chemical expansion coefficient over acceptor doped ceria without Zr\(^{vi}\). This approach creates the opportunity to engineer and optimize materials towards achieving a near zero coefficient of chemical expansion by more effectively compensating the two opposite trends.

We then predicted, with the aid of a computational study, that more de-localized charges associated with reduced cations lead to decreased chemical expansion coefficients\(^{vii}\). In order to
experimentally validate this result, Tuller, Van Vliet, and Bishop investigated two model systems with controllable degrees of charge localization. In both cases, a multivalent element is partially substituted for one of the host cations. Upon reduction of the material, electrons are highly localized on the multivalent element for low concentrations. In $\text{La}_{0.9}\text{Sr}_{0.1}(\text{Ga},\text{Ni})\text{O}_{2.95-\delta}$ (LSGN), with increasing Ni content, the chemical expansion coefficient showed a decrease consistent with charge de-localization$^\text{viii}$. In situ high temperature X-ray diffraction (HTXRD) measurements showed slight distortions in the symmetry for LSGN, highlighting the more complex relationship between non-stoichiometry parameter $\delta$ and chemical expansion in these perovskite systems.

**Future Plans**

Ongoing and planned studies inn Thrust I focus on three main questions with **attendant design challenges for energy storage via lithium ion batteries (LIBs)**, specifically for cathodes and solid electrolyte materials, via **in situ** chemomechanical experiments and models:

(a) **Increase operando mechanical integrity**: How and why do the mechanical properties of candidate cathode oxides & solid electrolyte materials vary with electrochemical history? Which cathode compositions and microstructures maximize fracture toughness?

(b) **Explore coupled strain-transport mechanisms**: Are interfaces between cathode oxide & solid electrolyte materials chemically stable under electro-chemo-mechanical cycling of the cathode material? How can the cathode-electrolyte microstructure be optimized to maximize ion transport under cycling-induced strains?

(c) **Control interface reactivity via strain**: Does electrochemical fatigue – the extension of electrochemical shock to repeated charge-discharge cycles – correlate with impedance growth? If so, which microstructural attributes of the cathode oxide and the cathode-electrolyte interface reduce failure probability and minimize capacity fade over many electrochemical cycles?

Ongoing and planned studies inn Thrust II focus on three main questions, with **attendant scientific underpinnings for energy conversion in solid oxide fuel cells (SOFCs) with extension to electrolyzers and gas permeation membranes**, via **in situ** experiments and models:

(a) **Increase operando mechanical integrity**: Can strain-to-failure of SOFC cathode materials be increased to extend the durable lifetime of SOFCs? **What are the roles of crystal structure, cation substitution, oxidation state and defect ordering in influencing chemical dilation and mechanical strength.**

(b) **Explore coupled strain-transport mechanisms**: Can strain in SOFC cathodes be engineered to increase ionic conductivity? How can we elucidate and control stability of hetero-nanostructures under electrochemical driving forces?

(c) **Control interface reactivity via strain**: Can strain in SOFC cathodes be engineered to increase the oxygen reduction reaction (ORR)? **What are the roles of crystal structure, cation type, and in-plane strain at hetero-interfaces in influencing electronic structure and point defect physics and their impact on pathways and barriers for oxygen reduction and diffusion?**
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Disorder & diffusion in complex oxides: towards prediction & control
Blas Pedro Uberuaga, Los Alamos National Laboratory

Program Scope

Mass transport is the defining property for a number of technologically important complex oxides, with numerous applications, from fuel cells to nuclear materials. Thus, there is great incentive for both predicting and controlling mass transport. Intrinsic site disorder, in which cation species of different types exchange position, is one key mechanism for controlling transport. In addition, site disorder can itself be controlled with irradiation. Not only is site disorder a controlling factor in the radiation tolerance of complex oxides, it also greatly influences mass transport. There is great potential in both predicting and controlling diffusion as it relates to site disorder in complex oxides. Further, given that site disorder greatly influences radiation damage evolution in complex oxides, there is a need for understanding not only anion but also cation transport – how both depend on site disorder in the material and how that site disorder depends on crystal structure and chemistry. Conversely, radiation damage can be used as a tool to induce site disorder. We use a combination of state-of-the-art atomistic modeling methods with advanced experimental characterization to determine how the atomic scale mechanisms governing mass transport depend on the local site disorder as a function of the chemistry and structure of the material.

Recent Progress

Over the last two years, we have had two major foci. The first involves applying molecular dynamics (MD) and accelerated molecular dynamics methods to study the kinetic behavior of complex oxides. The second focus has been on developing experimental capability to examine defect mobilities in a variety of environments.

Our simulation efforts have examined two aspects of defect kinetics in complex oxides. First, in both pyrochlores ($A_2B_2O_7$) and double perovskites ($AA^\prime BB'O_6$), we have studied the migration of oxygen as a function of cation ordering. In the case of pyrochlores, we examined how cation disorder – mixing between the A and B sublattices – influences oxygen transport. Pyrochlores have been widely studied in the past as fast ion conductors where it has been shown that oxygen ionic conductivity increases significantly as the chemistry changes from $B=Ti$ to $B=Zr$ [1]. However, experimentally, it is difficult to separate the roles of chemistry and disorder. Using MD [2], we separated these effects, showing that the increase in conductivity as $Ti \rightarrow Zr$ is a
consequence of both the changing chemistry and cation disorder, see Fig. 1. Zr pyrochlores exhibit higher ionic conductivities than Ti pyrochlores for the same level of cation disorder. However, in both pyrochlores, ionic conductivity increases with A/B cation mixing. When excess oxygen defects are introduced, we find that the change in conductivity with cation disorder is non-monotonic, with small amounts of cation disorder slowing oxygen diffusion down.

We also simulated how oxygen vacancies diffuse in double perovskites as a function of cation ordering [3]. The cations in double perovskites can order in several different ways. On each sublattice, they can be ordered in a columnar, layered or rocksalt manner. When the two sublattices are combined, this leads to nine distinct ordered structures. Using temperature accelerated dynamics (TAD), we determined the pathway and activation energy for oxygen vacancies in each of these orderings. Both the activation energy and the fundamental nature (one-dimensional versus three-dimensional) of migration are sensitive to the cation ordering. Surprisingly, mobility can be faster in double perovskites than in either of the single perovskite end members, as highlighted in Fig. 2.

On the other front, we have been studying cation dynamics, which are critical for understanding not only radiation damage evolution but also fundamental processes associated with sintering. Two examples highlight our efforts in this area. First, in a paper recently accepted in Phys. Chem. Chem. Phys. [4], we simulated, using TAD, the evolution of cation defects within pyrochlore. We found complex behavior in which the two cation sublattices are not always independent. Defects created on one sublattice can decay into antisites and defects on the other sublattice (Fig. 3). Further, this behavior is sensitive to the chemistry of the pyrochlore, with pyrochlores having cations with more dissimilar ionic radii exhibit pure diffusion on the B sublattice while those with more similar radii displaying this more complex behavior.

Past work has shown that, in pyrochlores, amorphization resistance correlates with the ease of cation disordering [5]. That is, pyrochlores in which the cations easily disorder are more amorphization resistant. In a paper currently under review at Nature Communications [6], we used experiment and theory to examine whether this behavior holds in another class of complex oxides, spinels (AB$_2$O$_4$). Surprisingly, transmission electron microscopy (TEM) and x-ray diffraction on three irradiated spinels reveal exactly the opposite behavior: those spinels in which cation disordering is the most difficult were the hardest to amorphize. Density functional theory (DFT) finds that the observed tendencies to amorphize are anti-correlated with the
disordering energy while TAD simulations show that the harder it is to disorder the spinel, the faster it recovers (Fig. 4). Together, these results reveal that the structural cation vacancies that are present in spinel lead to recovery pathways that are not present in pyrochlore. The fundamental difference is due to cation kinetics.

Finally, we are developing experimental capability to probe the kinetics associated with irradiated complex oxides. We have purchased a microprobe test station to enhance our capabilities to measure ionic conductivity, a hot stage for our x-ray diffractometer (XRD), and a hot stage holder for in situ TEM. The microprobe has been installed and is providing data, as reported below. The hot stage for XRD had some issues as delivered from the vendor and is being replaced. Finally, the hot stage for TEM was just ordered and we expect delivery by the end of this fiscal year. Together, these capabilities will provide enhanced abilities to interrogate the kinetics associated with damaged oxides.

Concurrently, our experimental efforts have focused on two thrusts. First, we have been developing a procedure to grow thin films of pyrochlores. This is to ensure that, upon irradiation, a uniform level of damage is introduced across the pyrochlore, providing less ambiguity regarding the damage profile and thus interpretation of the measured conductivity. This has proved challenging – all reports in the literature of attempts to grow thin films of pyrochlore have lead to disordered fluorite. However, we have recently had a breakthrough in which we did produce a pyrochlore film, though with higher levels of porosity than ideal. We are currently refining the process to provide a denser film suitable for conductivity measurements.

In parallel, we have implanted bulk pyrochlores and measured ionic conductivity as a function of damage. While these have the disadvantage of non-uniform damage profiles, they provide us with samples to understand the relationship between damage and oxygen transport. We have performed two sets of implants, one using He to produce minimal damage, to introduce cation disorder gradually. The second set of implants used Kr to heavily damage the samples (~100 dpa) to understand the high-damage regime. Both Gd$_2$Ti$_2$O$_7$ (GTO) and Gd$_2$Zr$_2$O$_7$ were implanted under both conditions. Our preliminary results for GTO are highlighted in Fig. 5. We are currently working to both validate and understand these measurements, but they reveal some surprising behavior. Ionic conductivity in the pristine sample is in reasonable agreement with literature results [1]. Upon implantation with He, we find an increase in the ionic conductivity. XRD confirms that, after this implant, the pyrochlore has disordered to fluorite; thus this result is consistent with our MD simulations as described above. However, upon implantation with a heavy dose of Kr, the ionic conductivity increases dramatically, especially at lower temperatures. We are currently characterizing this material, but initial indications are that the material first amorphized and then recrystallized during the first temperature cycle. However, clearly, it did not recover to perfect pyrochlore.
Future Plans

Over the next year, our focus will be on experimentally interrogating the kinetics of damaged complex oxides. This will include irradiating and characterizing pyrochlore thin films. Once we have optimized the growth parameters to provide dense films with the pyrochlore structure, we will irradiate these such that the implanting ion is deep into the substrate, providing a uniformly damaged pyrochlore without the influence of the implanted species. Ionic conductivity will be measured in these films to better connect cation disorder with ionic conductivity. In parallel, we will continue to characterize our bulk samples. We have intriguing results on the highly-damaged GTO and GZO. In contrast to GTO in which we saw large increases in conductivity (Fig. 5), in GZO we see large decreases in conductivity under the same irradiation conditions. We will characterize (TEM and XRD) these samples to identify the origins of the differing changes in ionic conductivity. These will be compared with the He implanted samples to form a complete picture of the relationship between cation disorder and ionic conductivity.

At the same time, we will begin in situ TEM high temperature annealing studies to identify the mechanisms responsible for damage recovery on the cation sublattices in pyrochlore. By identifying the temperature at which different kinetic regimes activate (annealing of amorphous phases, growth of dislocation loops, etc), we can correlate those temperatures with activation energies determined from simulations to identify rate-limiting steps and thus atomistic mechanisms that are responsible for these different kinetic regimes.

Our modeling will be integrated into these experimental studies to provide the connection to fundamental mechanisms. In addition, we are closely working with Art Voter and his team at LANL to extend the accelerated molecular dynamics methods to treat the types of disordered systems we are examining here in which there are multiple and very different time scales.
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Program Scope

The overarching goal of this project is to advance our atomic and electronic level understanding of the plastic deformation and other mechanical properties of body-centered-cubic (BCC) transition metals and alloys, including effects of irradiation. This is carried out by atomistic computer simulations of relevant lattice defects (dislocations, point defects, interfaces) and their behavior when mechanically loading the corresponding material. The impetus for this study is two-fold. From the engineering point of view BCC transition metals and their alloys are the central materials employed in technologies associated with energy production and conversion. From the point of view of the basic science the major challenge in their modeling is that bonding in these metals is a mixed covalent and nearly free electron and cannot be treated adequately using common central-force schemes such as EAM. In principle, a full inclusion of complex bonding mediated by electrons could be achieved by calculations based on the density-functional theory (DFT) but in such calculations studies of phenomena, such as dislocation glide, are very restricted owing to the rather small size of the atomic block and periodic boundary conditions. Hence, a description of atomic interactions in these materials in terms of interatomic potentials is essential for extensive atomistic modeling of their mechanical properties. Such approach represents a coarse-graining that removes the electronic degrees of freedom [1, 2].

In our research the potentials developed and used are bond-order-potentials in which the cohesive energy is the sum of the attractive contribution, $E^{\text{cov}}$, and the repulsive contribution $E^{\text{rep}}$. $E^{\text{cov}}$ is written as a sum of contributions from bonds between individual atoms $i$ and $j$

$$E^{\text{cov}} = \sum_{i\neq j} \sum_{\gamma} H_{\delta,\gamma} \Theta_{\gamma,i\delta}$$

where $H_{\delta,\gamma}$ are the matrix elements of the two-center tight-binding (TB) Hamiltonian that may be written in terms of the Slater–Koster bond integrals and direction cosines of the bond vector [3]. $\Theta_{\gamma,i\delta}$ are the matrix elements of the bond order corresponding to twice the density matrix. The indices $\delta$ and $\gamma$ relate to orbitals included. The scheme for evaluation of the bond order is implemented in the Oxford order-N package (OXON) that has been used in all our calculations. Only d-bonds are included in the Hamiltonian but the effect of s-electrons is comprised via screening of the corresponding d bonds by s electrons at neighboring atoms [4]. The local charge neutrality is imposed in the calculations self-consistently and the repulsion is represented by a physically justified functional form described in detail in [5]. Moreover, the BCC iron is mechanically stable owing to the ferromagnetism [6] and thus this aspect of bonding has to be incorporated into the interatomic potentials for iron. This is done by including into the energy the magnetic contribution via the model of the itinerant magnetism [7] with the magnetic moments adjusted self-consistently together with the charge neutrality [8].

Recent Progress

Bond-order potentials (BOPs)

The bond order potentials were fully developed for BCC metals of group 5 (V, Ta, Nb), group
6 (Cr, Mo, W) and Fe. The transferability of these potentials to environments that differ significantly from the ideal BCC lattice, in particular those that are very distorted locally was thoroughly investigated. These tests, the results of which were compared either with DFT calculations or experiments, involved evaluation of energies of several alternate structures (FCC, HCP, A15 and simple cubic), vacancy formation energies, transformation paths that connect the BCC lattice with FCC, HCP, BCT and SC via continuously distorted configurations, phonon dispersion dependences and interstitial configurations. In the latter case some adjustments of the total number of d electrons is needed in some cases in order to achieve agreement with DFT calculations. In the case of Fe different magnetic states (ferromagnetic, anti-ferromagnetic and non magnetic) were studied showing the BCC ferromagnetic state to be the most favored.

As examples of these tests the Table 1 summarizes the results of the study of vacancy formation energies and Figure 1 shows examples of phonon dispersions for Nb and Fe. The quality of the results for other metals studied is very much the same as those shown here as examples.

<table>
<thead>
<tr>
<th></th>
<th>V</th>
<th>Nb</th>
<th>Ta</th>
<th>Cr</th>
<th>Mo</th>
<th>W</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOP</td>
<td>2.33</td>
<td>3.22</td>
<td>3.32</td>
<td>2.43</td>
<td>2.53</td>
<td>3.93</td>
<td>1.91</td>
</tr>
<tr>
<td>DFT</td>
<td>2.51</td>
<td>2.99</td>
<td>3.14</td>
<td>2.64</td>
<td>2.96</td>
<td>3.56</td>
<td>2.15</td>
</tr>
<tr>
<td>Experiment</td>
<td>2.1 — 2.2</td>
<td>2.6 — 3.1</td>
<td>2.8 — 3.1</td>
<td>2.0 — 2.4</td>
<td>2.6 — 3.2</td>
<td>3.5 — 4.1</td>
<td>1.6 — 2.2</td>
</tr>
</tbody>
</table>

Table 1. Vacancy formation energies (eV) calculated using BOP, DFT and measured experimentally

The tests of the transferability of the developed BOPs demonstrate unambiguously that they are appropriate for modeling of defective structures, such as various crystal defects and their properties. It is essential that these potentials reflect fully the most important aspects of bonding in the metals studied, in particular mixed covalent and nearly free electron bonding and the many-body character of the repulsion between the atoms. In this way they capture the most important aspects of bonding that is fully included in any DFT study but allow us to carry out the calculations for much larger blocks of atoms without the requirement of periodic boundary conditions.

**Structure and motion of 1/2(111) screw dislocations – Anomalous slip**

It is now well established that the mechanical behavior in BCC metals is controlled by ½<111> screw dislocations that possess non-planar cores (for a recent review see [9]). The core structure of these dislocations in all metals studied was calculated using the BOPs developed. In all cases the non-degenerate core structure, invariant to both the [111] screw axis and the [101] diad (reflection in the (111) plane followed by reflection in the (121) plane), was found for the ½[111] screw dislocation. This was also found in all available DFT calculations (e.g. [10, 11). The screw components of the relative displacements of neighboring atoms within the core were found to be practically the same for all the metals studied. This could suggest that the cores of screw dislocations and thus their behavior is the same in all transition metals, depending only on the geometry of the BCC lattice. However, it is well known that there are significant differences in the...
plastic properties of different transition metals, in particular in their slip geometry. Indeed, important differences were found in the core displacements perpendicular to the Burgers vector, called edge displacements. Examples are shown in Figure 2 for Nb, Mo and Fe. While these displacements are much smaller than the screw displacements, they are, apparently, responsible for different aspects of the dislocation glide in different transition metals.

Figure 2. Edge components of the core displacements in Nb, Mo and Fe. The arrows represent relative displacements of atoms perpendicular to the Burgers vector in the direction of these arrows.

Using molecular statics the glide of the $\frac{1}{2}[111]$ screw dislocation (at 0K) was studied for loading in pure shear parallel to the Burgers vector and in tension/compression for a number of orientations of the loading axes within the standard triangle. In all cases the shear stress parallel to the Burgers vector that drives the dislocation glide was highest in the $(\overline{1} 0 1)$ plane. While the slip was in all cases confined to a $\{101\}$ plane, the glide was not necessarily in the plane with the highest shear stress parallel to the Burgers vector. For example, in Nb loaded in tension along various loading axes the slip plane was always $(0\overline{1}1)$ that is inclined by $60^\circ$ with respect to the most highly stressed $\{101\}$ plane, $(\overline{1} 0 1)$. In Mo the most active $\{101\}$ plane was also inclined with respect to the most highly stressed $(\overline{1} 0 1)$ plane by $60^\circ$ but for loading in compression. At the same time in Fe the slip plane was always the $(101)$ plane and for some special orientations of loading a combination of $(\overline{1} 0 1)$ and $(0\overline{1}1)$ planes. This suggests an explanation of the anomalous slip observed in some pure BCC metals at low temperatures, in particular those of group 5. This phenomenon, which has never been fully explained, is that in some bcc transition metals the dominant slip system may have the Schmid factor significantly lower than several other more highly stressed systems. Meanwhile, these more highly stressed slip systems may be considerably less active and even absent. The pronounced example is the deformation of Nb in tension with the loading axis in the center of the standard triangle [12]. The most active slip that carries about 70% of the strain is the $(0\overline{1}1)[111]$ that is fifth in the order of Schmid factors. This agrees excellently with results of our simulations. Similarly, observation of the anomalous slip in compressed Mo [13] also shows the slip on the same type of the slip system but in this case carrying only about 10% of the strain. This again agrees with out modeling that shows that while the anomalous system is a possible slip system, the most highly stressed $(\overline{1} 0 1)[111]$ system may operate more significantly. At the same time, the anomalous slip has never been observed in Fe, again in agreement with our modeling. Thus the most important finding based on our simulations of the dislocation glide is that the anomalous slip arises from the structure of the core of $\frac{1}{2}[111]$ screw dislocations as many other plastic properties of BCC metals do. The differences between different metals relate to their different details of bonding and are reflected in different edge components of core displacements.
Substitutional random alloys composed of several transition metals

The approach adopted introduces the alloying effect in the spirit of the regular solution by considering individual atoms of the system as ‘pseudo-atoms’ whose properties are ‘mixtures’ of properties of the two types of atoms. The assumption is that the mixing of the two materials is homogeneous and no ordering occurs. The mixing is introduced on the level of bond integrals for the attractive part while repulsion is a direct mixing of individual repulsions. This approach was applied to the study of the Ta-W alloy. The calculated dependence of the lattice parameter on the concentration of Ta follows quantitatively the deviation from the Vegards law found in DFT calculations in [14]. The same was found for the concentration dependence of the bulk modulus. The related dislocation study demonstrated that the anomalous slip in Ta decreases with increasing concentration of W in agreement with experiments.

Future Plans

As explained above, atomistic studies of the dislocation glide at 0K lead to an explanation of the anomalous slip based on the special properties of the cores of $\frac{1}{2}<111>$ screw dislocations. In order to include the effect of temperature used in experiments, we expand the study to calculating relevant Peierls barriers. The essential part of this study is the full inclusion of the effect of the applied stress tensor on these barriers needed for investigation of the thermally activated dislocation glide [15]. This will allow us to assess accurately in which materials the anomalous slip dominates and in which it is shared with the slip on the most highly stressed {101} planes. When completed, we believe it will solve the long-standing puzzle of the anomalous slip.

In collaboration with the group of Prof. Drautz at the University of Bochum, we shall participate in the development of analytical BOPs that will allow us to employ BOPs in molecular dynamics studies and may be included into the codes such as LAMMPS simulator.

Another development is investigation of the interaction of dislocations and grain boundaries with point defects, specifically vacancies and self-interstitials. This is an important step in studying the effect of the radiation damage on the mechanical properties of transition metals and iron.

The most important future direction of our research will be development of BOPs for substitutional alloys, following the approach described above and employed for Ta-W alloys. A long-term plan is that this development will lead towards modeling of the mechanical behavior of the compositionally complex, also called high-entropy, alloys that contain multiple principal elements while crystalizing in relatively simple structures (FCC and BCC). When such potentials are developed they will be used first to investigate structural stabilities of these complex alloys and later in studies of dislocations and other crystal defects that control the mechanical properties of these materials.
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Program Scope

The overall objective of this project is to determine the basic processes by which localized deformation in irradiated materials leads to intergranular cracking in alloys in aggressive environments at high temperature. We will utilize a mesoscale science approach that provides linkage from atomistic simulations of dislocation responses to the accommodation and emission of dislocations from grain boundaries, through direct observation of dislocations with irradiation defects and grain boundaries, to macroscale experiments. The consequence of this combined effort will be the identification of the factors most likely responsible for establishing not only the local stress state at grain boundaries prone to failure but also their location with respect to the macroscopic applied stress. The grain boundaries and local conditions at which disruption of the surface oxide and hence, exposure to the water environment is most probable, have been identified. Having isolated these conditions, we are poised to address why this failure does not occur at every grain boundary that is favorably oriented, why it remains isolated at one channel over others along the same grain boundary, and what is the role of environment in inducing the cracking. With these questions in mind, we will focus on the following sub-objectives that are designed to bring us closer to determining the mechanism of irradiation assisted stress corrosion cracking, IASCC.

- Since all DC-GB intersections do not result in cracking, what is the distinguishing factor or condition? That is, what conditions or properties determine the weakest link that initiates grain boundary failure at a specific site on a particular boundary? If a threshold in stress for initiation of IASCC exists, can it be determined?
- Can the variability in cracking propensity between different alloys be explained by specific material properties such as stacking fault energy, grain boundary structure, or the constraints imposed by the surrounding grains?
- A characteristic of IASCC is that while cracking readily occurs in high temperature water, straining at the same temperature and strain rate in an inert environment does not result in cracking. So the water environment plays a critical role on the cracking process. The corrosion reaction between high temperature water and the base metal results in the formation of an oxide, the generation of hydrogen and the generation of vacancies. Which of these factors, either separately or in combination work in concert with a highly localized stress state to explain the susceptibility to IASCC?
Recent Progress

As a precursor to quantitative measurement of localized stresses in irradiated samples, a method was developed for measuring the stress ahead of a blocked slip band in unirradiated material utilizing high-resolution electron backscatter diffraction (HREBSD) patterns and a cross correlation software, Cross Court 3 (CC3), for data analysis. For this study, a Fe-21Cr-32Ni tensile bar was electropolished for EBSD analysis. A constant extension rate tensile (CERT) test was performed in an argon environment at 288°C to 0.7% total plastic strain. EBSD was then performed using a Philips XL30FEG SEM and TSL 6 software.

Several scans were made in areas that showed prominent slip bands in one grain, with no sign of localized deformation in the adjacent grain. This should correspond to the highest stress state since transmission of the slip band would relax some of the stress. The stress state calculated by the CC3 software, using the process outlined above, for one particular scan area is shown in Fig. 1. Visible here is a plume of elevated stress leading from the head of the slip band into the adjacent grain. This stress distribution is representative of many scans that have been taken using this technique. The highest magnitude of stress occurred at the intersection point, and dropped significantly with distance from the grain boundary. Stress values deviated from the matrix stress values significantly over the first couple microns, reaching 20% of the maximum value at a distance of 3.1 microns from the intersection site. The data is fit to a function of the form \( \sigma = A + K/(X + B)^{1/2} \) where \( A \) is the stress just outside the affected zone, \( K \) is the stress intensity factor caused by the intersection of a slip system and a grain boundary, \( X \) is the distance from the grain boundary and \( B \) is a correction for the uncertainty of the grain boundary position. For the case shown in Fig. 2, the value of \( K \) is 0.807 MPa m\(^{1/2}\). It follows a similar decay in magnitude as observed by Britton and Wilkinson, who showed an 80% stress reduction in 3.2 microns [2], with a \( K \) value of 0.477 MPa m\(^{1/2}\) for commercial purity titanium. Given the distribution of stress and the magnitude of measured values, HREBSD has been shown to be a plausible technique for analyzing unirradiated austenitic stainless steel.

![Figure 1. Stress map near a slip band-grain boundary intersection as determined from Cross Court 3 [1].](image1)

![Figure 2. Stress as a function of distance from the slip band-grain boundary intersection and that from Wilkinson et al. on commercial purity Ti [2].](image2)
The localized stresses near the dislocation-grain boundary intersections were also studied using atomistic computer simulations in polycrystalline digital samples. The samples were subject to virtual tensile testing using a model EAM interatomic potential and a temperature of 300K. The molecular dynamics simulations yielded information on the local stress state of every atom in the sample and 30 atom averages were calculated to study the stress localization in the intersection region. An example is shown in Fig. 3 for an overall sample deformation level of 3.5%. The snapshot in this figure corresponds to the arrival of the dislocation at the grain boundary. The stresses are plotted using a color map up to 2 GPa, for a direct comparison with experimental results of Figure 1. Figure 4 shows the corresponding stress values as a function of the distance to the boundary in the grain adjacent to the one were the dislocation has just arrived. As expected, the individual atom data show a large scatter, particularly in the region near the grain boundary. The calculated 30 atom averages show a stress concentration near the boundary at levels of about 1 GPa. This peak value is similar to that observed in the experiment. The data in the simulations also decay with distance from the grain boundary, but the decay is more pronounced than the experimental observations. In order to make a quantitative comparison the simulation data were fit to the same equation as the experiments. The value of the constant $K$ obtained for the case of Figure 5 is $0.005 \text{MPa} \cdot \text{m}^{1/2}$. This value is much smaller than the corresponding experimental result. The difference could be due to the much smaller grain sizes utilized in the simulations. The experimental result corresponds to the intersection of a slip band that possibly contains many more dislocations than the simulation. The agreement in the general values of maximum stress observed is an important result. The simulation work can now study the conditions for dislocation transmission.

Recent work has also focused on the correlation between composition of grain boundaries (GBs) and their susceptibility to irradiation-assisted stress corrosion cracking (IASCC). Tensile bars of a Fe-13Cr-15Ni austenitic stainless steel were irradiated with 3.2 MeV protons to a dose of 5 dpa, and then strained in a simulated boiling water reactor environment to a plastic strain of 3%. Cross-sectional specimens were extracted inside focused-ion beam (FIB) machined from regions of interest where dislocation channels intersected with GBs but no slip transfer occurred. Characterization of GB microstructure and composition was then carried out using (scanning) transmission electron microscope (S/TEM).
Figure 5(a) shows a representative dark-field STEM image of a GB and the surface oxides. Diffraction analysis suggests this GB to be close to a $\Sigma 39$ (111)/32.2° twist boundary, and no intergranular cracking was observed. A slight depletion of Cr and segregation of Ni were noticed near this GB (see Fig. 5(b)), while no detectable change of composition was found near some other $\Sigma 3$ (111)/60° twin boundaries (not shown here). The GB depletion of Cr (and Fe) and enrichment of Ni was more significant near the metal/oxide interface, which led to the formation of a Cr-rich protective oxide layer right above the GB (see Fig. 5(c)). Therefore, the susceptibility of a local site of GB would be reasonably correlated with a) the initial level of GB depletion of Cr that depends on the GB character, and b) the localized deformation at a GB that keeps rupturing the Cr-rich oxides and driving the Cr from GB to surface. Ultimately, a cracked GB would be exhausted of Cr.

**Future Plans**

With the successful characterization of slip lines at grain boundaries and a method for reducing the height of the dislocation channel steps on the surface, our immediate future plans are to characterize the stress distribution ahead of the DC-GB intersection in irradiated samples. The simulation work will study the effects of grain size on the stress near the intersections. The simulations will also allow the study of the time evolution of these stresses as the dislocation is arriving at the boundary and the critical transmission event is reached. Microscopic work will focus on obtaining more cross-sectional specimens from cracked grain boundaries and on the evolution of composition along GB (from base metal to oxides inside crack) to correlate with susceptibility to IASCC. Efforts will be made to capture the evidence of dislocation channels intersecting with GBs, to shed light on the local stress at GBs. In-situ TEM straining tests will also be performed to understand the effect of alloy composition on the mechanism of slip transfer at GBs in irradiated systems.
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Program Scope

The overarching goal of this research is to understand, predictively model, and ultimately control the dynamic response of ceramic structures to energy deposition from irradiation at the level of electrons and atoms. The design of radiation tolerant materials and creation of new functional materials by ion beam modification demand a comprehensive understanding and predictive models of energy transfer and exchange processes between the electronic and atomic structures. To achieve this goal, this research is currently focused on applying integrated experimental and computational approaches to investigate the additive, competitive and synergistic effects of energy deposition and dissipation to electrons and atomic nuclei on the response of model ceramics to single ion events and the collective effects of multiple ion events. The separate and coupled dynamics of electronic and atomic processes are investigated over a range of irradiation conditions to elucidate the underlying mechanisms. Scientific advances from the work will not only lead to new design principles for self-healing and radiation tolerant materials in extreme radiation environments, but will also provide the foundation for the design and control of material properties to enable broad advances in sustainable energy technologies and national security.

Recent Progress

The interaction of energetic ions with solids results in energy loss to both atomic nuclei and electrons in the solid, as illustrated in Fig. 1. In an invited article, recent advances in understanding and modeling the additive and competitive effects of nuclear and electronic energy loss on the response of materials to ion beam modification were reviewed. The results provide conclusive evidence that energy loss by energetic ions to electrons (ionization) can contribute additively to radiation damage production or lead to competitive self-
healing of radiation damage created by atomic collisions [1]. Hybrid computational methods that model the effects of energy transfer from electrons to atomic nuclei are experimentally validated. These findings have significant implications because of the evolving use of ion beams to synthesize and functionalize materials or mimic the response of materials to extreme radiation environments. Ionization-induced self-healing provides a novel approach to: (1) improve the quality of epitaxial films for devices and surface barrier coatings for harsh environments; (2) non-thermally heal ion-implantation damage during chip manufacturing; and (3) develop radiation-tolerant materials for nuclear, high-energy accelerator and space applications. Ionization-induced damage production can be exploited over a wide range of energies to create: novel defect states and structures far from equilibrium; nanopores; unique nanostructures; and new functionalities in materials.

Understanding of ionization-induced recovery has been advanced by the discovery of substantial annealing of pre-existing defects and restoration of structural order in SiC from energy transferred to electrons, via inelastic ionization processes, by ions with large ratios of electronic to nuclear energy loss [2]. This discovery was validated experimentally by substantial reduction of structural disorder measured macroscopically by ion channeling methods and at the atomic level by scanning transmission electron microscopy, and the results were confirmed by atomistic simulations based on the two-temperature model. Cross sections for defect recovery, derived from the experiments, increase linearly with electronic energy loss, as shown in Fig. 2, and decrease with increasing level of relative structural disorder, \( f_0 \). Energy transfer to electrons of 1.4 keV/nm causes sufficient ionization to activate this recovery process. These results identify a significant mechanism for self-healing of radiation damage in SiC for nuclear and space applications, and demonstrate the important effects of energy transfer to electrons for repair of ion implantation damage in advanced electronics and for predicting material performance in extreme radiation environments where ionization and defect production occur simultaneously.

A colossal synergy, orders of magnitude larger than anything previously reported, has been discovered to occur between electronic energy loss by ions and pre-existing atomic defects created by elastic energy loss in single-crystal SrTiO₃ [3]. This synergy results in the formation of nanometer-sized amorphous tracks, but only in the region with pre-existing defects. These defects decrease the electronic and atomic thermal conductivities and increase the electron-phonon coupling, which highly localizes the thermal spike for each ion, resulting in the formation of an amorphous track that is observed experimentally and confirmed in atomistic...
simulations based on the two-temperature model, as shown in Fig. 3. This work identifies a major gap in fundamental understanding on the role of defects in electronic energy dissipation and electron-lattice coupling. As SrTiO$_3$ is a foundational material in functional microelectronics, the work also provides new insights for creating novel interfaces and nanostructures to functionalize thin-film structures, including tunable electronic, magnetic and optical properties.

*Ab initio* molecular dynamics calculations have revealed that electronic excitations induce a structural instability that transforms Y$_2$Ti$_2$O$_7$, Gd$_2$Ti$_2$O$_7$ and Sm$_2$Ti$_2$O$_7$ with the pyrochlore crystal structure to an amorphous state [4]. Normally, radiation-induced amorphization is a high-energy process caused by local melting due to thermal spikes created by atomic collision cascades or extreme ionization; however, this work demonstrates that localized electronic excitations make the transformation to an amorphous state easier. In these pyrochlore structures, excitation of the oxygen 2p electrons creates an instability of the structure, as illustrated in Fig. 4, that decreases the temperature for the crystalline-to-amorphous transformation as the concentration of electronic excitations increases: from the melt temperature for no electronic excitations to room temperature for electronic excitation concentrations of 1.4% for Gd$_2$Ti$_2$O$_7$ and Sm$_2$Ti$_2$O$_7$ and 1.6% for Y$_2$Ti$_2$O$_7$. The results demonstrate the critical role local electronic excitations have on the structural stability of ceramics, and improved understanding will lead to more radiation-tolerant materials and novel approaches using lasers, electrons and ions to modifying the structures and properties of ceramic surfaces, films and coatings for nuclear, electronic, magnetic, optical, catalytic and thermal-barrier applications.

**Future Plans**

Any significant synergistic effects are expected to come primarily from the interaction of the electronic energy loss with the defects that accumulate and evolve from previous ion trajectories. Based on the colossal synergistic effect observed in SrTiO$_3$ [2], experimental and
computational studies are planned to investigate this effect as functions of electronic energy loss, pre-existing defect concentration, and temperature. Based on atomistic simulations, a similar synergistic effect is predicted to occur in KTaO$_3$, and experimental studies are planned to validate these predictions. To understand how broadly this new phenomena may occur, similar studies are planned for LiTaO$_3$.

While much of our current and planned research is focused on separate effects studies using heavy ions that have high ratios of electronic to nuclear energy loss, studies on the effects of simultaneous electronic and nuclear energy loss for single ion trajectories are planned for SiC using ions with comparable electronic and nuclear energy loss. In these studies, the thermal spike from the primary ion will overlap much of the recoil trajectories, and the energy of the thermal spike is supplemented to some extent by the electronic energy loss of the secondary recoils.

A primary focus over the next 3 years will be on materials, ions and energy regimes where the two temperature model is applicable and can be utilized to reveal underlying mechanisms. The computation effort will focus on molecular dynamics simulations, based on the two-temperature model and simultaneous effects of electronic and nuclear energy losses, which support the parallel experimental effort. By exploring a wide range of experimental conditions for a few model ceramics, the fidelity of the two-temperature model will be evaluated and constraints on some of the parameters will be determined. We will work toward separately measuring (or even calculating) some of the parameters, such as electron-phonon coupling and thermal conductivity, for pristine and pre-damaged model ABO$_3$ oxides to improve the predictive power and accuracy.

Most of the model ceramics of interest have strong luminescence signatures for vacancy defects, and in situ luminescence measurements at cryogenic temperatures (down to 20 K) will be used to study the production and recovery of vacancy defects from the energy loss to electrons and atomic nuclei by energetic ions. The outcome from these studies will be essential to advance our understanding on electronic and atomic response of ceramic structures to irradiation.
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Deformation mechanisms of nanotwinne Al
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Program Scope

The objective of this proposal is to investigate the role of different types of layer interfaces on the formation of high density stacking fault (SF) in Al in Al/fcc multilayers, and understand the corresponding deformation mechanisms of the films. Stacking faults or twins can be intentionally introduced (via growth) into certain fcc metals with low stacking fault energy (such as Cu, Ag and 330 stainless steels) to achieve high strength, high ductility, superior thermal stability and good electrical conductivity. However it is still a major challenge to synthesize these types of defects into metals with high stacking fault energy, such as Al. Although deformation twins have been observed in some nanocrystalline Al powders by low temperature, high strain rate cryomilling or in Al at the edge of crack tip or indentation (with the assistance of high stress intensity factor), these deformation techniques typically introduce twins sporadically and the control of deformation twin density in Al is still not feasible.

This proposal will test the following hypotheses: (1) Certain type of layer interfaces may assist the formation of SF in Al, (2) Al with high density SF may have deformation mechanisms drastically different from those of coarse-grained Al and nanotwinned Cu. To test these hypotheses, we will perform the following tasks: (i) Investigate the influence of layer interfaces, stresses and deposition parameters on the formation and density of SF in Al. (ii) Understand the role of SF on the deformation behavior of Al. In situ nanoindentation experiments will be performed to probe deformation mechanisms in Al.

Recent Progress

During 2014-2015, we have performed in-depth studies on several projects: (1) apply in situ nanoindentation technique to study the plasticity and working hardening of nt Al; (2) reveal the detwinning process and interaction between dislocations and coherent twin boundaries (CTBs) of nanotwinned (nt) metals under in-situ nanoindentation; (3) investigate fatigue resistance of nanotwinned metals; (4) explore the formation of growth twins in nanocrystalline Al films

(1) In situ nanoindentation study on plasticity and work hardening in Al with incoherent twin boundaries (ITBs) (Nature Communications, 2014)

The plasticity of twinned high stacking-fault energy metal, such as Al with ITBs, has not been investigated. We report on high work hardening capacity and plasticity in highly twinned aluminum containing abundant \( \Sigma 3 \{112\} \) ITBs based on in-situ nanoindentation studies in a transmission electron microscope and corresponding molecular dynamics (MD) simulations. The simulations also reveal major differences in deformation mechanisms between nt Cu and Al ascribed to stacking-fault energy controlled dislocation-incoherent twin boundary interactions.

Multiple indentation cycles were performed near ITB (in nt Al) which is parallel to the loading direction. During the first and second indentation cycles, the dislocations are nucleated and confined by the ITB. During the third cycle, the indentation stress-displacement curve in Fig. 1a shows apparent work hardening behavior (Fig. 1). In particular we observed extensive
dislocation pile-ups against the ITB during this indentation. Furthermore the originally flat ITB becomes distorted as evidenced by the formation of steps shown by the red dotted line in Fig. 1f.

Figure 1. Dislocation pile-ups against ITBs and work hardening in nanotwinned Al. (a) The indentation stress–displacement curve during the indentation cycle 3 shows work hardening behavior. Multiple arrows placed on each side of the curve and the adjacent letters correspond to the following TEM micrographs. (b) During elastic deformation up to 10 s, several pre-existing dislocations started to migrate toward the ITB. The domain underneath the indenter remained its low dislocation density. Scale bar here and in subsequent panels is 100 nm. (c) By 29 s, right before the onset of load drop (shown in e), the pre-existing dislocations formed a network and piled up at the ITB, the position of which was outlined by a red dotted line. (d) At 33 s, instantaneous nucleation of numerous dislocations occurred, and a distinctive load drop accompanied the nucleation event. (e) At 37 s, these new dislocations propagated left toward the ITB whereat they were blocked. (f) By 40 s, the continuous pile-up of dislocations appeared to distort a small portion of the ITB as indicated by a red dotted line labeled as step 1.

Molecular dynamics (MD) simulations (in collaboration with Jian Wang at Los Alamos National Lab) were applied to investigate the influence of SFE on deformation mechanisms in twinned metals. The major findings from simulations include the followings. (a) ITBs are stable when lattice dislocations are nucleated during indentation in nt Al, while in nt Cu, ITBs dissociate into two tilt walls bounding a volume of 9R phase before absorbing lattice dislocations. (b) In nt Al, lattice dislocations interact with ITBs and then dissociate into interface disconnections. In comparison in nt Cu, the 9R regions can accommodate plastic deformation by allowing frequent transmission of lattice dislocations. Therefore, the ITB barrier resistance for lattice dislocations in nt Cu is much lower than that in nt Al Correspondingly ITBs in high SFE nt metals could induces significant work hardening and plasticity.

(2) Plasticity and ultra-low stress induced twin boundary migration in nanotwinned Cu by \textit{in situ} nanoindentation studies \textbf{(Applied Physics Letters, 2014)}

\textit{In situ} nanoindentation was performed on sputtered epitaxial nt Cu films. Fig. 2a shows a typical indentation stress vs. displacement plot captured during indentation. At 12 s, a clear stress plateau has been observed at \(\sim 0.1\) GPa. The corresponding snapshots in Fig. 2b reveal that a fine
twin (T2) with 5 nm in thickness migrates by ~15 nm. At 30s, a transition from linear to non-linear behavior has been recorded in the stress-displacement plot at ~0.5 GPa. The snapshots in Fig. 2c-c’ show an avalanche of nucleated dislocations, corresponding to the onset of non-linear deviation of stress. After nucleation, the dislocations form a network and propagate downward until they are blocked by a TB T3 (Fig. 2d). At 46 s the dislocation network transmits across T3 (Fig. 2d’ ) manifested by a prominent stress drop.

The ITB migration (detwinning), dislocation nucleation, and dislocation penetration across CTBs are three distinct stages revealed in nt Cu. First, the fine twins start detwinning at an ultra-low stress (~0.1 GPa), well before the dislocation nucleation (~0.5 GPa), while the thick twins remain little changed during test. Second, the dislocation nucleation captured at lower stress levels (~0.5 GPa) during in situ nanoindentation study can be described as a microscopic yielding event, which is difficult to detect via conventional (ex situ) mechanical testing techniques. Finally the stress necessary for the dislocation penetration event (~0.8 GPa) compares well to macroscopic yielding measured by conventional (ex situ) tension or nanoindentation tests. Therefore, this in situ nanoindentation study validates the general perception between dislocation penetration across TBs and macroscopic yielding.

(3) Quantitative detwinning analysis of nt Cu under cyclic loading (Acta Mater, 2015)

High-purity nt Cu foils with median spacing of about 25 nm were subjected to tension-compression cyclic loading by a high-throughput cyclic testing method. The methodology utilizes gradients in surface strain amplitude of a vibrating cantilever. Systematic microstructural investigations indicate that nanotwins are not stable under cyclic loading and that the applied strain amplitude has a strong influence on the resulting twin structure. In the highly stressed regions the detwinning process produces a twin free microstructure, allowing for subsequent extrusion and crack formation and introduces fatal defects into structural parts.

(4) The formation mechanisms of growth twins in polycrystalline Al with high stacking fault energy

Growth twins are scarcely observed in metals with high stacking fault energy, such as pure Al. In this study, however, we report the observation of growth twins in sputtered
polycrystalline Al films on amorphous substrates and a majority of these growth twins are inclined to the growth direction (inclined twins). Although the fraction of twinned grains is low in general, it increases monotonically with increasing film thickness, reaches a maximum at certain film thickness, and decreases gradually thereafter. The nucleation mechanism for the inclined twins is compared with that of the parallel growth twins in Al. Different twin formation mechanisms are discussed.

Future Plans
In the next fiscal year, we plan to undertake the following tasks:
1) Explore the mechanisms for formation of growth twins in Al with various crystal orientation.
2) Examine mechanical strength of Al/Ag multilayers with different texture.
3) Explore the thermal stability of nanotwins in Al. TBs or SFs are anticipated to be very difficult to form in Al, but once formed, little is known about their thermal stability.
4) Investigate the tensile properties of nt Al films
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5. D. Bufford, Y. Liu, J. Wang, H. Wang and X. Zhang, *In situ* nanoindentation study on
plasticity and work hardening in aluminium with incoherent twin boundaries, *Nature Communications* 5, 4864 (2014)
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