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Foreword

This volume comprises the scientific content of the 2017 Mechanical Behavior and Radiation Effects Principal Investigators’ (PI) Meeting sponsored by the Division of Materials Sciences and Engineering (DMS&E) in the Office of Basic Energy Sciences (BES) of the U. S. Department of Energy (DOE). The meeting, held on September 19–21 at the Washingtonian Marriott, Gaithersburg, Maryland, is the sixth such meeting on this topic and is one among a series of research theme-based PI meetings being held by DMS&E. The meeting’s focus is on research in mechanical behavior and radiation effects of materials, and it also features research that cuts across several other BES core research program areas and Energy Frontier Research Centers where appropriate and relevant.

The studies of mechanical behavior and radiation effects have a long and important history at DOE and its predecessors. It is a tribute to the researchers that the field has continued to move forward into a number of important areas, as can be seen by the diversity of projects being presented at this meeting. Attendees will note a number of new projects and research directions since the 2015 meeting including two new recipients of the Early Career Research Program award. These new projects add to the exciting areas of research and cutting-edge techniques that are a hallmark of this program.

The purpose of the Mechanical Behavior and Radiation Effects PI Meeting is to bring together researchers funded by DMS&E in this important area of research on a periodic basis (approximately every two years) in order to facilitate the exchange of new results and research highlights, to nucleate new ideas and collaborations among the participants, and to identify needs of the research community. The meeting will also help DMS&E in assessing the state of the program, identifying new research directions and recognizing programmatic needs.

I would like to express my sincere thank all of the attendees for their active participation and for sharing their ideas and new research results. Additional thanks go to Professors Samantha Daly and Reiner Dauskardt, who have helped to chair this meeting and provided a number of good suggestions of how to improve the overall flow. I would also like to express my sincere gratitude to Ms Teresa Crockett in DMS&E, and Ms Linda Severs (plus others) of the Oak Ridge Institute for Science and Education (ORISE) for their dedicated and outstanding work in taking care of all the logistical aspects of the meeting.

John Vetrano
Program Manager
Mechanical Behavior and Radiation Effects
Division of Materials Sciences and Engineering
Office of Basic Energy Sciences
U.S. Department of Energy
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Program Scope

EDDE’s Mission is to develop a fundamental understanding of energy dissipation and defect evolution mechanisms in tunable concentrated solid solution alloys (CSAs), and ultimately to control defect evolution in a radiation environment. Our goal is to reveal energy dissipation mechanisms through electrons, phonons, and magnons, and utilize this knowledge to understand the process of radiation damage formation and evolution in its early stages. We aim to design materials that can intrinsically recover from the damaged state.

Recent Progress

Performance enhancement of structural materials in extreme environments has been actively investigated for many decades. Recently developed single-phase CSAs exhibit significant chemical disorders and inhomogeneous lattice distortions. While it has long been recognized that specific compositions of traditional alloys have enhanced radiation resistance and impact on structural modification, it remains unclear how the atomic-level alloying affects defect formation, damage
accumulation, and microstructural evolution.

EDDE researchers investigate the fundamental processes involved in radiation damage in CSAs (Figure 1), with the goal of developing a new class of alloys that will be used in fission and fusion reactors. The research is organized around two interconnected thrusts. In Thrust 1: Energy Dissipation, advanced theoretical methods are paired with novel experimental approaches to understand how input energy is partitioned among the electronic, magnetic, and atomic degrees of freedom, how this energy is ultimately dissipated in disordered alloys, and the role of compositional disorder on energy dissipation. In Thrust 2 Defect Evolution, advanced computational methods are used in conjunction with state-of-the-art materials characterization methods to how energy exchange between atoms and electrons influences the formation, nature, and time evolution of defects in irradiated alloys and, in particular, how compositional complexity alters defect processes.

Two distinctive intrinsic properties are expected due to extreme chemical complexity in CSAs. At the level of electrons, disordered local chemical environments significantly enhance electron scattering and affect energy dissipation, and at the level of atoms, chemical disorder leads to complex energy landscapes and affect defect evolution. In Thrust 1, significant reduction of electrical and thermal conductivities (1st distinctive intrinsic property) is discovered (Figure 2). Substantial electronic-level modification and significant reduction of energy dissipation rate through coupled electronic and magnetic interactions in model alloys are demonstrated. In Thrust 2, site-to-site chemical disorder and non-periodic energy landscapes (2nd distinctive intrinsic property) result in substantially improved radiation resistance. High atomic-level stresses facilitate rapid annealing and prevent extended dislocation formation. Increasing compositional complexity in CSAs can significantly suppressed void swelling, by two orders of magnitude at elevated temperatures (Figure 3).

Our recent progress and discoveries increasingly support the EDDE hypothesis that tuning chemical complexity represents a powerful tool for enhancing radiation tolerance in alloys by reducing the rate of Energy Dissipation (Thrust 1) and suppressing Defect Evolution (Thrust 2). Understanding how materials properties can be tailored by alloy complexity and their influence on defect dynamics and structural stability may pave the way for new design principles of materials with unique functionalities or radiation–tolerant structural alloys.
Collaborative Research: The Role of Grain Boundary Structure and Chemistry in Materials Failure project

Program Scope: The hypothesis of this project is that the contribution of interface deformation in materials failure can be described by a modified internal interface (or grain boundary) tension term (\( \xi_{\text{gb}} \)), defined as the derivative of the interface energy/area (\( \gamma_{\text{gb}} \)) with plastic strain (\( \varepsilon_p \)):

\[
\xi_{\text{gb}} = \frac{\gamma_{\text{gb}}}{\varepsilon_p}
\]

This new term (\( \xi_{\text{gb}} \)) has been introduced within the concept of gradient plasticity [1] to predict the critical stress (grain boundary yield stress, \( \sigma_{\text{gb}} \)) at which grain boundaries begin deforming plastically through dislocation transmission or absorption. It should be noted that in [1] \( \xi_{\text{gb}} \) is incorporated through a mechanically induced interface energy \( \Phi(\varepsilon^p) \). Consideration of \( \Phi(\varepsilon^p) \) and \( \xi_{\text{gb}} \) has made it possible to capture experimental data [2,3] that could not be interpreted by existing theoretical frameworks, however, the physical interpretation of both quantities remains ambiguous. The scope of this project is to provide a physical interpretation for these parameters and relate them to existing known material properties such as the Burgers vector, chemistry, shear modulus, dislocation spacing, Hall-Petch slope, as well as misorientation and grain size. The approach is three-fold, as experiments (nanoindentation, scanning and transmission electron microscopy), continuum/dislocation mechanics and simulations (atomistic and dislocation dynamics) are used to understand dislocation-interface interactions, which is the physical mechanism giving rise to \( \xi_{\text{gb}} \). Of particular interest is the effect that segregate atoms have on \( \xi_{\text{gb}} \), as their existence can tune interface properties. Therefore, from a materials science perspective the broader impact of this project is that it will connect the energy minimizing the structural configuration of grain boundaries with aspects of the mechanical property enhancement embodied by the Hall-Petch equation. There is substantial evidence in the literature that solute additions will generally increase the Hall-Petch slope even though the average slip transfer geometry across the grain boundary is expected to be unaffected [4-5]. An interpretation of these results through the Gibbs absorption isotherm leads to the hypothesis that stabilizing the atomic scale structure of the grain boundary via segregation can enhance the dislocation transfer resistance by inhibiting local structural changes within the boundary. Such an idea is supported by DDD results on grain boundary strengthening which reveal a strengthening term correlated with a change in grain boundary energy with plastic strain [6]. To test these concepts the local mechanical behavior of grain boundaries relative to small scale mechanical testing of the relevant grain interiors is studied as a function of chemistry. Results of the grain boundary strength dependence on its chemistry and geometric characteristics are analyzed using discrete dislocation models together with atomistic simulations.

Recent Results:

1. Grain boundary yielding/slip transmission through nanoindentation experiments: One of the first experiments to capture grain boundary yielding was nanoindentation near grain boundaries [2]. Nanoindentation experiments are characterized by plateaus (pop-ins) in the load vs. tip-displacement plots. These plateaus indicate movement of dislocations underneath the indenter tip and can therefore
indicate grain yielding. It has been observed, however, that indentations near grain boundaries, such as for Fe-Si alloys and Nb give rise to a second plateau or pop-in [2]. These distinct pop-ins near grain boundaries have been proposed to indicate dislocation motion into the grain boundary and possible emission into the adjacent grain. Despite being a powerful tool nanoindentation is plagued by sample preparation artifacts. A detailed study, therefore, of the role of sample processing on nano-indentation results at the grain boundary and grain interior has been examined for high purity α-Fe. Particularly, indentation of surfaces with unresolved surface deformation due to mechanical polishing have been compared to the same sample surfaces annealed at a high temperature in a reducing atmosphere. Behaviors of interest include discontinuities in P-h curves at grain boundaries versus grain interiors and any variance in the indentation size effect. The differences in indentation behavior with annealing time and temperature are correlated with electron backscatter diffraction as an independent measure of the surface layer crystallinity. Concurrently with the attempts to find an optimum surface preparation method, nanoindentation experiments were carried out on Fe-2.3% Si tri-crystals in order to capture the effect that the grain boundary misorientation (22.5, 42, 44.6 degrees) has on grain boundary yielding (slip transmission). All Fe-Si samples exhibited a 2nd pop-in near grain boundaries as shown in Fig. 1(a). This is consistent with previous nanoindentation studies [2] near grain boundaries of Fe-Si. However, no experimental evidence has been able to verify the occurrence of such slip with imaging. In the present study, hence, after performing the indentations, scanning probe microscopy and backscatter electron imaging were performed. It is seen in Figs 2(a)&(b) that for the indentation corresponding to Fig. 1(a), which resulted in only one pop-in, the plastic deformation accumulated from the indenter tip to the grain boundary, without transmitting to the adjacent grain. While in Figs 2(c)&(d), which correspond to an indent that displayed a second pop-in (Fig. 1b), it is evident that the plastic flow was transmitted across the boundary. From these images it is not possible to obtain the dislocation mechanism by which slip

![Fig. 2: SPM and BSE images of the indentations. (a)&(b) Correspond to the load-displacement curve of Fig. 1a; (c)&(d) correspond to the load displacement curve of Fig. 2b exhibiting the two pop-ins.](image)

![Figure 3: Tip velocity vs indentation depth for grain interior and grain boundary indentations.(a) grain interior indentations with low purity (10 ppm carbon) annealing gas (b) grain boundary indentations with low purity annealing gas (c) grain interior indentations with high purity annealing gas (d) grain boundary indentations with high purity annealing gas.](image)
transmission occurred, i.e. through dislocation emission by the grain by the grain boundary or dislocation transmission, but it is verified for the first time that 2nd pop-ins, near grain boundaries, do indeed correspond to grain boundary yielding.

To further examine the role of grain boundary energy (Φ) changes with plastic strain, the introduction of grain boundary chemistry as an experimental variable is being developed. The idea is that grain boundary segregation will stabilize the boundary structure, making slip transmission more difficult. Our initial results show that the addition of carbon to high purity Fe via the gas phase results in P-h curve ‘wiggles’ for indentations near the boundary that do not occur in the grain interior or at any point in the “undoped” high purity Fe, as seen in Fig. 3. We note that the grain boundary effect in the carbon doped Fe occurs at a much greater indentation depth and with a much lower amplitude in tip velocity change as compared to the Fe-3%Si which may be related to the much smaller Hall-Petch slope for mild steel compared to silicon steels. The effect is best seen in the tip velocity vs indentation depth presented in Fig. 3.

2. Determination of the modified internal interface tension (ξgb) from gradient plasticity and dislocation mechanics: Tabor’s rule states that the yield stress underneath the indenter is 

\[ \sigma_{\text{yield}} = H/3 \]

where H is the hardness under the tip. The hardness is defined as \( H = P/A \), where P is the applied load, and A is the contact area of the indentation during the pop-in. Hence, it is possible to estimate the value of \( \sigma_{gb} \) through the 2nd pop-in of Fig. 1. In Fig. 4, \( \sigma_{gb} \) is plotted against the grain boundary-to-indenter tip distance at which the 2nd pop-in occurred. It is seen that \( \sigma_{gb} \) is inversely proportional to L, which is reminiscent of the analytical expression predicted by gradient plasticity for grain boundary yielding:

\[ \sigma_{gb} = \xi_{gb} \coth(L/l)/(2l) \]  

where l is the internal length. Quite good fits are obtained in Fig. 4 by fitting this expression to the data, allowing for values to be obtained for \( \xi_{gb} \) and l, which are experimentally related as \( \xi_{gb} = 2.7l \).

To further rationalize this observation a simple analytical model that combines the concepts of [7-8] is used. Hirth and Lothe [7] developed an analytical formulation for a tilt boundary stress field and specific energy assuming discrete dislocations, which has been shown to fit experimental data. By using the Hirth and Kamat [8] work as our starting point for defining the grain boundary energy, we were able to calculate the grain boundary energy required to remove a dislocation from a tilt boundary, essentially forcing it to yield. This allowed to obtain through dislocation mechanics an expression for the grain boundary yield stress, which could be related with the phenomenological expression from gradient plasticity in order to define \( \xi_{gb} \) and l as a function of dislocation and material parameters:

\[ l = d \cdot \ln \left( \frac{d^2 + D^2}{d^2} \right) \]

\[ \xi = \frac{G \cdot b}{2 \cdot d \cdot \pi \cdot (1 - v)} \]

where d is the dislocation spacing, D the distance by which the dislocation is displaced from the grain boundary, b the Burgers vector and G the shear modulus. Numerical plots of these expressions indicate an “almost” linear relationship between \( \xi_{gb} \) and l, as the fits from Fig. 4 suggest (\( \xi_{gb} = 2.7l \)).
3. Determination of the mechanically induced interface energy through simulations: Atomistic/Molecular Dynamics simulations have been extensively employed to capture dislocation-grain boundary interactions. However, they have not been used to our knowledge to deduce the change of the grain boundary energy due to slip transmission. This change of grain boundary energy as a function of dislocation absorption/emission can provide a measure of the mechanically induced interface energy $\Phi(\varepsilon^p)$. As a first step, we performed simulations for an Al crystal, containing three grain boundaries, as potentials are well defined. The energy of the grain boundary was calculated before and after grain boundary absorption for the cases where the grain boundary was $\Sigma 3$, $\Sigma 9$ and $\Sigma 19$. For the case that the absorbed dislocation was screw the change in $\Phi$ was found to be 3.60 meV/nm$^2$ for all types of $\Sigma$ boundaries considered.

4. Grain boundary strength $b_s$ on grain size and misorientation: In addition to examining the local interface behavior through atomistics, the overall effect of dislocation motion was also examined by dislocation density functional dynamics (DDFD) simulations for Al tricrystals. Results such as those shown in Fig. 5 indicate that the plastic strain profile obtained from DDFD is in good agreement with the prediction of gradient plasticity, verifying the validity of our model.

Future Directions: Specific Fe grain boundaries with and without an alloying component (Si, P, C) will be studied via nanoindentation and compared with the corresponding grain interior behavior, so as to obtain similar plots as Fig 3, but with a significantly higher amount of data points and numerous materials selections. These studies will be complimented by TEM microstructural analysis of these same boundaries extracted by focused ion beam (FIB). The localized FIB sample preparation will allow the determination of grain boundary-dislocation structure within the plastic cavity of the indenter as compared with the structure outside the plastic cavity. Atomic resolution STEM EDS/EELS mapping at the boundary will be utilized to measure the degree of solute segregation at the boundary both inside and outside the plastic cavity. Furthermore, atomistic simulations, similar to those in Section 3 above, will be performed for Fe systems segregated with C, Si, P and the mechanically induced interface energy as a function of segregation content and grain boundary type will be determined. Also DDFD or discrete dislocation dynamics (DDD) will be formed for Fe crystals with impurities so as to predict the materials response. The simulations and experiments will be directly related in order to obtain values for the parameters $\xi$ and $\Phi$, which allow the characterization of boundaries.

Publications
K.E. Aifantis, H. Deng, H. Shibata, S. Tsurekawa, S.A. Hackney, Relating slip transmission to excess grain boundary energies in sub-micron scale crystals – A Fe-3%Si case study, Under Review.
Program Scope
The overarching goal of the PRISMS Center is to establish a unique scientific platform that will enable accelerated predictive materials science. The platform has three key thrust areas:

1. **PRISMS Integrated Computational Software**: Develop and establish a suite of integrated, multi-scale, open-source computational tools for predicting the microstructural evolution and mechanical behavior of structural metals.

2. **PRISMS Integrated Science Use Cases**: The use cases demonstrate the application of the integrated PRISMS platform of experiments, theory and simulation for making major advances in the quantitative and predictive understanding of microstructural evolution and mechanical behavior of magnesium alloys.

3. **The Materials Commons**: Develop and deploy “The Materials Commons,” a knowledge repository and virtual collaboration space for curating, archiving and disseminating information from experiments and computations.

Recent Progress and Future Plans
Established in 2012, the PRISMS Center has four full time staff members and eighteen graduate students and post-doctoral fellows. We hold an annual workshop to develop our external PRISMS collaborative community and to train external users of PRISMS software tools and Materials Commons and have trained more than 120 users. We have an external advisory board comprised of internationally recognized researchers in our fields of study which meets annually. Additional information can be found at [http://prisms-center.org](http://prisms-center.org).

**PRISMS Integrated Computational Software**

Currently three primary codes make up the PRISMS Open Source Integrated software: CASM, PRISMS-PF and PRISMS-Plasticity are available on GitHub (see descriptions below). These codes were released in 2015 and have all had at least two major upgrades since then. The GitHub pages for these codes have been viewed more than 15500 times and over 550 clones (copies) have been downloaded by users as shown in Figure 1. Each software package includes a substantial user manual, formulation notes, commented source code and unit tests. A beta version of a new advanced code, DFT-FE (see below), was released in August 2017. In addition, three advanced research codes for phase field crystal, variational multi-scale and mechano-chemistry have been developed/evaluated.

**CASM, a Clusters Approach to Statistical Mechanics**: CASM provides functionality for symmetry identification, enumeration of symmetrically unique supercells and configurations, use
of automatically determined or custom reference states for formation energy calculation, and convex hull identification. Future planned releases include kinetic Monte Carlo calculations of non-dilute diffusion coefficients. https://github.com/prisms-center/CASMCode

PRISMS-PF: The PRISMS phase field code uses the finite element (FE) method, and is a massively scalable numerical framework for implementing phase field models for the multiscale materials modeling effort of PRISMS. The PRISMS FE framework using the deal.ii open-source finite element library has been implemented. Plans for future release include implicit time-stepping and active parameter tracking. https://github.com/prisms-center/phaseField

PRISMS-Plasticity: The PRISMS-Plasticity code is a massively parallel numerical framework for implementing continuum and crystal plasticity finite element (CPFE) models using the deal.ii open source library. Various crystal and continuum plasticity material models have been developed, including a backstress formulation for simulating cyclic loads and the capability to model two-phase microstructures. The ability to carry out simulations using gradient plasticity and crack paths is planned for future release. https://github.com/prisms-center/plasticity

DFT-FE: Finite element based, real-space methods are being developed for density functional theory simulations containing tens of thousands of atoms. Besides enabling large-scale real-space DFT calculations, these developments will enable an accurate study of the energetics of dislocations and their interactions with other defects.

**PRISMS Use Cases**

The PRISMS Use Cases serve as demonstrations and test beds for the development and demonstration of the PRISMS platform combining experiments, theory and simulation. Highlights from these use cases are summarized below. In following years, we plan to focus similar integrated efforts on new Mg alloy use cases including microstructural effects on corrosion, strength and fatigue behavior and quaternary alloy optimization.

**Precipitate Evolution Use Case**

High strength in Mg alloys is achieved by complex precipitation sequences exhibited by a variety of Mg-rare earth (RE) alloys. We have completed a major study integrating CASM, PRISMS-PF and experiments for characterizing precipitation in supersaturated solid solutions of Mg-rich Mg-RE alloys to establish thermodynamic driving forces for Guinier-Preston zone and precipitate formation. The CASM software package was used to construct a cluster expansion Hamiltonian and to perform Monte Carlo simulations to calculate a metastable HCP temperature-composition phase diagram (Figure 2) and energetic information which was passed to PRISMS-PF for simulating precipitate evolution. Aging studies were performed in parallel on dilute Mg-Nd and Mg-Y alloys that were then characterized with HAADF-STEM, an example of which is shown in Figure 3. This integrated experimental-computational study has revealed that the early stage decomposition of these alloys is dominated by the thermodynamic stability of a unique hierarchy of Nd orderings on the HCP crystal structure, which we label $\beta'''$. High-throughput first-principles studies of ordering tendencies in all first-row Mg-RE binary alloys were completed that demonstrated that the coherency strains that arise during precipitate evolution are highly dependent on the alloying system and fall into two classes; alloys that have lenticular precipitates (e.g. $\beta'''$ in Mg-Nd) and those that develop

![Figure 2. Mg-Nd phase diagram predicted by CASM showing new metastable phase $\beta'''$.](image)
rod-like precipitates (e.g. $\beta'$ in Mg-Y). This was demonstrated by the PRISMS-PF simulation of metastable precipitates as shown in Figure 4.

Figure 3. HAADF-STEM image of precipitate ordering in a dilute Mg-Nd alloy. The precipitate is coherently embedded in an HCP Mg matrix.

Figure 4. PRISMS-PF predicted morphology of metastable $\beta'''$ or $\beta'$ precipitates in Mg-Nd and Mg-Y alloys, respectively.

Tensile Behavior Use Case
This use case integrates results from atomistic simulations with dislocation dynamics and crystal plasticity (PRISMS-Plasticity). This multi-scale modeling capability is linked with unique experimental capabilities for measuring dislocation interactions with precipitates and local strain gradients (SEM-DIC). At the dislocation-precipitate level, we are using ParaDiS as the primary dislocation dynamics code to be integrated into the PRISMS framework, in collaboration with LLNL. A methodology has been developed to determine critical resolved shear stress for dislocations on the basal plane moving through a distribution of precipitates. These simulations are being validated by in-situ and ex-situ TEM investigations of dislocation interaction with precipitates in Mg-RE alloys. As a demonstration, quantitative precipitate morphologies for a Mg-Al-Zn alloy were mapped to ParaDiS and the critical resolved shear stress determined and, when combined with other strengthening mechanisms, the computed estimates for yield strength were within 5% of the experimentally measured value. We plan to complete simulations of dislocation interactions using precipitate distributions mapped from the PRISMS-PF simulations and combine with PRISMS-Plasticity predictions for stress-strain response. Results at the precipitate level are provided as inputs at the higher length scale represented by PRISMS-Plasticity (CPFE). A method was developed using SEM-DIC and PRISMS-Plasticity to iteratively improve on the determination of CRSS for twins and non-basal slip systems. We also use SEM-DIC data to validate the grain-to-grain strains predicted by the CPFE simulation. Using PRISMS-Plasticity, tensile test data and experimental EBSD (texture) map, we have developed crystal plasticity parameters for a Mg-Nd-Y alloy in a variety of aging conditions. Validation of crystal plasticity parameters was performed by comparing predicted displacement fields on a microstructure with corresponding high resolution SEM-DIC data. The PRISMS-Plasticity code also predicts strain distributions within grains, as shown in Figure 5.

Figure 5. Comparison of SEM-DIC measured strain map (left) and the PRISMS-Plasticity CPFE simulation (right) for compression of Mg WE43.
Fatigue Behavior Use Case

The Fatigue Behavior Use Case group is developing capabilities for predicting the role of alloying and microstructure on the low cycle fatigue response and the growth of microstructurally small fatigue cracks in Mg alloys. In this use case, we make use of a unique ultrasonic fatigue scanning electron microscope (UFSEM) to quantify the growth rates of cracks as they advance through grains and across grain boundaries. A cyclic cohesive zone model for prediction of microstructural crack trajectories under high cycle fatigue has been developed and parameters for crack propagation along various slip systems have been obtained using experimental (micro-beach marking) measurements of local crack growth rates within a grain. This is coupled with an analytical model for the effect of grain boundaries on crack paths, including prediction of grain boundary blocking or transmission of cracks based on tilt and twist angles made by the crack planes with respect to the grain boundary. An example of the simulation and experiments is given in Figure 6. We have also recently completed high energy synchrotron experiments at CHESS for characterizing twinning and dislocation accumulation during cyclic loading of pure Mg and APS for characterizing 3D crack paths. Future plans include extending these experiments and developing and validating a more robust method for simulating twinning and 3D fatigue crack growth within PRISMS-Plasticity.

**Figure 6.** Experiment and analytical model for predicting blocking versus transmission of cracks across a grain boundary.

**The Materials Commons**  
https://materialscommons.org

The Materials Commons is a new information repository and virtual collaboration space for curating, storing and disseminating materials information from experiments and computations. It has been designed to explicitly cover the entire data lifecycle, from data acquisition through sharing and analysis to reuse. The Materials Commons provides a common site for materials researchers to store, share, curate, analyze, publish, and reuse experimental and computational materials data collaboratively. The uniqueness and strength of the Materials Commons is that it is both a collaboration space and an information repository, where the types of collaborations supported are familiar tasks in materials research and the underlying data model for the information repository is tailored for materials data, workflow, and analysis. Provenance is captured automatically and seamlessly as part of the scientific workflow. The Materials Commons is being used by PRISMS use case groups as a means of collaboration and storing and sharing information. It was made publically available in August 2016 and has over 150 registered users who have uploaded more than 1.1 million files in 150 datasets. Future plans for the Materials Commons include establishment of communities of practice for PRISMS Software and other areas using our new Materials Commons API, as well as integration of Materials Commons with Globus for faster upload/download of large files and with the national Materials Data Facility for enhanced data discovery and mining.
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Materials for Extreme Irradiation Environments
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Program Scope

This program has been developing a new approach to the design of radiation resistant materials, based on concepts of nanostructuring and self-organization. While focus is on nuclear applications, we expect that the scientific advancements brought forth by this Cluster will have broad impact on materials needs for a number of other advanced energy technologies. The Cluster focuses on the fundamental processes controlling the formation of novel, self-organized, nanostructured materials, their long-term structural and dimensional stability, and the relationships between the nanoscale features and the macroscopic properties. The research combines irradiation experiments, in situ and ex situ characterization of microstructure and properties, and atomistic simulations and continuum modeling.

The program builds on our past work on self organization in binary alloys, extending the approach to ternary and quaternary alloy systems that form stable compounds, in particular silicides, e.g., Cu-M-Si (M=W, Mo, Nb) systems. While these systems add complexity, they offer new degrees of freedom, which greatly expand our control of the stability and properties of these materials. The research additionally explores the roles of sinks and defect fluxes on phase stability and self-organization, using samples fabricated with nanometer precision and characterized by advanced transmission electron microscopy. In the past two years, we have expanded our investigation of self-organization to the case of alloys processed by severe plastic deformation. The cluster also evaluates the properties of these new materials: their mechanical strength and their resistance to irradiation-induced creep, with deformation and irradiation performed at elevated temperatures both in situ in a TEM and ex situ. This research integrates experiments with atomistic and continuum modeling for elucidating mechanisms, analyzing results and designing experiments. The modeling combines first principles calculations with atomistic and continuum modeling, emphasizing the coupling between point defects, solute atoms, defect sinks, and applied and internal stresses. We presently investigate non-equilibrium segregation to sinks and its effects on climb and creep rates model on Ni-Si alloys. The model
will soon be extended to Cu-Si alloys with nanoprecipitate defect sinks, and compared with our own experimental measurements on irradiation creep rate in nanostructured Cu-Si-X alloys.

**Recent Progress**

1. **Compositional patterning in ternary alloys.**

We showed that nanostructuring by intracascade precipitation, which we originally observed in highly immiscible binary alloys such as Cu-W and Cu-Mo, could also be extended to compound-forming systems, resulting in the formation of high number density of nanoscale carbides and silicides. In the current funding cycle, we have focused on two systems, Cu-Mo-Si and Cu-Nb-Si, to take advantage of the high thermal stability of Mo and Nb silicides to suppress the coarsening of these phases. This nanoprecipitation and the remarkable stability of the nanoprecipitates is illustrated in Fig. 1, for Cu$_{90}$Si$_{6.5}$Mo$_{3.5}$ thin films. A quantitative analysis of the thermal coarsening results indicated that the remarkable resistance to thermal coarsening stemmed from two factors, first and foremost the reduction of Mo solubility in Cu by 2 to 3 orders of magnitude in the presence of Mo silicides, and to a lesser extent the narrow particle size distribution introduced by RT irradiation.

![Fig. 1](image)

**Fig. 1.** (left) HAADF-STEM images from plane view sample of Cu$_{90}$Si$_{7.5}$Mo$_{3.5}$ irradiated at RT with 1.8 MeV Kr ions to doses of $2 \times 10^{16}$ ions/cm$^2$ (equivalent to 50 dpa): (right) Precipitate size evolution in Cu$_{90}$Si$_{7.5}$Mo$_{3.5}$ after direct high temperature annealing for 1 hr (HT ann), RT irradiation followed by high-temperature annealing (RT irr – HT ann) or high temperature irradiation (RT irr - HT irr), or direct high temperature irradiation (HT irr). Note the remarkable coarsening resistance of the RT-irr samples.

We have also established that self-organized compositional patterns can form in similar alloys by subjecting them to severe plastic deformation (SPD). We have used ball-milling and high-pressure torsion on Cu-Mo, Cu-Nb, and several ternary alloys, including Cu-Mo-Ni, Cu-Mo-O, Cu-Nb-O. The research addresses how ternary alloying elements can be used to increase the density, the stability, or the functionality of nanoprecipitates. Atomistic simulations have been used to elucidate the origins of this self-organization under SPD, analyzed as a competition between superdiffusive mixing of solute in the matrix and clustering induced by chemically-biased solute motion at structurally disordered locations such as grain boundaries and amorphous spots, see Fig. 2. The simulations have also established that these non-equilibrium systems obey
a lever rule and reach steady states that are independent of their initial state. This new knowledge is guiding the selection of alloying element and alloying composition.

**2. Strength in nc-Cu alloys**

This work investigates the relative contributions to strengthening from twinning, solid-solution, precipitation, and irradiation hardening mechanisms in sputtered Cu–W thin films irradiated to different doses. A nanograin solid solution strengthening mechanism with a linear compositional dependence is observed for the as-grown alloys and for the alloy samples irradiated to 0.5 dpa. Solid solution strengthening is the major strengthening mechanism for Cu99.5W0.5 at all irradiation doses. Irradiation induces precipitation in samples with W concentrations greater than or equal to 1% at doses above 0.5 dpa. The growth of 1–4 nm precipitates enhances the hardness of these alloys, and the degree of strengthening is determined by the interparticle spacing. While the alloys exhibit steady-state properties after a relatively low dose (0.01 dpa), the different time scales associated with detwinning and damage accumulation in pure Cu lead transients at higher doses (.5 dpa)[1].

**3. Modeling of alloy kinetics near dislocation cores.**

Building on our past work on effect of strains on defect and solute transport, we have modeled the evolution of the silicon and vacancy distribution under irradiation and including the effect of dislocation climb. We show that below of transition temperature of 1060 K, vacancies could drag solutes through flux coupling, resulting in an segregation inversion, placing silicon on the thermodynamically unstable side of the dislocation core. We have developed coupled discrete (near the core) / continuum (away from the core) treatment to accurately model the dislocation core. A surprising result is the segregation inversion created by irradiation would lead to solute induced acceleration of climb: the irradiation induced solute distribution exerts a force on the dislocation in the same direction as the climb force created by the osmotic pressure of the excess vacancies, see Fig. 3.
Fig. 3. Irradiation-induced dislocation climb velocities as functions of (a) time and (b) far-field solute concentration, and (c) contour plots of the steady-state Si concentration distribution at 960K for three different jog densities. The climb velocity shows three different behaviors: a linear growth immediately following irradiation, a quasi steady-state before Si evolution, the final steady-state after the Si evolves. (c) Steady-state silicon distribution in the moving frame of the dislocation. Silicon is segregated to the opposite side from thermodynamic equilibrium, accelerating dislocation climb.

Future Plans

The Cluster will continue to investigate irradiation-induced self-organization in complex alloys, the stability and the properties of these nanostructures under elevated temperature irradiation and annealing. We will take advantage of a novel sample synthesis approach, relying on severe plastic deformation, to increase the grain sizes from ≈ 50 nm to above 200 nm. The irradiated microstructures may then contain defect clusters such as dislocation loops and voids. We will investigate the dynamical interactions between self-organized nanoprecipitates and these defect clusters, including sink efficiency and radiation-induced segregation. We will study the effect of particle structure (elemental phase versus intermetallics), coherency (by varying its size), and core/shell structuring on sink strength. We will extend our in-situ irradiation creep experiments to elevated temperatures. Lastly, we will develop new models coupling atomistic and continuum scales for investigating chemical and microstructural evolution under irradiation and applied stress, so as to determine dislocation climb rate in alloys with and without nanostructuring. These predictions will be compared to our experimental measurements and guide the design of critical experiments.
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Program Scope
We are using a synergistic experimental and computational approach to identify and examine processes that cause damage nucleation at interfaces in single and two-phase structural alloys. We have systematically studied a near-α phase Ti alloy (Ti-5Al-2.5Sn(wt.%), henceforth referred to as Ti525) and compared the results with work on commercially pure (CP) Ti in order to determine how differences in composition and microstructure affect the processes that cause damage nucleation at interfaces at ambient and elevated temperature. We have also developed dislocation characterization approaches for studying slip behavior using cross-correlation electron backscatter diffraction (cc-EBSD) and electron channeling contrast imaging (ECCI). We have characterized heterogeneous deformation behavior and slip system activity as a function of temperature using slip trace analysis, as well as instances of slip transfer and grain boundary deformation behavior. Using this knowledge to examine the deformation behavior in more complex and multi-phase structural alloys is an objective. Successful completion of this research program will establish a modeling paradigm in which the physical processes responsible for damage nucleation in polycrystals can be simulated.

Recent Progress
We have developed a combined experimental and statistical approach to identify relative slip activity in Ti alloys. We have examined what is needed to do a credible simulation of a microstructural patch, so that weak links in the microstructure can be predicted with confidence. We know that combining slip trace analysis, differential aperture X-ray microscopy (DAXM), and microstructure patch simulation can identify mechanistic phenomena not easily explained using only experimental or modeling approaches alone; for example providing the means to explain the origin of large shear step observations in Ti525. More recent modeling progress has introduced slip transfer, informed by the geometry of active slip systems, into the model. We have identified grain boundaries that are more likely to exhibit slip transfer than others, but the effect is still rather dilute, so further amplification of this effect without losing numerical stability is a goal.

Methodology Improvement for Evaluation of Critical Resolved Shear Stress Ratios
Previously in this program, a methodology to relate critical resolved shear stress (CRSS) ratios to the statistics of surface slip trace observations in unidirectionally deformed samples of hexagonal (Ti) alloys has been reported [1]. During the current reporting period, we improved on one critical assumption made in the original method, which corrected the typically large spread of CRSS values resulting formerly. Furthermore, we investigated the inherent uncertainty of the method itself. At its core, the methodology compares the probability of actually observed slip traces per slip family to their expected values based on the globally applied (unidirectional) stress. Differences between observation and expectation can originate from a systematic diminishing in the activity of lowly stressed systems as well as from different CRSS values per slip family. Both aspects were separately taken into account to isolate the contribution postulated as being due different (relative) CRSS values. To better analyze this methodology, the deformation of a virtual polycrystalline volume, containing 400 randomly oriented grains, was simulated by full-field crystal plasticity with particular CRSS ratios prescribed between <a> slip on basal, prismatic and (first-order) pyramidal
planes, as well as $<c+a>$ slip on the latter plane. Datasets of slip trace observations were generated, and they differed by their respective threshold values that triggered the “observability” of slip activity in each grain. Based on these datasets, it turned out that the inherent uncertainty of the method is likely on the order of a factor of three. Hence, care must be exercised when comparing results obtained for different materials that fall within such margin of error.

**Characterization of Dislocations and their Distribution Across Grain Boundaries**

One of the subprojects of this program was to evaluate the nature of dislocation shear transfer across grain boundaries, and this is being investigated by examining the dislocation characteristics (Burgers vectors, line directions, and slip planes) and the distributions of the dislocations that are involved in strain-transfer events. The results are then being used to assess the effectiveness of simple slip transfer criteria, such as the Livingston-Chalmers m’ criteria [2] and the Lee-Robertson-Birnbaum (LRB) criteria [3], that predict the ease of slip for different combinations of slip systems due to varying grain misorientations. In this subproject, we are studying the slip transfer in CP Ti that has been deformed to ~2% tensile strain by four-point bending at room temperature. Slip planes are identified through slip trace analysis, while the dislocations are directly imaged in the near-surface regions of the grains using electron channeling contrast imaging (ECCI), which facilitates Burgers vector ($\mathbf{b}$) and line directions determination. An example of this analysis is shown in Figure 1, which shows a series of images taken along a slip band and interactions at two boundaries in CP Ti. ECCI analysis has revealed that the dislocations in this slip band have $\mathbf{b}=[1\bar{2}10]$. Figure 1b shows a very narrow slip band that nucleated from dislocations in the upper left grain impinging on the boundary. The slip band remains fairly narrow across the grain, but then

![Figure 1. ECC images of dislocation distributions across a grain in a bulk four-point bend CP Ti sample deformed at room temperature. (b) shows the nucleation of a slip band as a result of strain transfer from the dislocations in the upper left grain. (f) shows the resulting pile up as the slip band impinges the lower right grain boundary. The effective width of the slip band increases from the source at the upper left, particularly as the dislocations approach the boundary at the lower right. $\mathbf{g}\cdot\mathbf{b}=0$ invisibility contrast analysis reveals the dislocations have $\mathbf{b}=[1\bar{2}10]$.](image-url)
spreads out when in reaches the lower right hand side grain boundary (Figure 1f), suggesting relaxation of the pile-up stress may occur by cross-slip or climb near the boundary. Such a mechanism might also mitigate local damage nucleation associated with slip transfer. Currently, studies are underway to characterize the dislocations in the neighboring grains and to assess them in terms of the m’ and LRB parameters. This ongoing work is intended to enhance the understanding of grain boundary transfer and the development of grain boundary transfer models already underway, such as that found in [4].

**Non-destructive characterization of subsurface dislocation structure using Differential Aperture X-ray Microscopy**

Knowledge of subsurface dislocation structure is critical in order to rationalize surface damage nucleation sites observed during bending experiments. Two Differential Aperture X-ray Microscopy (DAXM) based methodologies using the Central Super Dislocation model (CSD) and the Frank-Bilby equation (FBE) [5,6] were developed to non-destructively characterize the subsurface dislocation structure by analyzing the peak streak in the micro-Laue diffraction patterns. For validation purposes, two proposed DAXM methodologies and standard characterization techniques using focused ion beam (FIB) microscopy and transmission electron microscopy (TEM) were used to characterize the subsurface dislocation structure of the same Ti525 room-temperature tensile deformed sample. The results demonstrate that the CSD based method can provide a rapid identification of the Burgers vector for the dominant slip system whereas the FBE-based method can provide a spatially resolved dislocation density map, but with relatively high computational cost. The subsurface dislocation structure, characterized using the proposed methodologies, was largely in agreement with the FIB-TEM analysis, except for few special cases where the assumed kernel structure of the dislocation distribution could have potentially skewed the calculated dislocation structure.

**Simulation of slip transfer using the Luster-Morris m’ parameter in a bicrystal**

In anticipation of installing slip transfer capability into a crystal plasticity model suitable for large-scale simulation, the logic needed to consider each slip system interaction in the boundary was developed and assessed in several virtual experiments using bicrystal samples. The key to this modeling strategy is to efficiently address the absence of natural boundary barriers in the phenomenological power-law based crystal plasticity model, which unrealistically assumes no barrier to slip across the boundary. Thus, the logic was made to harden the near-boundary regions by impeding all the slip systems for material points near boundaries (to mimic the Hall-Petch effect), except for slip systems with high m’ values. Computational simulations show notable changes in the overall stress tensor shape and magnitude due to implementation of this crystal plasticity model enhanced with the slip transfer capability.

**Dislocation Characterization using ECCI/EBSD**

Characterizing dislocations using electron microscopy is traditionally carried out using TEM. The sample preparation required for TEM thin foils can be cumbersome and can lead to the introduction of defects. Also, due to the size limitations of thin foils, it can be difficult to obtain a statistical representation of the bulk material. In comparison, the techniques of ECCI and cross-correlation electron backscattered diffraction (CC-EBSD) can be carried out on bulk samples, allowing for a more statistical representation, and the required sample preparation is less demanding. Characterization using ECCI is similar to TEM in that dislocations are imaged using diffraction contrast. CC-EBSD is similar to standard EBSD, however, the EBSD patterns are saved and later cross-correlated to calculate the elastic strains based of the subtle shifts in the EBSD patterns. The
measuring of elastic strains essentially leads to the determination of the geometrically necessary dislocation (GND) content. In order to verify if the two techniques of ECCI and CC-EBSD give the same results, nanoindentation was carried out, using a conical spherical tip, in body centered cubic tantalum (Ta). An indent was made in the middle of a grain oriented with a plane normal of [011]. Figure 2a shows the dislocations imaged at the top left of the indentation using ECCI and Figure 2b shows the CC-EBSD derived GND density of the same area. In general, the ability of the two techniques to map dislocation distributions in terms of location and relative density is comparable. They do not however, correspond one to one. In areas of low dislocation density, the CC-EBSD measurements of dislocations gets lost in the noise; suggesting that ECCI is better for characterizing dislocations in areas of lower dislocation density and CC-EBSD is better suited for characterizing dislocations in areas of higher dislocation density. This subproject was carried out in collaboration with the research group of Dr. David Fullwood, who was supported by Department of Energy grant DE-SC0012587.

**Future Plans**

We have been developing an integrated experimental measurement and modeling approach that can provide information to assist interpretation of detailed mechanisms of deformation at the mesoscale. Now that this infrastructure is in place, it will be possible to identify discrepancies between mathematical models and experimental observations with a degree of confidence not achieved in the past, focusing on Ti alloys and slip and grain boundary sliding mechanisms. From discrepancies between observations and models, new insights about deformation modes are possible. These insights can be used to more rapidly explore the physical reality that occurs in heterogeneous deformation and damage nucleation processes, and future work will concentrate on obtaining these insights.
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Deformation of metals and grain growth are often considered unrelated; the two subjects are invariably taught in separate courses. However, in nanocrystalline metals, deformation is facilitated by grain boundary mediated mechanisms including both the shear sliding and normal motion of grain boundaries [1]. While the deformation-induced grain growth process can enhance ductility in nanocrystalline metals [2], it has also been associated with premature failure by facilitating fatigue crack initiation [3] and wear-induced delamination [4]. These failure mechanisms are specifically associated with abnormal grain growth (AGG) [5], where a rare minority of susceptible grains result in a bimodal grain size distribution. Recent evidence suggests that AGG kick-starts with a rare boundary type that possesses exceptionally high mobility (or mechanical coupling) at room temperature and below. This project combines Sandia’s strengths in computational and experimental nanomechanics to understand the heterogeneous properties of grain boundaries that vary widely depending on their structure and the resulting implications for mechanically-driven motion. By departing from most conventional thermodynamic and kinetic models of boundary processes which treat all boundaries with single-valued properties, this heterogeneous framework is expected to reframe the thinking of mechanisms associated with mechanically-induced grain growth and illuminate pathways to avoid catastrophic AGG processes while still enabling strain accommodation via other boundary-mediated deformation mechanisms. While our modeling modalities are limited to observing boundary response under monotonic conditions, the atomic scale models have provided atomic-scale resolution on the complex mechanisms that cause a rare minority of boundaries to move extremely fast at low temperatures – a phenomenon that we hypothesize is underpinning the mechanically-induced growth process.

Recent Progress

Recent work has focused on understanding the role of heterogeneous boundary character on microstructural evolution under thermal and mechanical stimuli. In pure metals, we have focused on the role of grain boundary character. While a planar grain boundary can be described with 5-degrees of freedom, it is more commonly reduced to scalar metrics such as misorientation angle. Building off of recent work that has attempted to describe grain boundary properties such as energy and mobility within the framework of a two-dimensional fundamental zone [6], we are examining the possibility that the boundary stiffness is the controlling property that can be described in low-dimensional space. We have found that certain grain boundaries display “ultrafast” motion in response to an applied driving force [7]. While the precise atomistic
mechanism for the motion differs for different grain boundary types, they all share a common militaristic (diffusionless) local reordering process to facilitate the ultrafast motion (Fig 1). It is this rare ultrafast motion that is thought to be influencing mechanical response at room temperature and below.

However, most grain boundaries are more complex than even the 5-angle description of their orientation. Local curvature, the primary cause of thermally-driven instability, is the result of faceting and associated boundary defects which interact with the deformation-induced defects to drive material response. The facets and their associated junction defects are dictated by the stiffness of the various grain boundary planes [8].

Chemical segregation at grain boundaries is also considered as a stabilizing effect on boundary response in the context of Zener pinning, solute drag (in the case of a precipitate or 2nd phase), or reduction of the thermodynamic driving force [9]. While our group has studied the stabilization of a number of binary alloy systems [10-12], we have recently focused on the Pt-Au system [13]. Pt-Au is the most noble binary alloy available, and as such, it is the least susceptible to oxygen uptake and oxide-induced stabilization. Yet in our thermal studies we have found that the Pt-Au alloy is substantially more stable than a pure-Pt equivalent. Atomistic and mesoscale modeling frameworks have been used to further elucidate these binary alloy systems. Departing from conventional thermodynamic and kinetic models for grain growth, both our experiments and simulations show that segregation is highly heterogeneous: not all grain boundaries segregate equally. For this reason, true thermodynamic stabilization of a grain structure may never be achievable.

Ultimately, the project seeks to tie understanding of boundary stability to mechanical properties. Using in-situ x-ray diffraction we have observed the onset and kinetics of the abnormal grain growth process on fatigue crack initiation [14]. This observation has confirmed that the grain-growth process starts well in advance of crack initiation under high-cycle fatigue conditions. Moreover, the grain-growth process can be used to predict the crack initiation event, and even interrupt a test just prior to crack initiation. In-situ transmission electron microscopy was further used to confirm the grain growth process and map the local crystallographic reorientations that take place as a fatigue crack propagates (Figure 2) [15]. Perhaps the most exciting result is the new observations of friction and wear behavior in nanocrystalline metals. Based on previous results, we hypothesize that there is an equilibrium grain size under tribological loading: depending on loading conditions, nanocrystalline grains grow whereas

**Figure 1.** Snapshots of the motion of a $\Sigma 7 (12\ 3\ 1)/(9\ 8\ 3)$ boundary motion where the atoms are colored by local microrotation. The star is a fiduciary mark and the hexagon highlights atoms undergoing a concerted rotation.
coarse-grains refine through cell formation [12]. By stabilizing the grains through alloying, we have shown a nanocrystalline Pt-Au allow with specific wear rates that are comparable to diamond-like carbon, orders of magnitude lower than any previously reported metallic system.

**Future Plans**

There are several pathways for continued investigation. While in the near-term we continue to explore the role of heterogeneous grain boundaries on thermal and mechanical response of pure metals and binary nanocrystalline alloys, ultimately we will broaden these observations to other material systems: e.g. nanotwinned metals, nanocrystalline metals with amorphous grain boundaries, and nanoporous metals. We seek to extend the concept of an equilibrium grain size to fatigue loading conditions, and directly observe defect-boundary interactions under thermal and mechanical loading using in-situ TEM and SEM observation. We will use grain mapping techniques such as precession electron diffraction to understand the role of grain boundary character on the subsequent evolution.

In addition to our thermal and mechanical studies on nanocrystalline metals, we are proposing an expansion to explicitly study ion irradiation stability of nanocrystalline metals. Our hypothesis in that proposed expansion is that different grain boundary types will respond very differently to irradiation: with some grain boundaries accelerating motion while others slow down due to the change in character/defect state/chemistry of the boundary. This investigative pathway will take advantage of Sandia’s unique in-situ ion irradiation TEM capability.

To understand grain boundary stability through simulation, we have largely focused on monotonic thermal models for boundary motion. Moving forward, we will work towards superimposed mechanical descriptions for boundary motion and a generalized framework for describing susceptibility. We will seek to describe how grain boundary defects and defect-boundary interactions serve to mobilize (or immobilize) grain boundaries, and the role of grain boundary heterogeneities. Finally, we are beginning to explore modeling frameworks that can describe multi-cycle evolution for the purpose of developing a more fundamental understanding of evolution that takes place under cyclic fatigue and wear loading conditions.

![Figure 2. Nanocrystalline Cu after failing at 357,000 loading cycles with corresponding precession electron diffraction orientation maps before and after fatigue illustrating the grain growth process.](image)
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Microstructure Anisotropy Effects On Fracture And Fatigue Mechanisms In Shape Memory Alloy Martensites

PI: Prof. L. Catherine Brinson, Northwestern University
Co-PI: Prof. Aaron P. Stebner, Colorado School of Mines

Program Scope:

The broad goal of this program is to develop a mechanistic understanding of the influence that microstructure anisotropy and the relative size-scale of structural features have on the deformation response of shape memory alloys (SMAs). In the first phase of this program, we documented two deformation phenomena in the high-symmetry cubic phase in superelastic nickel-titanium (NiTi) SMAs: 1) The interaction of structural features (micro-holes) with the grain-scale deformation; 2) The heterogeneity in deformation between free surfaces and the specimen interior during cyclic loading of NiTi.

The current phase is focused on failure mechanisms in the low-symmetry monoclinic martensite phase in NiTi SMAs. Specifically, we are testing the following hypotheses:

1. Due to the high elastic anisotropy of low symmetry martensite phases and more twin systems, but fewer slip systems to activate compared to austenite, the mechanisms that govern crack tip deformation and dictate crack growth paths and velocities will be significantly different in martensites compared to the cubic austenite phase in SMAs.
2. Due to the fewer number of available slip systems, fatigue responses at crack tips in martensites will be governed by martensite-martensite interface nucleation and mobility, with slip playing a secondary role.
3. Due to the saturation of detwinning and reorientation mechanisms after a finite deformation, at higher crack stress intensities, slip will take over as the dominant mechanism determining crack deformation mechanics.
4. Due to a relatively higher constraint on martensite twin motion near high angle grain boundaries inherited from parent austenite structures, martensite fracture mechanics will be driven by the grain boundaries in their proximity.
5. Due to the effect of granular vs. surface constraints on martensite reorientation mechanisms, crack-tip deformation in thin and/or surfaces of specimens will be different than in the bulk.

Recent Progress

In creating materials, we have found that brittle carbide and oxide inclusions (Figure 3(b)) are present in large dendritic networks or as individual brittle inclusions in nearly all of our samples, especially the crystals grown with the modified Bridgman technique. These inclusions are known to be deleterious to the fatigue life of SMAs [2,3]. Therefore, to understand and correctly characterize the behavior of the monoclinic phase, it is necessary to also understand the detailed deformation behavior around these inclusions. This is a modification of our proposed research
plan for this phase, in which we proposed to study pristine monoclinic structures. We are also continuing to work on fabricating samples that have less profound populations of these inclusions toward our original goal of studying the monoclinic structure in isolation; namely we are now employing advanced processing techniques that include sputter deposition as well as strain-annealing of electron beam remelting bar stocks.

Similar to the micro-holes and heterogeneity of grain neighbors studied in Phase 1 of this program, these inclusions also constrain the phase transformation mechanics in NiTi. To elucidate the mechanisms by which the inclusions alter phase transformations, we studied an oligocrystal sample under superelastic loading, in which the B19' martensite is stressed induced from the B2 austenite. The measured transformation strains in the specimen were half of the theoretically expected values based on the crystallographic theory of martensite [1]. We then used microstructural modeling, informed by in situ high-energy X-ray diffraction microscopy (HEDM) measurements, to obtain the local stress state around the inclusions (Figure 3(c-e)). We found that the regions between inclusion dendrites are shielded from the externally applied stress and thus can lead to the activation of martensite variants that produce low transformation strain. Additionally, we found that even in the absence of high angle grain boundaries, austenite-martensite and martensite-martensite interfaces acted as additional sources of constraint. This constraint led to deformation in the martensite phase seen as proportional gradients in rotation and elastic stretch.

In totality, non-optimal martensite variants may nucleate about inclusions. Because inclusions also create stress concentrations, these are often the first martensite nucleation events. Hence these unfavorable variants may consume the entire sample, even far away from the inclusions, resulting in non-optimal transformation strains in the bulk. Still, the variant propagation paths are further constrained by competing austenite-martensite and martensite-martensite interfaces nucleated from other regions, leading to gradients in rotation and stretch to maintain compatibility through the sample. Previously, the predominant explanation for why SMA polycrystals do not exhibit near theoretical transformation strains was texture. These new results
show that there are also competing effects from inclusions that limit the ability to completely transform to theoretically favorable variants.

With the influence of inclusions on the nucleation of transformation structures ascertained, our current work is now focused on characterizing failure mechanisms in martensitic NiTi. To localize deformation in the specimens, we use notched dogbone specimens in uniaxial tension in this set-up. To increase the size of martensite domains for in situ X-ray methods, the material was mostly detwinned before cutting the samples. These detwinned, notched monoclinic samples were subject to two loading scenarios to test the hypotheses listed above:

a. Static load testing, where the specimen was monotonically loaded to failure to observe the anisotropy of the strain field, along with a transition from predominant reorientation and detwinning to plasticity.

b. Low cycle fatigue testing, where the specimens were cyclically loaded to at low loads, to observe the accumulation of deformation over cycles.

![Diagram](image)

Figure 2: We found that in a martensitic NiTi specimen (a), initially relatively isotropic strain fields developed around a notch-tip (b, Cycle 0), but anisotropy increased as cycling was carried out (b, Cycle 16). This observation is correlated with (d) martensite orientations, where initially many different variants participated in the deformation, but after 1 cycle only a single monoclinic variant was present, leading to increased anisotropy.

Our preliminary results of the cyclic study indicate that the local deformation near a notch loaded similar to Type-I crack loading showed asymmetric strain localization (Figure 4(a-b)). During cyclic loading, the martensite reorientation and detwinning activity occurred primarily in the first cycle as evidenced by the large unrecovered strain in cycle 1 vs. small hysteresis subsequent cycles (Figure 2). This observation was reinforced by the martensite crystal orientations obtained from HEDM. A large number of martensite domains were identified at the beginning of the first cycle, which reoriented to favorable orientations and retained that microstructure upon unloading after successive cycles, as shown in Figure 2(d).

Furthermore, we have begun to understand the source of ductility in NiTi, in particular why a short change in aging time can suddenly cause a 30% or greater increase in failure strains but not effect the failure stress (see Figure 3a). Using geometrical phase analysis of high-resolution TEM images, we have found that coherent Ni₄Ti₃ martensite precipitate structures (as in Figures 3b-c) are critical to ductility. In particular, when the precipitates are small (< 5nm, corresponding to
the 2 min heat treatment), they are sheared and dissolved back into the matrix as dislocations pass through the material. However, slight growth of the precipitates to ~ 8 to 10 nm prevents them from being sheared, and instead Orowan looping occurs about their interfaces (Figures 3d-e) and they accommodate great amounts of plasticity.

**Future Plans**

We will perform in situ and ex situ micro-Laue diffraction experiments this fall to more precisely (up to ~200 nm) map the sub-grain structures around the notches and cracks than presented in Figure 2. Concurrently, we will finish the analyses of the HEDM data for the monotonic failure and low cycle failure experiments, and complement the X-ray studies with post mortem electron microscopy techniques and micromechanical modeling. High resolution TEM, in particular, will be needed to examine fine twin structures toward completing our testing of Hypothesis 1. One major challenge toward testing our original hypotheses, which were all written around an assumption of ductile failure, has been the presence of oxides and carbides, which have incited brittle failure in all but samples also aged with Ni$_4$Ti$_3$ precipitate structures of critical dimensions to absorb significant amounts of plastic deformation. Thus we are also working on fabricating samples that allow us to complete the testing of our original hypotheses. However, interesting alternate hypotheses have arisen centered around the role of inclusions and coherent precipitates in transformations and failures of SMAs. These are resulting in publications about fatigue and failure mechanisms in the meantime.
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Crack Tip Mechanisms Driving Environmental Degradation

S.M. Bruemmer, D.K. Schreiber, C. Wang, M.L. Sushko
M.J. Olszta, K. Kruska, M.L. Sushko and K.M. Rosso
Pacific Northwest National Laboratory

Program Scope

Establishing the fundamental processes that control environmental degradation and crack propagation in hostile conditions represents a grand challenge and critical basic science need for current and future energy generating systems. Such linkages are historically elusive and incomplete, as evidenced by the decades-old debate concerning the mechanism(s) of stress corrosion cracking (SCC) in the high-temperature, corrosive environments found in nuclear reactors. In this research program, we leverage advances in site-specific, atomic-level, in-situ and ex-situ analytical microscopy techniques and multiscale mechanistic modeling to explicate the atomistic and molecular processes of material degradation at surfaces, grain boundaries and ultimately nanoscopic crack tips that precede macroscopic material failure.

The central thesis for this work is that common underpinning mechanisms at the atomic scale control the SCC response at the macroscale from high-temperature gaseous to low-temperature aqueous environments. These processes involve selective oxidation, vacancy injection and local composition changes along grain boundaries that cannot be adequately addressed by existing theories of environmental degradation. Our goal, therefore, is to isolate and clarify the roles of these interlinked atomistic phenomena through theory and observation, and develop a new understanding of grain boundary degradation that can be applied to predict and control SCC behavior. We pursue this understanding through three primary research directions:

i) Environment-Induced Degradation and Crack-Tip Nanostructures including quantitative crack-growth-rate testing under controlled environmental conditions and ex-situ characterization of grain boundary oxidation fronts and crack tips using analytical transmission electron microscopy (ATEM) and atom probe tomography (APT) to correlate local structure and chemistry at near-atomic resolution with macroscopic degradation response;

ii) In-Situ Measurement of Selective Oxidation including evaluation of oxide growth and vacancy injection during high-temperature gaseous and aqueous exposures by TEM and APT to interrogate dynamic processes that link to atomistic simulations and macroscale cracking;

iii) Mechanistic Modeling of Grain Boundary Oxidation that focuses on oxide and defect formation, atomistic diffusion, vacancy motion, and metal/oxygen/vacancy interactions at multiple length and time scales that occur at corrosion/oxidation fronts and crack tips.
Recent Progress

Current research has focused on developing a fundamental understanding of the behavior of model Ni-base binary alloys in oxidizing gaseous and aqueous environments, including:

- In-situ TEM oxidation experiments have identified the fundamental steps controlling surface oxidation for Ni-10Cr, Ni-20Cr and Ni-Al alloys in gaseous environments. [1-3]
- First-principles modeling of solute diffusion along grain boundaries has revealed remarkably different activation barriers for Cr and Al that help to explain experimental differences in the intergranular (IG) oxidation behavior. [4] This information has been combined with multiscale modeling to predict porosity formation during grain boundary oxidation in Ni-Cr and Ni-Al alloys. [5] In addition, Cr-O and Cr-S interactions have been modeled in Ni to evaluate the potential for internal IG sulfidation and oxidation. [6] Finally, atomistic modeling of vacancy-mediated diffusion across Cr₂O₃ has been performed examining how O moves through defects in the oxide. [7]
- The importance of creep deformation and grain boundary oxidation promoting IG crack growth in high-purity Ni, Ni-5Cu, Ni-5Fe, Ni-5Cr and Ni-4Al alloys has been elucidated from tests in high-temperature nitrogen gas and hydrogenated water environments. [8]

Our further discussion provide a more in-depth consideration of our new analyses of SCC crack-growth tests and related analytical observations on Ni-Cr alloys. [9] Crack growth response in hydrogenated water and nitrogen gas at temperatures between 300 and 360°C have shown that creep deformation, particularly at grain boundaries, is a dominant mechanism for IG cracking in our high-purity binary Ni-base alloys. [8] A significant change is observed as the alloy Cr concentration increased from 5 to 30 at% with the crack growth measured in nitrogen gas sharply decreasing as the solute content increases. Conversely, the maximum SCC crack growth rate in hydrogenated water is observed for the Ni-20Cr alloy, with lower propagation rates for alloys with either lower (Ni-10Cr and Ni-5Cr) or higher (Ni-30Cr) Cr concentrations. The 5–20 at% alloys exhibit IG attack during water exposures that is consistent with grain boundary selective oxidation of Cr promoting the environment enhanced crack growth. However, the controlling factor for the higher SCC susceptibility for the Ni-20Cr appears to be its matrix strength that creates an increased crack-tip stress intensity and strain rate leading to faster SCC growth. Further raising the bulk concentration of Cr to 30 at% produces the highest matrix strength, however no IG attack is observed along with the lowest SCC growth in hydrogenated water. This dichotomy results from the
rapid formation of a continuous protective Cr$_2$O$_3$ film for Ni-30 Cr, [10] whereas lower Cr concentrations form non-protective, porous Cr oxides along the grain boundaries. [8,11] This is consistent with recent mesoscale modeling of the Cr-concentration dependence of the IG oxide porosity, wherein a porous oxide forms below 20 at% Cr and a compact oxide for Ni-30Cr. [5]

The formation of a protective oxide is a key aspect of the slip oxidation model for SCC which describes a dynamic process where crack growth occurs only after a protective oxide is broken and continues until the film reforms. For Ni-30Cr, observations of unstressed coupons have revealed formation of this protective film also results in a metallic grain boundary ahead that is severely depleted of Cr. [10] A key issue for SCC propagation is how this Cr-poor grain boundary reacts when the oxide film is broken; a unique “repassivation” experiment was devised to address this aspect. Employing a focused ion beam (FIB), the protective Cr$_2$O$_3$ film was removed from above the grain boundary to simulate breaking of the film during SCC. Exposure of the unprotected and Cr depleted grain boundary in hydrogenated water revealed rapid corrosion through the Cr-depleted region (Fig. 1). [12] At the edges of the original Cr-depleted zone, a protective oxide film again forms in conjunction with further Cr-depletion ahead. This experiment demonstrates that rupture of the protective film creates a finite, oxidized zone along the grain boundary which may partially explain IGSCC growth in Ni-30Cr alloys. Importantly, this mechanism is quite different from the lower Cr alloys where preferential grain boundary oxidation occurs continuously and is never inhibited by a protective oxide film.

**Future Plans**

We plan to extend our SCC testing, advanced in-situ and ex-situ microscopy and multiscale modeling into two new areas: the effect of common second phases in model alloys and direct interrogation of liquid/solid interfaces. We continue to seek insights into processes of selective oxidation, vacancy creation and injection, and atomic diffusion that are accelerated at grain boundaries, interfaces and crystalline defects to control environmental degradation and cracking.

Intergranular secondary phases present possibilities for beneficial and deleterious effects to SCC behavior. For example, while IG Cr carbides are known to impede crack initiation and slow crack growth in Ni-Cr alloys, a debate persists whether this benefit originates from changes in grain boundary corrosion/oxidation or mechanical interaction of the crack tip with the second phase. Experiments will continue in high-temperature water, steam and gas under controlled oxidizing conditions. Preliminary efforts to incorporate such heterogeneities into mesoscale models of grain boundary oxidation have already identified strong differences in elemental potentials as a result of IG precipitates, [13] which correlate with analytical observations in similar alloys. [14]
A concern when performing ex-situ, static observations of dynamic processes (e.g. oxidation and crack growth) is the alteration of key details when removing the sample from its test environment. In-situ techniques also suffer from degraded resolution or non-standard specimen geometries in comparison to ex-situ testing methods. An exciting new opportunity to bridge ex-situ and in-situ methods is site-specific cryogenic sample preparation. As part of a synergistic EFRC research project, PNNL has developed a novel cryo-FIB/APT specimen preparation and transfer system that is enabling the direct interrogation of (frozen) liquid/solid corrosion interfaces (Fig. 2). [15, 16] Although still in its infancy, this approach can uniquely and directly study corrosion phenomena at liquid/solid interfaces, including crack tips, in native corrosion environments. Our initial goals are to analyze “wet” corroded surfaces of model binary alloys, with the future goal of targeting crack tips for evidence of selective dissolution and hydroxide phases that are not apparent by conventional ex-situ microscopy analyses.
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Thermal Activation in Dislocation Dynamics of Face-Centered Cubic Metals

Wei Cai, Stanford University

Program Scope

Dislocation dynamics controls plastic deformation, mechanical strength, and failure of crystalline materials. It also governs fatigue resistance under cyclic loading, creep resistance at elevated-temperature, and radiation resistance for reactor applications. Thermally activated dislocation processes play a critical role in the strain hardening and dislocation patterning behavior of crystals, but are still not well understood. Cross slip and removal of Lomer-Cottrell (LC) junctions are two important thermally activated processes in pure Face-Centered Cubic (FCC) metals. Many fundamental questions regarding these processes still remain open, and our proposed research seeks to provide answers. This project will use dislocation dynamics (DD) simulations and atomistic simulations with advanced sampling techniques to determine the fundamental mechanisms of cross slip and LC junction removal processes and their consequence on strain hardening.

Recent Progress

Over the last two years, we have made significant progress in advancing the capability of dislocation dynamics (DD) simulations of work hardening of single crystals. A sub-cycling integrator has been developed that significantly extends the time step allowed in the DD simulation, allowing us to probe larger plastic strains. More recently, the sub-cycling integrator is implemented on GPUs to overcome the difficult of combining sub-cycling integration with parallel computing. This results in a 20x speed up compared with serial CPU implementation.

The new DD capability allows us to make discoveries on the nature of dislocation microstructure (Fig.1) and the origin of strain hardening. We found that junction formation between dislocations on different slip planes is not only essential for strain hardening, but also leads to an exponential distribution of the dislocation line lengths between junction pinning points. The exponential length distribution is parameterized by two variables: the total dislocation density $\rho$, and the nondimensional parameter $\varphi \equiv N^2/\rho^3$, where $N$ is the number of dislocation lines per unit volume. We develop a simple model describing the evolution of a population of dislocation lines, and by using parameters extracted directly from DDD simulations are able to explain both the exponential distribution and the observed hardening rate. We then further examine the relationship between junctions and hardening by conducting specialized DDD simulations where we are able to
prevent specific junction types from forming. We find that among the four types of junctions in FCC crystals, glissile junctions make the dominant contribution to the strain hardening rate.

The ability to generate large dislocation microstructures during strain hardening also provides us new ways to compare theory and simulations with experiments. We are now able to compute virtual X-ray diffraction patterns from the complex dislocation microstructures of DD that can be compared with micro-Laue experiments [1]. X-ray diffraction measurements has the advantage of being a non-destructive method, and has been shown to provide a rich set of information of the microstructure during deformation, including elastic strains, lattice rotations in individual grains. We have developed a method to compute virtual X-ray diffraction patterns based on the non-singular formulation of dislocation fields. The preliminary results show peak broadening, streaking during deformation, as was reported in experiments.

Future Plans

We plan to incorporate the dislocation cross slip rate model constructed based on atomistic simulations into our DD model and use it to predict the effect of thermally activated processes on the temperature/strain rate effects on strain hardening. We will also perform molecular dynamics (MD) simulations of cross slip to reveal any finite temperature effects possibly missed by zero-temperature energy barrier calculations.

We will also test several ideas that can potentially extend the strain range of our DD simulations even further (potentially to 5% or even 10%). These include the possibility of detecting (and perhaps coarse-graining or removing) dense dislocation tangles that develop during plastic deformation but become too costly to handle in a DD simulation.

We also plan to continue our investigation on the geometrical/topological features of the dislocation network predicted by the DD simulations. The goal is identify important coarse-grained variables that can be used to construct continuum theory of strain hardening, as well as to be able to generate statistically representative dislocation microstructures at large strain (without always having to perform DD simulations starting from zero strain).
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Role of Grain Boundaries in Polycrystalline Deformation

Prof. Michael D. Sangid, Purdue University
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Program Scope

Polycrystalline deformation is a complex process that has yet to be fully understood. The important deformation mechanisms in a polycrystalline material include slip within grains, transfer of slip across grains, twinning, and grain boundary sliding. However, little is known about the interactions between these mechanisms during plastic deformation. While these deformation mechanisms have been studied individually, the coupling between them has not received much attention, especially at mesoscale. Studying whether these mechanisms are competitive or cooperative is imperative to a better understanding of polycrystalline deformation.

Grain boundaries (GBs) dictate the mechanical response during polycrystalline deformation, by providing a strengthening mechanism as a barrier to dislocation motion. GBs also emit dislocations and allow for relative motion of adjacent grains along their plane. Grain boundary sliding (GBS) becomes significant in nanocrystalline materials and in bulk materials during creep, deformation at high temperatures, and superplastic deformation. Conventionally, crystal plasticity frameworks do not include an explicit description of grain boundaries, or of GBS as a deformation mechanism. Using a combined computational and experimental approach, we aim to include an explicit description of grain boundary elements inside a finite element framework, as well as additional degrees of freedom to account for deformation mechanisms active at grain boundaries, such as GBS. The inclusion of additional degrees of freedom allow for the incorporation of a description of the physics of dislocation-GB interaction into the modeling framework.

Recent Progress

On the modeling front, a framework has been developed to incorporate grain boundary deformation mechanisms, in the form of tuning barriers to slip and grain boundary sliding, within a crystal plasticity finite element model. On the experimental front, the focus has been to achieve high-resolution, wide-area deformation maps, and underlying crystallography maps of test specimens of an idealized model material of columnar, high purity 99.99% aluminum, to identify the underpinning physics of slip-GB and GBS mechanism and to inform modeling efforts.

Overview of Experiments

An experimental procedure was created to produce high-resolution deformation maps on columnar specimens of 99.99% aluminum, in order to provide a unique data set for the crystal plasticity modeling described herein. These experiments are capable of resolving slip traces inside of grain across areas as large as 5 mm x 1 mm. Creating an approach to map deformations
that are sufficiently high resolution to capture slip and grain boundary sliding, but encompass mm-scale field of views (FOVs), on a model system of high-purity (99.99%) columnar aluminum, proved challenging in numerous aspects. In brief, specimens are fabricated in-house by electro-discharge machining with gage dimensions of 5 mm x 1 mm x t mm, with thickness t ranging from 0.15 - 0.5 mm and annealed. The specimens are then mounted by a custom vacuum setup (due to their sensitivity to plastic deformation), mechanically polished, and chemically patterned with 300 nm nanoparticles for deformation tracking, following which they are tested in-SEM under uniaxial tension. Micrograph-capture has been automated to achieve higher-resolution testing in tractable time frames, and custom codes have been written to stitch the numerous resultant EBSD and DIC fields by calculating cross-coefficients between adjacent image subsets. An example of the resulting EBSD and strain ($\varepsilon_{xx}$) fields across the gage section are shown in Figure 1.

![Figure 1: EBSD (top) and SEM-DIC (bottom) data of a 99.99% Al oligocrystalline specimen (FOV approx. 5 mm x 1 mm)](image)

**Overview of Modeling**

The crystal plasticity model is generated based on the aforementioned DIC experiment. First, a virtual instantiation of the characterized microstructure is developed, where the 3D columnar microstructure is generated from the 2D EBSD scan. The GB normal vectors are determined based on an in-house code, which enables a complete description of the GB with respect to its 5 degrees of freedom. This description of the GB is used to (i) specify the possible plane and directions for GB sliding and (ii) calculate the interfacial energy. The existence of a functional form for the GB energy was first postulated in [1], and was more recently found in [2]. The individual GB energy is determined for each GB characterized within the specimen. Further, based on prior experimental and atomistic simulation studies [3, 4], the GB energy dictates the barriers to slip transmission and GB sliding. Thus, the GB energy is used to determine the strength of each individual GB within the microstructure. Within the finite element model, a mesh is generated explicitly relative to the microstructural features and the GB mantle.
and grain cores are defined, such that the strength of the GB is determined based on its GB energy and the additional deformation modes are added to accommodate GB sliding. The framework is shown in Fig. 2.

Additionally, the modeling framework has been extended to include temperature and irradiation effects, as experimental characterization will also be conducted at elevated temperatures and on irradiated materials. Specifically, the Kocks-Mecking type hardening equations for crystal plasticity have been selected such that it is inherently temperature dependent. The formulation is adopted based on thermodynamic activation of dislocation segments to promote slip [5], and is modified to include a GB energy term. As shown in Fig 3, the strength of the GB is adjusted based on its interfacial energy and is also artificially, uniformly hardened/softened for demonstration purposes. Based on the results of the experiment, each GB will be tuned to account for the underpinning physics and propensity for coupled slip and GB sliding events. Lastly, an extra term is included in the hardening equation to account for the presence of stacking fault tetrahedra for the irradiated material [6].

Figure 2: Overview of the modeling framework.

Figure 3: Preliminary model framework results, where the GB strength is (a) uniformly hard, (b) uniformly soft, and (c) adjusted based on individual GB interfacial energy.
Future Plans

In the upcoming months, the focus of this research will be to calibrate the crystal plasticity (CP) model from the experiments currently underway. The CP parameters for crystallographic slip will be calibrated to match the macroscopic stress-strain curves. Afterwards, GBS will be characterized from the DIC experiments and correlations between GB types (i.e. the interfacial energy) and the magnitude of sliding will be determined and used to inform the crystal plasticity parameter selection for the GBS mechanism. A metric for comparison between the strain predicted by the CP model and measured from the experiment is determined based on the spatial summation of error. Regions of high discrepancy, especially near GBs, will be further examined to identify complimentary or competitive deformation modes between crystallographic slip and grain boundary sliding, which will be used to refine the constitutive equations of the CP model. Future experiments will be run at both room temperature and elevated temperatures (~0.5 \( T_m \)) in order to activate varied degrees of grain boundary sliding, and to provide multiple specimen datasets under each testing condition. New automated micrograph capture codes will be used to further refine the spatial resolution of the displacement measurements while maintaining the mm-scale coverage of the displacement maps.

References


Publications

Publications are underway.
Molecular Design of Hybrid Films with Unusual Mechanical Properties

Professor Reinhold H. Dauskardt
Department of Materials Science and Engineering, Stanford University
Stanford, CA 94305 – 4034, Email: dauskardt@stanford.edu

Program Scope

Our research is focused on fundamental studies related to the molecular design, synthesis, characterization and modeling of molecular-reinforced hybrid glass films for superior mechanical and fracture properties. Molecular-reinforced hybrid glass films exhibit unique electro-optical properties while maintaining excellent thermal stability. They have important technological application for emerging nanoscience and energy technologies including anti-reflective and ultra-barrier layers in photovoltaics and display technologies. However, they are often inherently brittle in nature, do not adhere well to adjacent substrates, and exhibit poor mechanical properties.

Our research brings together a unique combination of internationally recognized thin-film processing and mechanical characterization capabilities coupled with computational modeling that we have pioneered to study hybrid films. Composition and molecular structure are characterized using high resolution X-ray, electron, optical and nuclear spectroscopy. Mechanical properties are studied using acoustic, nanoindentation, force modulated AFM, and thin-film adhesion and cohesion techniques we have pioneered for thin-film structures. We leverage computational modeling capabilities that allow us to understand the complex molecular structure, free volume, cohesive and elastic properties of hybrid molecular materials. This has enabled the molecular design, synthesis, characterization and modeling of hybrid films for superior mechanical and fracture properties.

Recent Progress

Terminal Groups and Elastic Asymmetries: Due to the presence of terminal groups that limit network connectivity, we found that hybrid molecular materials can have a marked asymmetric elastic modulus (wherein the compressive, $E_C$, and tensile, $E_T$, moduli are different), which has significant implications for thermomechanical reliability and can ultimately limit their integration into emerging nanotechnologies including dielectrics in microelectronics, antireflective (AR) coatings, protective coatings in flexible electronics, and molecular sieves for biosensing. Hybrid materials may contain a range of network terminations that vary in molecular weight and size. These terminal groups affect the material’s density, which controls their interaction distance and thus may also affect the resulting elastic asymmetries.
We explored a range of terminal groups (OH, methyl, vinyl, and phenyl) using a consistent molecular architecture to study their effects on the elastic asymmetries. Since the hybrid material density decreases with increasing terminal group size, it was expected that molecular architectures with large terminal groups should result in reduced elastic asymmetries. Contrary to this expectation, we show that hybrid molecular materials with large terminal groups are dense enough to allow significant steric interactions, and, as a result, we show that increasing the terminal group size actually increases the degree of elastic asymmetry even further (Fig. 1). Thus, we develop a new design principle that connects more complex terminal groups in the underlying molecular architecture with asymmetric elastic behavior.

We explored the effects of porosity on elastic asymmetries and found that terminal groups preferentially situate at internal pore surfaces (Fig. 2a). Thus, there is a reduction in the average terminal group cluster size and the number of possible steric interactions, reducing the degree of elastic asymmetry. Porosity can be thought of as increasing the average distance between terminal groups. As a result, increasing volume percentage porosity.

**Figure 1:** (a) The degree of elastic asymmetry, $E_C / E_T$, as a function of network connectivity, $p$, for the Et-OCS, Et-OCS-methyl, Et-OCS-vinyl, and Et-OCS-phenyl models. (b) The maximum degree of elastic asymmetry, $E_C / E_T$, with respect to the volume of the terminal group in each molecular model: OH (Et-OCS), methyl (Et-OCS-methyl), vinyl (Et-OCS-vinyl), and phenyl (Et-OCS-phenyl).

**Figure 2:** (a) The terminal groups for each molecular model (Et-OCS, Et-OCS-methyl, Et-OCS-vinyl, and Et-OCS-phenyl) increasingly situate at internal pore surfaces for increasing volume percentage porosity. (b) The degree of elastic asymmetry, $E_C / E_T$, as a function of the volume percentage porosity.
decreases the degree of elastic asymmetry, $E_c/E_T$, for each model network (Fig. 2b).

**Hyperconnected Network Architectures**: Designing hybrid glasses to maintain high levels of mechanical strength and stiffness remains a significant challenge that can ultimately limit the integration of these materials into emerging nanotechnologies.

To address this challenge, we exploited the fundamental dependence of the elastic properties on network connectivity by developing a hyperconnected network architecture, wherein the connectivity of a silicon atom within the network extends beyond its chemical coordination number, resulting in exceptional mechanical properties. The concept of silicon network hyperconnectivity is illustrated in Fig. 3a,b where the potential silicon network connectivity of a silicon atom in an ethylene-bridged glass and a trifunctional 1,3,5-benzene-bridged glass are shown. In glasses with only linear bridges between silicon atoms (e.g. oxygen or ethylene), each silicon atom can connect to a maximum of four nearest silicon neighbors. However, the structure of the 1,3,5-benzene precursor is such that each silicon atom in these networks can potentially connect to five other nearest silicon neighbors: the benzene ring in the 1,3,5-benzene structure connects each silicon atom to two others via carbon bridges, while maintaining the ability of a silicon atom to connect with three others via Si-O-Si bonds. Compared to linearly bridged glass models (methylene, ethylene, 1,4-benzene, 1,3-benzene), the hyperconnected 1,3,5-benzene exhibits exceptionally high stiffness at a density similar to the methylene-bridged material (Fig. 3c). Surprisingly, the 1,3,5-benzene glass has a higher modulus but a significantly lower density than amorphous SiO$_2$.^8–10^  

While nanoporosity is an important structural parameter that controls materials properties such as the dielectric constant, it severely degrade the mechanical properties (Fig. 4a). However, hyperconnected network architectures significantly enhance the modulus of nanoporous glasses compared to a state-of-the-art nanoporous ethylene-bridged glass (Fig. 4b).
Future Plans

We will continue our research to develop hybrid films with improved mechanical and fracture properties. Specifically, we will continue to pioneer molecular design criteria to control the mechanical properties. By leveraging our atmospheric plasma deposition capabilities, we will synthesize hybrid materials with controlled molecular architectures (including a range of terminal groups) to further calibrate our computational models and develop hybrids with well-controlled degrees of elastic asymmetry and exceptional mechanical properties. Furthermore, using our computational tools, we will study the role of bridging in hybrids to build a robust connection between molecular structure and network connectivity with the resulting mechanical properties.
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Self-organized dislocation structures in metals

Anter El-Azab, School of Materials Engineering, Purdue University

Program Scope

This research started in August 2017; it aims to provide a first-principles understanding of the collective dislocation dynamics that lead to dislocation patterning in deforming face centered cubic metals. Of primary interest are the early stages of pattern formation. The fundamental role of spatial and temporal dislocation correlations in dislocation self-organization and in the collective dislocation mobility, short range reactions and cross slip under deformation will be investigated using theory and computations within the recently developed Continuum Dislocation Dynamics (CDD) framework [1]. The enhanced CDD model will be used to predict the ubiquitous patterning of dislocations in Cu, Al and Ni, as a function of deformation strain rate, temperature, and crystallographic orientation. To capture the underlying science of deformation mechanisms on mesoscopic length scales and provide for direct comparisons with deformation measurements, continuum dislocation dynamics simulations will be extended to volumes on the order of $15\mu$m – $25\mu$m on edge and strains up to 5%. These simulations will provide a new level of predictions for comparison with in situ and ex situ Transmission Electron Microscopy (TEM), Electron Backscattering Diffraction (EBSD), and direct and absolute model validation with 3D Dark Field X-Ray Microscopy (DFXM) and both polychromatic and scanning-monochromatic 3D X-Ray Microscopy (3DXM) experiments using focused synchrotron x-ray beams. The roles of spatial and temporal correlations on the collective dynamics of dislocations will be tested quantitatively by isolating the effects of the collective mechanisms influenced by the correlations, and checking whether they yield results more agreeable with experiments. Open literature TEM data as well as DFXM and 3DXM deformation data provided by collaborators will be used for this purpose. The associated constitutive closure for the CDD framework will be achieved using large scale Discrete Dislocation Dynamics (DDD) simulations and stochastic modeling.

Recent Progress

A detailed plan for year 1 research has been put together. The PI is currently making interviews with the incoming students to identify those who will join this research by mid-August.

Future Plans

The overall research is divided into four areas:
• First principles based bottom-up (re)formulation of the continuum dislocation dynamics to integrate the dislocation correlations, collective dislocation mobility, and short range reactions into the CDD model equations.

• Simulation of temporal and spatial dislocation correlations combined with modeling of the collective mobility of dislocations and their short-range reaction rates to establish closure of the CDD model equations.

• Computational implementation of the updated CDD model equations into a Finite Element Method (FEM) code.

• Investigation of dislocation patterning and the scaling of dislocation microstructure and its dependence on crystal orientation and temperature, and the impact on hardening. Model validation using 3DXM, DFXM, and TEM generated deformation microstructure measurements, as well as data from the open literature on stress-strain behavior of Cu, Al and Ni.

Year 1 of the effort will focus on the theoretical development of continuum dislocation dynamics, the dislocation correlations, and collective dislocation mobility. Large scale discrete dislocation dynamics simulations to collect relevant data for constitutive closure of CDD equations will be started.
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Program Scope
Despite various advances in modeling the behavior of dislocations at the meso-scale, the accurate prediction of bulk dislocation evolution at the sub-grain level remains a challenge. One particular approach – the super-dislocation, or SD model – accounts for elastic forces between populations of dislocations, and has enjoyed various successes in terms of predicting macroscopic material behavior. These accomplishments include prediction of the Hall Petch and Bauschinger effects and the elastic-plastic transition.

This project seeks to test the hypothesis that bulk (meso-scale) grain boundary / dislocation interactions can be predicted using simple geometrical considerations of the relevant slip systems, and/or other local microstructural characteristics. The hypothesis is explored via a combined modeling and experimental approach.

Various potential definitions of transmissivity factor, or obstacle stress, are incorporated into the SD model for prediction geometrically necessary dislocation (GND) content in polycrystals under various strain conditions. Cross-correlation EBSD is used to map actual GND content in order to compare simulated predictions with experimental measurements. The study focuses particularly on grain boundaries, where GND buildup often occurs.

Furthermore, MD simulations of dislocation / GB interactions across a wide number of GB types are used to inform the selection of transmissivity factor, and test the hypothesis at the atomistic and nano-level.

Recent Progress
Details from various central and peripheral findings of earlier stages of this project can be found in the ‘Publications’ section at the end. This abstract focuses mainly on unpublished results, along with a brief summary of the most recent macro-level achievements of the SD model. Figure 1. illustrates SD-prediction of the detailed form of the Bauschinger effect (i.e. including not only yield, but post-reversal strain hardening) as a function of aging in Al-Ge-Si alloys [1]. In Fig. 1, $\gamma$ is a measure of
the transition strain range after reversal. This paper demonstrates the successful implementation of the inter-dislocation and dislocation / obstacle elastic interactions via the SD model, applied to nano-sized microstructures with both grain and phase boundaries controlling the macro properties.

At the other practical extreme of length scale, the SD model predicted the behavior of composite-like DP steel [2]. Figure 2 shows SD predictions and experiments from the literature for the nonlinearity of nominally elastic deformation. The results also show the effect of varying obstacle strength on the simulations, corresponding approximately to various obstacle mechanisms. (Note the red and purple curves corresponding to two obstacle strength scaling magnitudes.)

In order to test the model assumption and performance at the micro-scale, three Ta oligocrystals, with approximately columnar grains, were pulled in tension to a sufficient strain level to observe dislocation build-up at various grain boundaries. The GND measurements from cross-correlation EBSD were then compared with predictions of GND content using a standard crystal plasticity finite element model (CPFEM), and using the SD model (the same base CPFEM model, but with elastic interactions between sets of dislocations, and between sets of dislocations and GBs, accounted for). The results are shown pictorially in Fig. 3.

As can be seen from the figure, the SD model generally reflects experimental results by predicting buildup of dislocations near the GBs, while CPFEM predicts a more uniform dislocation
distribution throughout each grain. Overall, the SD model predicts average GND content within one order of magnitude of experimental results, while CPFEM predicts it within about two orders of magnitude. Furthermore, the SD model correctly predicts which specific GBs will have pileup 58% of the time; i.e. it is better than random selection, but cannot be considered to accurately reflect dislocation / GB interactions in its current form.

MD simulations of dislocation / GB interactions have been carried out on more than 25 different GBs with the goal of determining the factors that are of greatest importance in the interaction. The MD simulations are examined to determine: the slip system of the incident dislocation, when dislocations impinge on the GB, what resolved shear stresses are associated with its interaction, whether the slip dislocation transmits or not, the slip system and resolved shear stresses of transmitted dislocations. Additionally, other factors are calculated, such as transmissivity [3] and residual dislocation content left behind in the GB following a transmission event [4]. Each simulation cell consists of ~500,000 atoms and has a configuration as shown in Figure 2a; the shape is designed such that uniaxial applied loads, as shown cause nucleation of dislocations at the sharp notch, which then propagate into the GB as shown in Figure 2b.

The factors noted above are measured for each of the dislocation / GB interactions. In deforming these 25 GBs, there were 51 different dislocation / GB interactions that were observed. Of these, 27 exhibited transmission with the remaining 25 dislocations becoming pinned or absorbed into the GB without transmitting a dislocation into the other grain. In the initial analysis, there has been no correlation found regarding the magnitudes of the resolved shear stress on a given system and the transmission of a dislocation on the other side of the GB. In fact, some of the highest observed stresses were on systems that have not allowed transmission of a dislocation. However, the transmissivity factor correctly predicts the outgoing slip system for 63% of the transmission events. For another 22% of the cases, the factor correctly predicts the slip plane. Other outgoing dislocations were partial dislocations, which were not considered. Thus only 15 events are incorrectly predicted. Additionally, analysis of the residual Burgers vector indicates that 78% of the transmission events occurred on slip systems that had the minimum residual Burgers vector. On average, the transmitted slip systems had residual Burgers vectors of 0.7Å, while cases with
no transmission had an average residual Burgers vector of 3.8Å on the predicted slip system. In summary, it appears that we should be able to discern which dislocation events will result in transmission based on a combination of the transmissivity factor and the residual Burgers vector. At present, no accurate prediction of the resolved shear stress required for a transmission event has been determined.

**Future Plans**

An experimental campaign is underway to compile a large dataset of dislocation / GB interactions in BCC and FCC materials. Several terabytes of EBSD data were obtained this summer in collaboration with Sandia National Lab, and samples with varying grain size are currently being polished for scanning. The data will be mined for correlations that infer the form of the correct transmissivity factor / obstacle stress model. Furthermore, specific boundaries that display special characteristics will be selected for more detailed study via more detailed experimental and SD model analysis.

The MD work will proceed with additional GBs, with the goal of examining more than 100 dislocation / GB interactions to determine the factors most critical to predicting slip transmission or the lack thereof, and the stresses associated with the events. Following completion of this work, the MD work will focus on simulating large numbers of dislocations interacting with a single boundary to determine the propensity for building at different GBs. The goal is to see buildup similar to that observed in experiments for interpretation of the results.
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The Role of Anisotropy on the Self-Organization of Gas Bubble Superlattice

J. Gan¹, Y. Zhang¹, C. Sun¹, C. Jiang¹, Y. Gao¹, L. He¹, D. Sprouster², L. Ecker²
¹Idaho National Laboratory, ²Brookhaven National Laboratory

Program Scope

Self-organization of nanoscale void/gas bubble superlattices has been widely observed in irradiation experiments however yet to be well understood. The recent discovery of incoherent face-centered-cubic (fcc) Xe bubble lattice in body-centered-cubic (bcc) UMo challenges the widely accepted coherency between superlattices and matrices. A complete mechanistic understanding of bubble lattice self-organization may have a large impact to materials science and nuclear energy advancement, and is the objective of this project. The knowledge obtained through a coherent integration of experimental and computational approach will advance the current understanding of self-organization mechanisms of nanostructures under irradiation. To realize this goal, two appealing self-organization mechanisms previously proposed in open literatures have been identified: anisotropic elastic interaction between voids and kinetic anisotropy such as one-dimensional (1D) self-interstitial atoms (SIA) diffusion. For the first year, the focus is on the effect 1D diffusion using bcc Mo and W, with the former being elastically anisotropic while the latter isotropic. Efforts have been made to investigate the fundamental interaction between inert gas and metal matrices, the mechanism for void/bubble superlattice formation and their stabilities under irradiation and annealing, and the experimental conditions for bubble superlattice formation and evolution, and to establish advanced characterization techniques for bubble superlattice.

Recent Progress

Helium gas bubble superlattice (GBS) has been successfully produced in pure Mo and W by using ion implantation. Systematical experiments have been performed to determine the optimized implantation conditions for the GBS formation. The injection of helium gas ions to ~ 10 at.% at temperature of 0.2 \( T_m \) (\( T_m \): melting temperature) produces well-aligned gas bubbles in both Mo and W. It suggests that the role of elasticity on GBS formation is weaker than that of SIA diffusion. Figure 1 (left) shows representative transmission electron microscopy (TEM) micrographs of GBS in Mo and W, the inset of fast Fourier transform (FFT) suggests a clear evidence of the ordering of helium gas bubbles on \{110\} planes. The lattice parameter of He GBS, estimated using FFT, is \(~ 4.8 \text{ nm} \) in Mo and \(~ 5.2 \text{ nm} \) in W. The average size helium gas bubble is \(~ 1.5 \text{ nm} \) for both Mo and W. However, the gas bubble lattice parameter strongly depends on the implantation temperature and ion flux. It is known that Xe GBS in irradiated U-10Mo fuel has high thermal stability. In-situ thermal annealing experiment was conducted in TEM to study the thermal stability of He GBS in Mo. The result shows superior thermal stability of He GBS up to 850°C (0.39\( T_m \)) as shown in Fig. 1 (center and right). The significance of this thermal stability is on its great potential for broad applications such as for 3D patterning for advanced functional material and the design of the advanced nuclear fuels with inherent property for the development of thermally stable fission gas superlattice, which has high gas inventory capacity operating at high temperature.
Irradiation-induced disordering of superlattice has been reported in the literature, for instance, ion irradiation can cause the disorder of L12 structured gamma prime precipitates in Ni-based superalloy due to creation of point defects and anti-site defects. Here, the first time, the order-disorder transformation of He gas bubble superlattice is observed under Kr ion irradiation. In-situ Kr ion irradiation with energy of 1 MeV using IVEM at ANL was performed on the Mo TEM foil with He GBS. The evolution of gas bubble alignment and FFT clearly suggests that the order-disorder transformation of He gas bubble superlattice under Kr ion irradiation at 300°C completes at a relatively low dose of 2.5 dpa. This is quite different from Xe GBS in irradiated U(Mo) which is believed to be stable under irradiation.

Figure 1. He gas bubble superlattice in Mo and W (left) using ion implantation. Insets with fast Fourier transform (FFT) show bubble ordering. TEM bright field images reveal stable He GBS alignment from in-situ annealing up to 850 °C (middle and right).

Figure 2. He gas bubble superlattice transformation from order to disorder under 1 MeV Kr irradiation at 300 °C.
Systematical density functional theory (DFT) calculations have been carried out to explore the thermodynamic stability of inert gases such as He and Xe in group 5B (V, Nb and Ta) and 6B (Cr, Mo and W) metals, as well as the interactions between gas atoms and lattice defects. Some representative results are shown in Fig. 3. It is known that without vacancies the inert gases are found to have high solution energies in these metals. Accordingly, inert gas atoms show strong affinity to vacancies or voids, indicating a strong tendency to precipitate into bubbles. With sufficiently high gas to vacancy ratio in a gas-vacancy cluster, the presence of gas atom can effectively suppress recombination between vacancies and SIAs and stabilize this cluster, as shown by the increase in the interaction energy between a gas-vacancy cluster and a SIA in Fig. 3. The results suggest high driving forces, particularly for Xe, to form stable gas bubbles under irradiation by occupying vacancies. These results provided thermodynamic basis for understanding gas behaviors in metal matrices and parameters to be used in atomistic simulations and theoretical analysis. Moreover, very good group trends are obtained in the results, suggesting that the interaction between inert gases and metal matrices may be governed by the electronic configurations of metal atoms.

![Figure 3. Interaction energies as a function of gas/vacancy ratio between a SIA and a gas-vacancy cluster in group V and VI bcc metals from DFT calculations.](image)

To explore the nucleation process of void superlattice, which may possibly share the same formation mechanism with bubble superlattice, a novel atomic kinetic Monte Carlo (AKMC) method considering 1D SIA diffusion has been developed. In conjunction, theoretical analysis is carried out in analogy to phase separation in regular solution with source and reaction terms. It is predicted by the theoretical analysis that with increasing vacancy concentration, a critical condition will be reached for spontaneous phase separation, which features a characteristic length dependent on defect dynamics. This characteristic length can be stabilized when ordering is induced by kinetic anisotropy such as 1D SIA diffusion. The superlattice symmetry is found to be dictated by 1D SIA diffusion, challenging the widely accepted empirical rule that the superlattice is coherent with the matrix. The nature of spontaneous phase separation for superlattice is clear in AKMC simulations at low temperature and high dose rate, as shown in Fig. 4(a) and (c). With increasing temperature or decreasing dose rate, individual void nucleation and growth weaken the ordering, leading to defects formation in the superlattice, as shown in Fig. 4(b).
The theoretical analysis also leads to an analytical prediction of void superlattice parameter based on materials properties and irradiation conditions without any fitting parameters. The unprecedented predictability is demonstrated by comparison to independent experiments in W and Mo and AKMC simulations in Mo shown in Fig. 5. Three important trends regarding the superlattice parameter $a_L$ are predicted: i) $a_L$ increases with increasing temperature, ii) $a_L$ decreases with increasing dose rate, iii) under the same irradiation condition, $a_L$ is larger in materials with higher vacancy diffusivities. The first and the third predictions are validated by the measurements in neutron irradiated Mo and W in literature, and the second one is validated by AKMC simulations. An indirect experimental support to the second prediction is that, in general, at the same temperature the void superlattice parameters produced by ion irradiation are usually smaller than that by neutron irradiation, since the former is usually associated with much higher dose rates. Given the uncertainties in the experiments, quantitative comparison with experiments can be regarded as very good as well. The consistency between theory and experiments, alongside the direct support from AKMC simulations, indicates that the spontaneous phase separation based theory captures the nature of void superlattice formation. It can thus be utilized to tailor desired superlattice in experiments, e.g., by adjusting irradiation conditions and materials properties. This theory is expected to hold and will be extended for bubble superlattice.
The above theoretical analysis also predicts a low temperature boundary for void superlattice formation using the condition that the predicted nearest neighbor distance in the superlattice is no less than twice of the recombination radius. In addition to void superlattice, the irradiation conditions for He gas bubble superlattice in bcc Mo and W have been identified experimentally. For both materials, bubble superlattices have been produced by He ion irradiation. Since both Mo and W have 1D SIA anisotropic diffusion and only Mo is elastically anisotropic, this confirms that indeed 1D SIA diffusion can lead to bubble superlattice formation, consistent with the AKMC simulations. Elastic anisotropy is not suggested as a necessary condition for that.

Synchrotron experiments at the NSLS-II at BNL were performed to nondestructively characterize bubble size, GBS lattice structure and lattice parameter in Mo and W substrates implanted with He ions. These were the first measurements of their kind and capitalized on the ultra-high brightness and small X-ray source size of the NSLS-II. Rapid SAXS and WAXS mapping measurements (< 20 min per sample) at the LiX beamline were performed to determine the spatial distribution of GBS within a series of samples.

An example of the SAXS-WAXS mapping is shown in Fig. 6(a) for a He implanted Mo sample. The mapping of SAXS and WAXS results in 1200 individual scattering/diffraction patterns. The visualization of GBS rich regions was accomplished with an image montage made possible through customized python scripts and ImageJ. The most intense scattering pattern in the center of the SAXS images (shown in red in Fig. 6(b)) is due to the signal from the matrix and He bubbles, while the diffuse diffraction spots observable away from the central pattern are attributed to the diffraction due to the ordering of the He gas bubbles.

![Image](image.png)

Figure 6. (a) SAXS map (montage of SAXS images) of a He implanted Mo sample. The sample surface is shown by a red line dividing a region with air scatter from the scattering from the sample. A portion of the GBS-rich region is highlighted (transparent red box). One of the integrated scattering patterns within the red box is shown in (b) with the diffraction peak from a plane of He GBS (d-spacing ~3.9 nm).
SAXS-WAXS experiments were also performed on a neutron irradiated U(Mo) nuclear fuel sample with well-developed Xe GBS at the LiX beamline (NSLS-II). Figure 7 shows an example of the scattering signal from the Xe GBS. The sharper, more well-defined diffraction signal is indicative that the fission gas bubbles are highly ordered, and phase identification shows that they are in an FCC arrangement, consistent with past TEM reports. Future synchrotron experiments on this sample include mapping the structural state of the gas in the GBS fine bubbles and in large fission gas bubbles that form in regions of the sample where the GBS has started to collapse with X-ray Absorption Near Edge Spectroscopy.

Future Plans

The accomplishments received so far have significantly advanced the current understanding on void/bubble superlattice formation. In the future, theoretical analysis will be continued to 1) predict superlattice symmetry based on anisotropic SIA diffusion, 2) predict bubble superlattice using the data produced by DFT calculations, and 3) to explore the role of elastic anisotropy. Trends regarding matrix properties, gas element, and irradiation conditions will be predicted. In conjunction, new experiments will be carried out to systematically study the effects of dose rate, temperature, matrix properties and gas elements on the gas bubble superlattice parameter, to validate the predictions by theoretical analysis. Advanced characterizations will also be done to quantify the strain field around the bubble and gas content and pressure in the bubbles.
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Multiscale Mechanical Properties and Alloy Design
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1Oak Ridge National Laboratory, Materials Science and Technology Division, Oak Ridge,
TN 37831; 2University of Tennessee, Department of Materials Science and Engineering,
Knoxville, TN 37996

Program Scope

Our goal is to understand the fundamental factors that govern the phase stability and
mechanical behavior of high-entropy alloys (HEAs) and their derivative medium-entropy alloys
(MEAs). As opposed to conventional alloys that are based on one or two major elements,
HEAs/MEAs comprise multiple principal elements in relatively high concentrations. This opens a
vast, unexplored compositional space near the centers of phase diagrams where new alloys with
exceptional properties might be lurking waiting to be discovered. Indeed, a few HEAs with striking
mechanical properties have already been identified [e.g., 1,2] but much remains to be done. These
materials are of fundamental scientific interest because textbook treatments of phase stability,
deformation, and diffusion cannot be easily extended to compositionally complex multicomponent
alloys. Currently, we are investigating single-phase (solid solution) alloys to avoid the
confounding effects of multiple phases in the microstructure; among those, we focus on model
alloys with the face-centered cubic (FCC) crystal structure. Careful thermomechanical processing
is employed to control their microstructures, followed by analyses using a variety of techniques
including X-ray and neutron diffraction, advanced electron microscopy, and atom probe
tomography. Mechanical testing is performed as a function of temperature and strain rate to
elucidate the effects of composition and microstructure on mechanical behavior. Interrupted tests
are used to quantify microstructural evolution with strain to uncover the governing mechanisms at
different stages of plasticity. Modeling and simulations based on molecular dynamics as well as
ab initio calculations are used to develop a deeper understanding of the experimental results.
Longer term, we expect our work to lead to the formulation of broad scientific principles for the
design of an important new class of structural materials for use in energy-related applications.

Recent Progress

Because of space limitations, we will highlight just a few of our recent results that bear on
phase stability and mechanical properties. The original concept behind HEAs was that their high
configurational entropies would suppress the formation of harmful intermetallic compounds and
stabilize single-phase solid solutions [3]. That turned out not to be the case and contributions to
the Gibbs free energy from enthalpy [4,5] and non-configurational entropy [6] appear to be critical
in determining the phases present in the microstructure. Among the single-phase HEAs, the
CrMnFeCoNi alloy discovered by Cantor et al. [7] is perhaps the most extensively investigated. Careful analysis utilizing a variety of techniques over multiple length scales, including X-ray diffraction, light microscopy, scanning electron microscopy, transmission electron microscopy, and atom probe tomography have shown that it is a true solid solution down to atomic scales when annealed at temperatures above 800 °C [8,9]. However, at lower temperatures, the solid solution becomes unstable and multiple metallic and intermetallic phases precipitate out [8-10]. Fig. 1 shows an example of this phase decomposition on a grain boundary after a 500-day anneal at 500 °C. Selected area diffraction and energy dispersive X-ray spectroscopy showed that three different precipitates formed: L1_0-structured NiMn, B2-structured FeCo and a Cr-rich body-centered cubic phase [8]. After annealing for 500 days at 700 °C, a sigma phase was identified on the grain boundaries with the tetragonal crystal structure of the binary Cr-Fe sigma phase [8]. It contained all five elements of the starting solid solution suggesting that it is a quinary variant of the binary sigma phase, which is not surprising given that the sigma phase forms in all the Cr-X binaries (X = Mn, Fe, Co, or Ni). At both temperatures, the precipitates formed almost exclusively at grain boundaries suggesting that they offer preferential sites for heterogeneous nucleation or faster diffusion pathways. The latter is given some credence by the fact that precipitation occurs very fast (minutes to hours) if this alloy is processed by high-pressure torsion to have nanocrystalline grains [9]; however, it is not known whether the excess stored energy after severe plastic deformation is a contributing factor. The sigma phase also forms at intragranular pores [8], which suggests that heterogeneous nucleation is likely an important factor. Additional studies are needed to disentangle the thermodynamic and kinetic driving forces for phase decomposition. Meanwhile, our studies clearly show the limits of entropic stabilization, which can lead to the formation of embrittling intermetallic phases [9]. Similar instabilities likely occur also in other systems. Therefore, HEAs being considered for elevated temperature applications should be thoroughly investigated for in-service phase decomposition.

Not all phase instabilities are deleterious; some can have beneficial effects. As discussed later, twinning induced plasticity (TWIP) is a potent mechanism that can defeat the strength-ductility trade-off in certain HEAs and MEAs [1,11]. The local stacking in the twinned regions of FCC alloys is hexagonal close-packed (HCP). Therefore, alloying elements that destabilize FCC relative to HCP are likely to also favor twinning. Another mechanism that has been successfully employed to defeat the strength-ductility trade-off in HEAs [2] is transformation induced plasticity.
(TRIP). In this case too, alloying elements that destabilize FCC relative to HCP are desirable since they can induce TRIP effects during plastic deformation.

In the HEA literature, it is often assumed that alloys with higher entropy will exhibit proportionally higher solid solution strengthening [e.g., 12], but a thorough investigation by us of a family of FCC alloys in which potentially confounding factors such as grain size, second phases, etc. were carefully eliminated showed that there is no correlation between configurational entropy (number of constituent elements) and strength or ductility [13]. To obtain a better understanding of alloying effects on solid solution strengthening, we characterized the displacement of atoms from their ideal lattice positions (Fig. 2) because such displacements distort the lattice and contribute to strengthening. The magnitude of the atomic displacement parameter (ADP) at finite temperatures, which was obtained by synchrotron X-ray diffraction for the CrMnFeCoNi HEA [14], is the sum of the squares of the dynamic displacements of the atoms due to thermal vibrations (dynamic disorder) and the static displacement of the mean positions from the ideal lattice positions (static disorder). Consequently, the ADP becomes increasingly dominated by static disorder as the temperature is decreased. For the CrMnFeCoNi HEA, the measured ADP values were 23.5±0.4 and 58.7±0.5 pm$^2$ at 25 and 300 K, respectively [14]. Assuming that the 25-K value is an upper limit of the static disorder, and taking its square root, one gets a displacement of <5 pm (0.005 nm) averaged over all the atoms in this alloy, which raises the question whether there really is “severe” lattice distortion as is often claimed in the literature. Refinement of the X-ray spectra did not allow us to obtain the independent ADPs for each element (only the average ADP for the entire crystal). Therefore, first-principles total-energy calculations were performed to obtain the mean square atomic displacements (MSADs) of the constituent elements. The MSADs decreased monotonically with $d$-electron concentration from a high of ~43 pm$^2$ for Cr to a low of ~9 pm$^2$ for Ni. Interestingly, the MSAD for the CrMnFeCoNi alloy obtained by averaging the computed MSADs of the constituent elements was 25.2 pm$^2$, which is close to the experimentally determined average ADP value of 23.5 pm$^2$, giving credence to the first-principles calculations. These calculations can also be used to estimate the effective atomic radii of the constituent elements, which were found to decrease in the order Cr, Ni, Mn, Fe, Co. Interestingly, the largest pair-wise difference in the effective atomic radii was approximately 4.1% (between Cr and Co), which is significantly larger than if the size difference is estimated using the Goldschmidt radii. From micropillar compression experiments, the critical resolved shear stress (CRSS) of the CrMnFeCoNi alloy was shown to be ~33-43 MPa [15], which
is an order of magnitude higher than that of pure Ni (~3-4 MPa). Nevertheless, a Labusch-type analysis shows that a hypothetical 50-50 binary alloy with a 4% atomic size difference and the shear modulus of the CrMnFeCoNi alloy gives the right value of yield strength, indicating again that severe lattice distortion need not be invoked to rationalize the high CRSS values of HEAs.

The computed MSAD value of any element in the Cr-Mn-Fe-Co-Ni system depends on the environment of that element. That is, the MSAD value of, say, Mn is not a constant, but depends on which other elements are present in the alloy. For example, in the alloy CrMnFeNi, the MSAD value of Mn is ~61 pm\(^2\), which is more than twice its value (~26 pm\(^2\)) in the alloy MnFeCoNi. This is because elements with a large effective atomic radius (such as Cr) tend to displace those with a smaller effective radius (such as Fe and Co) significantly from their ideal lattice position.

In the Cr-Mn-Fe-Co-Ni system, Cr thus plays an outsize role in determining the atomic displacements in those alloys in which it is present. Since our earlier work [13] showed that the stronger alloys were generally those containing Cr, regardless of the total number of elements in the alloy, it is of interest to determine whether the reason for that result lies in the MSAD trends described above. However, to rule out any effect of the relatively high shear modulus (\(\mu\)) of Cr, the yield strength values must first be normalized by \(\mu\). Figure 3 shows a plot of the shear modulus normalized yield strengths of several alloys (ternaries to quinary) in the Cr-Mn-Fe-Co-Ni family as a function of the square root of MSAD. The reasonably good linear fit indicates that MSAD is a useful scaling factor to predict the athermal yield stress of HEAs and that the resistance to dislocation motion depends on the degree to which the atoms are displaced from their ideal lattice positions.

An intriguing aspect of the MEAs and HEAs investigated by us is that the CrCoNi ternary not only has a higher yield strength than the CrMnFeCoNi quinary, but its ductility [13] and toughness [11] are also higher. Furthermore, ductility/toughness and strength of both alloys increase as the temperature is decreased to the cryogenic range. The key microstructural feature responsible for this behavior is deformation induced twinning and the differences between the two alloys as well as the effects of temperature are directly related to the stress for the onset of twinning and how easy/difficult it is to reach that stress [16]. By interrupting tensile tests after different amounts of strain and examining samples extracted from the gage sections by TEM, it was possible to determine the applied (far-field) stress at which twinning starts in the two alloys [16]. As it turns out, within experimental scatter, the twinning stress is roughly the same in the two alloys. So why
does the CrCoNi MEA twin more easily than the CrMnFeCoNi HEA? Basically, for two reasons: the yield strength of the CrCoNi alloy is higher than that of the CrMnFeCoNi alloy, and the shear modulus of CrCoNi is higher, which makes its work hardening rate higher [16]. In other words, the MEA starts off from a higher base, and then climbs faster, allowing it to reach the threshold stress for twinning earlier.

Future Plans

We plan to experimentally characterize the lattice distortion in the simpler MEAs that are more tractable by synchrotron X-ray diffraction. In the quinary HEAs, only the ADP averaged over the whole crystal could be determined; however, it is of interest to know the displacement of each constituent element and not just that of the average alloy. This will allow robust predictions of how deviations from equiatomic compositions affect solid solution strength. We will also investigate effects of stacking fault energy and phase stability on TWIP and TRIP effects in the Cr-Mn-Fe-Co-Ni system that we have been working on. First-principles calculations will be used to guide alloy selection and deviations from the equiatomic composition to understand how composition can be used to optimize strength and ductility/toughness.

References

Publications (since last PI meeting)


Atomic Scale Computational and Experimental Investigation of Twinning Mechanisms in HCP Systems

Maryam Ghazisaeidi, Assistant professor, Materials Science and Engineering, Ohio State University (Co-PI: Michael J. Mills, Ohio State University)

Program Scope

The overarching goal of this project is to understand the fundamental reasons underlying different twinning behavior of various hcp metals by comparing twin nucleation and growth mechanisms in these systems. Of particular interest is the effect of alloying on twin nucleation and growth in Ti alloys. This project has three major thrusts: (1) studying twin nucleation as a result of slip transfer at the grain boundaries, using molecular dynamics/statics calculations, (2) quantifying the effect of Al on twin growth in Ti alloys, using \textit{ab initio} calculations and experiments and (3) quantifying oxygen effects on twinning behavior of Ti through \textit{ab initio} calculations and experiments. In this presentation we will mainly focus on thrust (3). We use density functional theory (DFT) to study the structure of the Ti (10-12) twin boundary, and identify all interstitial sites at and around the twin boundary. We then calculate the site energies, as well as the migration barrier for oxygen to jumps between different sites. Finally, using an exact solution to the master equation for diffusion, we translate the atomic jump rates to the diffusivity near the twin boundary. Our results predict enhanced mobility of O near the twin boundary, facilitating the segregation of oxygen to the twin boundary. This prediction is confirmed experimentally.

Recent Progress

Figure 1 shows the supercell used in our DFT calculations. We used a double-twin-boundary geometry to take advantage of the periodic boundary conditions in the direction perpendicular to the twin. In bulk Ti, O has the lowest energy in octahedral sites and is stable also in hexahedral and crowdion sites. Presence of the twin boundary break the symmetry of the crystal resulting in new interstitial sites. We identified all such sites in and around the twin boundary and in adjacent layers. The atomic layers are divided into 4 regions (L1-L4) according to their distance from the twin boundary, where the bulk geometry is retrieved in L4. Previous DFT calculations by Wu and Trinkle [1] had shown that tetrahedral sites are not stable for O in Ti and relax to the hexahedral sites. Notable new sites around the twin geometry are (1) octahedral sites at the boundary that are more attractive than bulk and (2) stable tetrahedral sites in the first layer.

Figure 1 Octahedral, hexaderal and crowdion sites for O near twin boundary. Away from the boundary bulk geometry is retrieved.
Next we calculated the energy barrier for O to jump between various interstitial sites, shown in Figure 2. Transition state searches were conducted using the Climbing Image Nudged Elastic band method CI-NEB [2]. Figure 2, shows these energy barriers as a function of distance from the twin boundary. The solid line shows the corresponding barriers for O in bulk Ti. First, note that various jump barriers away from the twin agree well with the bulk values, however, the barriers are significantly lower in L1 region in the vicinity of the twin boundary. This is particularly important in case of direct jumps between octahedral sites; in bulk Ti, the barrier for these types of jumps is about a 1 eV higher than the o-h or o-c jumps, suggesting that direct o-o jumps are unlikely. On the other hand, direct o-o jump barriers are of the same order as the o-h or o-c jumps around the twin boundary. This suggests the possibility of an additional network of direct jumps between octahedral sites for O.

Existence of additional interstitial sites, and lower migration barriers around the twin boundary imply higher mobility for O interstitials near twin boundary. We used an analytical approach to obtain the diffusivity of O from DFT values for site energies and transition state energy barriers. This approach is based on an exact solution of the diffusion master equation [3]. Figure 3 shows the diffusion coefficient as a function of temperature parallel and perpendicular to the twin plane. Bulk diffusivity is also included for comparison. Activation barrier for diffusion is reduced around the twin boundary. Bulk activation barrier of about 2.0 eV is in good agreement with previous DFT predictions and experiments [1]. These results show an increased mobility for O interstitials near the twin boundary, contrary to previous arguments based solely on the crystallographic considerations of octahedral sites in bulk Ti.

Our results show enhanced diffusivity of O interstitials at the (10\(\bar{1}\)2) twin boundary, suggesting the segregation of O to the twin boundaries. This prediction is confirmed experimentally by elemental mapping at the matrix/twin boundary. Figure 4 shows the
elemental maps near an identified twin boundary in a Ti-6Al alloy. Enhanced concentration of oxygen is evident at the twin boundary.

**Future plans:**

We predicted and confirmed the segregation of O interstitial to the twin (10\(\bar{1}2\)) twin boundary in Ti. Our next hypothesis is that, once O segregates to the boundary, it will pose an obstacle to further motion of the twin front; higher stresses are required to move the twin boundary, causing reduced growth under constant loading condition or “strengthening” of the twinning mode. Nie et al have shown the periodic segregation of substitutional solutes to the (10\(\bar{1}2\)) win boundary in Mg and demonstrated the pinning effect of segregation on growth of this twinning mode [4]. From the theoretical point of view two modes can be envisioned for twin growth in hcp systems (1) glide of the twinning dislocations (disconnections) on the twin plane which advances one side of the boundary with respect to the other by the step height character of the disconnection and (2) lateral growth by formation of islands (twinning dislocation loops) on already existing boundaries. Segregation of solutes to a subgroup of interstitial sites in or around the boundary affects both. We will calculate the pinning stress that segregated O interstitials exert on both modes of twin growth. Next direction is quantifying the effect of Al and possible short range order formation on twin nucleation and growth in Ti-Al alloys.
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A Fundamental Study on the Link between Mechanical Properties and Atomic-level Microstructure in Nano-sized Metallic Glasses

Julia R. Greer, Principal Investigator, California Institute of Technology

Program Scope

This project seeks to gain a fundamental understanding of the effects of atomic-level microstructure in metallic glasses on its strength and deformability and will offer new directions towards our understanding of the mechanical behavior of amorphous metals. The proposed work is carried out via nano-mechanical quasi-static and damping experiments, microstructural analysis, and modeling. Efforts are dedicated to investigating the effects of deposition technique on the mechanical response of nano-sized metallic glasses and to establish the link between the atomic-level detail and internal energy state with deformability, ductility, damping, and failure strength. We are performing nano-tensile experiments on samples with dog-bone shaped geometries with dimensions ~500nm and mechanical damping experiments on metallic glass nano-cantilevers. These samples are fabricated by sputtering and post-annealing processing followed by lithography to produce a wide range of dimensions, initial free volume distributions and energy states. All nano-mechanical specimens are subjected to different degrees of annealing post-deposition to map a parameter space for the mechanical and microstructural investigations. Experimentally determined stress-strain relationships are enhanced by in-situ SEM observations coupled with X-ray Synchrotron experiments performed at Argonne National Lab. Atomistic simulations (Molecular Dynamics) are performed to quantify the free volume distribution and mechanical properties of experimentally studied samples. These efforts promise to provide a new step in our understanding of mechanical properties of amorphous metals.

Recent Progress

We investigated the mechanical behavior and atomic-level structure of glassy Zr-Ni-Al nano-tensile specimens with widths between 75 and 215 nm. We focused our studies on two different energy states: (1) as-sputtered and (2) sputtered then annealed below the glass transition temperature \(T_g\). In-situ tensile experiments conducted inside a scanning electron microscope (SEM) revealed substantial tensile ductility, in some cases reaching >10% engineering plastic strains, >150% true plastic strains, and necking down to a point during tensile straining in specimens as wide as ~150 nm. We found the extent of ductility to depend on both the specimen size and the annealing conditions. Using molecular dynamics (MD) simulations, transmission electron microscopy (TEM), and synchrotron x-ray diffraction (XRD), we explained the observed mechanical behavior through changes in free volume as well as short- and medium-range atomic-level order that occur upon annealing. This work demonstrates the importance of carefully choosing the metallic glass fabrication method and post-processing conditions for
achieving a certain atomic-level structure and free volume within the metallic glass, which then determines the overall mechanical response. An important implication of these results is that sputter deposition may be a particularly promising technique for producing thin coatings of metallic glasses with significant ductility, enabled by the high level of disorder and excess free volume associated with the sputtering process.

Figure 1. Uniaxial tensile experiments on the as-sputtered Zr-Ni-Al metallic glass samples, including (left) engineering stress-strain data, (center) true stress-strain data, and (a-d) SEM images from in-situ videos around the time of sample failure. The data is grouped by specimen size with ~90 nm wide specimens in the top row, ~110 nm wide specimens in the top-middle row, ~150 nm wide specimens in the bottom-middle row, and ~200 nm wide specimens in the bottom row.
These initial efforts under the auspices of this program demonstrated the “smaller is more ductile” size effect present in Zr-Ni-Al metallic glass nanopillars, which exhibited substantial necking for certain nanopillar sizes. Importantly, we discovered that it was not only the sample size that influenced the necking behavior but also the processing conditions. Samples in an as-sputtered state exhibited substantially more ductility than those in an annealed state; and

**Figure 2.** MD simulations on the effect of annealing on the mechanical behavior and atomic structure of Zr-Ni-Al metallic glass. Specimens have diameters of 40 nm and heights of 120 nm. The annealing was conducted at \( T = 850 \text{K} \) (80% of simulated \( T_g \)). (a) Tensile engineering stress-strain response of the initial as-quenched sample formed with a cooling rate of 1013 K/s, after annealing for 200 ns, after annealing for 400 ns, and for comparison the sample formed with a cooling rate of 1010 K/s. (b-c) Visualization of atomic von Mises shear strains of the samples annealed for (b) 200 ns and (c) 400 ns. (d) Structural evolution of the metallic glass during annealing at 850 K as measured by the average atomic potential energy (PE) of the system (left axis) as well as the fraction of Al-centered full-icosahedra clusters (right axis).

**Future Plans**

These initial efforts under the auspices of this program demonstrated the “smaller is more ductile” size effect present in Zr-Ni-Al metallic glass nanopillars, which exhibited substantial necking for certain nanopillar sizes. Importantly, we discovered that it was not only the sample size that influenced the necking behavior but also the processing conditions. Samples in an as-sputtered state exhibited substantially more ductility than those in an annealed state; and
synchrotron XRD revealed a significant increase in short- and medium-range order upon annealing, thereby linking the state of atomic order in a metallic glass with its ductility.

Future efforts will involve further characterization of sputtered metallic glasses (Ni-Al-Zr) in terms of correlating their microstructure with mechanical properties (specifically, ductility, deformability and strength) and density. New efforts will be made to measure absolute density using cantilever damping experiments, which we have not performed before. These measurements will provide further fundamental insights into the microstructure of metallic glasses as a function of processing conditions and will link it to the ensuing mechanical properties.
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Nanoscale characterization of intragranular and intergranular deformation mechanisms

Kevin J. Hemker
Departments of Mechanical Engineering and Materials Science and Engineering, Johns Hopkins University, 3400 N Charles St., Baltimore MD 21218. hemker@jhu.edu

Program Scope

Enabled by rapid advances in computational horsepower and ever-increasing model sophistication, multi-scale modeling can be used to illuminate the complex interplay between material processing, structure and properties in fundamentally new ways, but doing so requires quantitative microstructural information for both model input and validation. Historical approaches to microstructural characterization provide volume-average representations of the material through microstructural parameters such as grain size. While these approaches are of great utility, it is clear that many important problems in materials science require a more sophisticated representation of the underlying microstructure. This demand for meaningful heterogeneous representations of material microstructures and properties is further compounded by the need to benchmark models at length scales that are appropriate for the phenomena being modeled. Empirical models relating macroscopic properties (e.g. yield strength) to average microstructural parameters (e.g. inverse square root grain size) have served us well, but the future lies in being able to predict local phenomena such as the coalescence of dislocation populations within grains or the nucleation of twins or voids at grain boundaries. Such predictions require detailed understanding of both local structure and the local stress state.

Having developed experimental tools to characterize the small-scale and scale-specific mechanical behavior of MEMS materials and nanocrystalline thin films, the current study is aimed at quantifying, locally and at the nanoscale, the influence that stress and microstructure have on the deformation behavior of polycrystalline metals and alloys. The activities undertaken here offer unique opportunities to advance experimental capabilities for both nanoscale characterization and benchmarking. Two new TEM-based techniques, automated crystal orientation mapping (ACOM) and elastic strain mapping made possible by the recently released Topspin AutoSTRAIN acquisition & analysis module, offer the opportunity to map lattice distortions, stress concentrations, and defect populations with unprecedented spatial resolution. Successful application of these techniques will offer a unique complement to more established diffraction techniques and provide the local details needed to underpin predictive physics-based constitutive models of twinning and plasticity. The current study involves in situ and post mortem characterization of polycrystalline ceramics, metals, alloys and thin films deformed to varying degrees. High-resolution maps are being collected and used to elucidate nanoscale details such as: the role of grain orientation and grain boundary misorientation; local stress concentrations in nascent twin formation; and the redistribution of local stress during grain boundary migration, twinning, and dislocation pileups.
Recent Progress

In a series of experiments that combined in situ straining with TEM-based automated crystal orientation mapping (ACOM) we documented microstructural evolution of with nanoscale resolution at sequential stages of deformation. Orientation maps of freestanding annealed nanocrystalline Cu films have been collected, and the resultant datasets provide direct measures of grain size, shape and orientation as well as local grain boundary character and position at various stages of applied strain. Although a global increase in grain size was not observed, numerous local examples of stress-driven grain boundary and twin boundary migration were recorded and studied. Detailed analysis of the misorientation of mobile and immobile grain boundaries provided clear experimental evidence that a broad range of grain boundaries are susceptible to stress-assisted migration but that there is not a dominant or magic grain boundary that triggers grain growth. That is to say that no general correlation between grain boundary misorientation and mobility was detected (Fig. 1). Incoherent $\Sigma 3$ boundaries were observed to be significantly more mobile than coherent $\Sigma 3$ twin boundaries. Nevertheless, deformation twins were observed to nucleate and grow from grain boundaries and triple points.

**Figure 1:** Comparison orientation maps with a straining increment between showing annihilation of a smaller grain upon straining. Plot comparing axis-angle defined misorientations of mobile and static grain boundaries. No clear correlation between misorientation and grain boundary mobility was uncovered. [1]

The as-deposited Cu films were found to contain multiple grains through the film thickness and were not amenable to ACOM orientation mapping, but films annealed for 1 hour at 300°C exhibited modest grain growth and were well suited for ACOM. The grain size increased from $29 \pm 14$ nm to $57 \pm 22$ nm and the fraction of twin-containing grains increased from 0.18 to 0.70. Thus, this thermally-assisted grain growth provided an experimental compliment simulations of twin junction formation by Srolovitz [2]. Our experimental observations of twin and twin junction formation (Fig. 2) have been directly compared with the MD predictions in a way that was not been previously possible for nanocrystalline materials. These comparisons show that the types and relative frequency of twin junctions predicted to appear upon annealing by MD simulations [2] are experimentally observed [3]. The in situ ACOM maps also indicate that the twin junctions that are formed during thermal annealing can be removed upon straining.
More recently, we have focused on utilizing automated nanobeam electron diffraction to locally measure elastic strains in polycrystalline metals and ceramics. We have successfully measured baseline strain resolutions in polycrystalline films that are comparable to that reported by the developers of the technique for single-crystalline silicon. Beyond this, we have sought to measure elastic strains near defects and to correlate the measured elastic strain with the strain calculated by other means. Early examples include grain boundary facets in polycrystalline boron carbide and dislocations and low-angle boundaries in magnesium.

Previous to its acquisition at JHU, the Topspin automated nanobeam electron diffraction (NBED) strain measurement system was developed for, and used exclusively to study, semiconductor materials. The strains near epitaxial interfaces were of particular interest, and the developers of the technique quote a standard deviation of 0.02%, which corresponds to a strain resolution of 0.08% assuming a normal distribution and a ±2σ (95%) confidence threshold. The Si devices typically studied via Topspin are particularly well-suited for the technique because there is a very large region with the same orientation that can be used to obtain a strain-free reference, they are nearly defect-free, and the epitaxial strain is very high. We first set out to determine if similar strain resolution can be obtained for polycrystalline samples, where it is harder to identify a strain-free reference, and where microstructural defects (e.g. boundaries, dislocations) impose measurable amounts of strain on the surrounding crystalline regions.

We started with a polycrystalline boron carbide sample that contained many precipitate and defect free grains. A strain map recorded from the center of such a grain provided a good strain baseline. Using a step size of 10 nm and a precession angle of 0.8°, a strain map was calculated from a rectangular region in the center of the grain, using a SAED pattern near the center of the scan as the reference. In total, 16,824 points were measured and a histogram of the strain values plotted. Assuming a normal distribution, 95% of strain values fell within ±2σ which corresponds to a range of 0.100%. This corresponds well to the reported strain resolution (0.1%) values for conventional NBED and the strain resolution reported by the Topspin developers. Similar experiments, performed on rolled and annealed Cu sheets yielded strain resolution of 0.156%, which is slightly higher, likely due to the retention of dislocations after the anneal. Nevertheless, the results are encouraging for the study of metallic polycrystalline samples with this technique.

The boron carbide sample also provided us with a quantitative benchmark with which to test the ability of the Topspin technique to measure inhomogeneous strains in polycrystalline samples. There is a significant difference between the thermal expansion of the a and c axis in rhombohedral boron carbide, and the difference in orientation between neighboring grains results
in residual elastic stresses and strains upon cooling. Strain maps were collected to determine (1) if the elastic strains created by thermal mismatch could be detected above the strain baseline we determined for boron carbide and (2) if the sign and magnitude of the measured strains correlate with what is expected from the thermal mismatch.

A map of the elastic strain near one GB facet is shown in Fig. 3. The strain for this facet goes compressive near the GB, and similar maps for the other two facets show tensile and no elastic strains. These measurements show that, as expected, elastic strains of differing sign and magnitude develop and are dependent on the misorientation of the grains and the geometry of the facets. A simple model was developed to predict the strain in boron carbide bicrystals for various grains and facet orientations, and the predicted trends are in good agreement with the measurements. Additional observations of elastic stress fields around low-angle boundaries and individual dislocations have also been collected and are being analyzed.

Future Plans

We are collecting stress maps around dislocations in Cu and twins in Mg and are working to benchmark those observations, and by extension the Topspin technique, with quantitative models. We recently reported on the synthesis of NiMoW films with sputter deposition that results in fully dense, <111> textured films with oriented nanotwins and exhibit ultra-high tensile strengths exceeding 3 GPa, highly anisotropic plastic behavior, exceptional thermal and mechanical stability, low CTE and high electrical conductivity [4]. This unusual balance of properties arises from its textured and nanotwinned microstructure, and we intend to employ orientation and stress mapping to better understand and model this hierarchical nanoscale material.
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Computational and Experimental Investigation of Cryogenic Grain Boundary Motion for Enhanced Mechanical Properties

Eric R. Homer
Department of Mechanical Engineering, Brigham Young University, Provo, UT, 84602
eric.homer@byu.edu

Program Scope

The major goal of the project is to determine the feasibility of cryogenic processing to obtain enhanced mechanical properties by influencing the microstructural network of grain boundaries (GBs). GBs have a significant influence on numerous material properties, including strength and ductility. Thermomechanical processing frequently modifies these material properties by altering GB networks through the motion of GBs. This processing is facilitated by the thermally activated motion of large populations of GBs, making it difficult to control the resulting microstructure. In contrast, at cryogenic temperatures, GB motion has been observed in a subset of select GBs [1-4]. This difference in GBs that are mobile at cryogenic temperatures presents a transformational opportunity to create different microstructural networks that have enhanced strength and ductility.

The specific goals and tasks associated with the project are to (i) observe and measure cryogenic GB mobilities and mechanisms, (ii) identify crystallographic trends of cryogenically mobile GBs, and (iii) determine cryogenic processing-structure-property relationships. The work combines simulation, which can investigate the atomic mechanisms that would enable cryogenic GB migration, with experiments, which can provide evidence of the phenomena observed in simulations and other published work.

Recent Progress

Significant progress has been made in understanding the mechanisms associated with non-thermally activated GB motion, that would enable cryogenic processing. In the past year, work has been focused on (1) the role of crystallography and the mechanisms associated with migration of incoherent twin GBs at cryogenic temperatures, (2) CSL pinning and ordered atomic motions associated with non-thermally activated mobility in Σ7 and Σ9 GBs, (3) discovering the building blocks of GB systems using machine learning and the role of those building blocks in non-thermally activated mobility, and (4) proof of concept testing for direct observation of cryogenic grain boundary motion in collaboration with Peter Hosemann at UC-Berkeley. Each of these efforts is described in additional detail in the paragraphs below.

(1) In simulations, some incoherent twin grain boundaries (GBs) have demonstrated a remarkable ability to migrate at cryogenic temperatures. With twin grain boundaries playing an important role in numerous materials, it is important to understand their behavior across the full range of possible grain boundary plane orientations. This work examined the migration of 41
computed $\Sigma 3$ nickel grain boundaries over a range of temperatures. The boundary plane orientation appears to play the determining role in the nature of the migration observed, which is evident when the data are plotted in the fundamental zone of possible boundary plane orientations, as shown in Figure 1. GBs whose boundary plane lie between $(1 1 1)$ and $(2 1̅ 1̅)$ exhibit thermally activated migration and the atoms do not move in a coordinated fashion. The remaining GBs, including the $(1 0 1̅)$ GB, exhibit some form of thermally damped migration. The thermally damped migration is characterized by inverse temperature dependence where the GBs migrate faster at lower temperatures (down to 100 K) and move in a coordinated fashion involving Shockley partial dislocations. The inverse temperature dependence, which is confirmed by random walk simulations, appears to be consistent with dislocation drag, which could be related to the Shockley partial dislocations. At least one GB exhibits mixed mobility trends due to the presence of both thermally activated and thermally damped migration characteristics.

(2) Past molecular dynamics simulations of mobility in $\Sigma 7$ and $\Sigma 9$ grain boundaries (GBs) have indicated an ability to migrate at cryogenic temperatures [5], and CSL boundaries have been shown to play a role in cryogenic GB migration at cryogenic temperatures [3,4]. This work examines GB migration in $\Sigma 7$ and $\Sigma 9$ nickel bicrystals at temperatures ranging from 100 to 1000 K. For GBs that exhibit non-thermally activated migration, the atomic mechanisms indicate that CSL atoms act as pinning points for GB migration. In essence, there is a two-part mechanism for migration, unpinning of the GB and then fast migration of the GB until it is pinned again [6]. Interestingly, the higher temperatures prolong the pinning and slow the migration, leading to inverse temperature dependence. This mechanism is consistent with previous work [7] and supports the hypothesis of the $\Sigma 3$ GBs that show an ordered mechanism is a necessary but not sufficient condition for cryogenic GB migration.

(3) The efforts here have been performed in collaboration with Gus Hart and PhD student Conrad Rosenbrock at BYU and with Gábor Csányi at Cambridge University. Machine learning has proven to be a valuable tool to approximate functions in high-dimensional spaces. Unfortunately, analysis of these models to extract the relevant physics is never as easy as applying machine learning to a large dataset in the first place. This effort used a description of atomic systems that generates machine learning representations with a direct path to physical
interpretation. While the work demonstrated its usefulness as a universal descriptor of grain boundary systems, it is widely applicable to atomic systems of any nature. Grain boundaries in crystalline materials are a quintessential example of a complex, high-dimensional system with broad impact on many physical properties including strength, ductility, corrosion resistance, crack resistance, and conductivity. The method uses the smooth overlap of atomic positions (SOAP) to characterize the structure of the GBs [8], and a comparison of local atomic environments leads to a finite set of ‘building blocks’ that comprise a large dataset of GBs. The machine learning not only provides predictions of various properties, including GB energy and mobility type, but also provides insight into the physical building blocks that influence each of these properties. This opens the way to discover the underlying physics behind a variety of behaviors by understanding which building blocks map to particular properties. In the long run, understanding of these building blocks will allow optimization of materials for desirable behaviors.

(4) Experimental efforts described here have been performed by PhD student David Frazer working under the direction of Peter Hosemann at the University of California, Berkeley. Micropillars created out of ECAP copper, using FIB, have been cooled to -145 °C using a custom-built device and subjected to compression using a Hysitron PI-85. EBSD is performed prior to and at various loading steps to determine microstructural evolution. Two tests to date have refined the procedures for this attempt at direct observation of cryogenic grain growth. While no viable data has demonstrated the phenomena, the tests serves as evidence that the experimental approach is possible and minor corrections should lead to improved future efforts.

![Figure 3](image3.png)

Figure 3 – Atomic structure of a symmetric tilt GB with two of the most important ‘building blocks’ associated with thermally activated migration identified. The right structure includes an array of edge dislocations while the left structure is a newly identified structure that is very important for thermally activated migration.

![Figure 4](image4.png)

Figure 4 – From left to right the figure shows the micropillars, EBSD performed at cryogenic temperatures, the indentation using the Hysitron PI-85, and the load displacement data from the test.
Future Plans

The first year of the grant has focused heavily on the simulation work. During the coming year, the experimental work will become an important focus. Collaboration with Peter Hosemann will continue, and a new collaboration with Greg Thompson at Alabama will commence. Efforts will also be started to examine cryogenic GB migration at BYU. Simulation work will continue at BYU, with a focus on understanding the building block discovered as part of the machine learning effort. Ongoing discussion with Brad Boyce (Sandia), Khalid Hattar (Sandia), and Greg Thompson (Alabama) ensure that the project efforts remains focused the goal of the work.
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Fundamental Study of Fatigue Crack Initiation at Grain and Twin Boundaries in Austenitic Stainless Steel

Josh Kacher
Georgia Institute of Technology

Program Scope

Fatigue damage under cyclic loading conditions is an inherently multiscale process, with defect interactions occurring across hundreds of microns but crack initiation processes occurring at the nanoscale. To understand these fatigue damage processes, experimental approaches that reflect this multiscale behavior are needed. In this project, novel \textit{in situ} scanning and transmission electron microscopy deformation experiments capable of resolving information across length scales, including the evolution of the local defect state and the accompanying stress fields, will be developed. Focused ion beam machining will be used to link the length scales, allowing direct integration of nanoscale-processes with the surrounding mesoscale microstructural and stress state. The objective of this project is to understand the evolution of the defect state leading to fatigue crack initiation with an emphasis on understanding the role of twin and grain boundaries on the crack initiation process. This includes determining what local mechanisms drive the crack initiation process and how damage accumulation and failure initiation is influenced by the surrounding microstructure. The primary material that will be investigated in this research is 316L stainless steel, a broadly-used structural steel alloy, though many of the observed mechanisms are expected to be applicable to a range of engineering alloys.
Dynamic, robust, radiation-resistant ceramics: harnessing thermodynamic and kinetic driving forces

Jessica A. Krogstad
Department of Materials Science and Engineering
University of Illinois, Urbana-Champaign

Program Scope

Porosity is an inherent feature of ceramic materials, which can be difficult to eliminate completely. There are many applications that, instead, capitalize on the relative stability of porous structures at elevated temperatures, ranging from catalysis to filtration, bone scaffolding and thermal barrier coatings [1]. To date, porosity and void evolution within nuclear ceramics–fuels, cladding or waste containment schemes–has remained difficult to characterize and control, making it just one of many deleterious consequences of the extreme thermal, mechanical and irradiative conditions [2]. However, as the mechanisms for radiation damage and recovery within ceramics continue to be clarified [3, 4], one route for additional radiation tolerance may stem from engineered porosity. Numerous strategies aimed at reducing radiation damage involve the incorporation of a high density of defect sinks, typically grain boundaries within single or multi-phase systems [5]. A pore surface is an infinite defect sink, provided that the defects have sufficient mobility to reach it and that the pore itself does not migrate, shrink/coarsen or otherwise drastically change its morphology. Stabilizing a highly porous microstructure, wherein diffusion behavior is significantly altered by both heterogeneous radiation induced defects and strong thermal gradients, requires a more in depth examination of the mechanisms responsible for stabilizing or destabilizing ceramic microstructures under a combination of these conditions.

The overarching objective of this project is to establish a class of structural ceramics with enhanced radiation tolerance based on a dynamic microstructure by harnessing the synergistic effects of radiation enhanced diffusion, capillarity and thermally induced mass transport on microstructural evolution. Specifically, we aim to (i) quantify changes in mass transport behavior that may influence the microstructural evolution of ionic/covalent ceramic materials subjected to irradiation (ii) quantify how surface energy and local curvature resulting from porosity may further influence local mass transport behavior (iii) quantify mass transport behavior under large thermal gradients that may further influence microstructural evolution and damage accumulation and (iv) finally to assess the synergistic interactions of these contributing factors.

Recent Progress

The first year of this project has focused on aims (i) and (ii). Specifically, we have begun to quantify changes in mass transport of irradiation-induced defects in the vicinity of certain
microstructural features, namely pores and grain boundaries. Two approaches have been used so far: *ex situ* ion irradiation of nanocrystalline 20YSZ and *in situ* ion irradiation of the same nanocrystalline 20YSZ. To date, both of these techniques have been limited to room temperature so far, but will be extended to elevated temperatures (see Future Plans). Figure 1 provides an example of the *in situ* ion irradiation damage progression in the vicinity of two adjacent pores. There are several qualitative observations that can be immediately extracted from this time series. Given that the contrast changes here arise largely from the build up of radiation-induced point and line defects, the overall damage incurred by the bridging ligament/strut is considerably less than that of the nearby larger grain (lower left corner). Localized strain and bending may also contribute to the contrast changes, which has complicated defect-tracking analyses. However, from preliminary defect tracking analysis we have learned two important lessons. First, images were only collected every 5 minutes during this extended irradiation experiment (9 hours), which seems to be a limitation in that many defects are annihilated during this time span, thus confusing the image analysis algorithms applied. The second key outcome is a function of the specimen geometry. Even though the interpore spacing in this case is only ~300nm, the significant surface area on the top/bottom of the ~200nm thick TEM specimen acts as a more efficient defect sink. This is unavoidable in this experimental configuration; however, we anticipate that a more rapid image acquisition and elevated temperatures to promote lattice diffusion biased by the curvature of the pores will allow us to track defect migration towards pores in future experiments.

Figure 1 – Time series of *in situ* (TEM) room temperature ion irradiation (2.8MeV Au, 4 nA, 9 hours) of porous 20YSZ using the I*TEM* at Sandia National Laboratory (in collaboration with Khalid Hattar). This area was selected to highlight a narrow interpore ligament (strut) of approximately 300nm. Compare the contrast changes in the ligament to the larger nearby grains that accumulate more damage before recovery. More complete analysis of the residual defects is underway, as well as defect tracking via image analysis over the course of the exposure.
Ex situ irradiation of bulk 20YSZ pellets has also been conducted with the help of K. Hattar at Sandia National Laboratories. Ceramic pellets with an average grain size of 400nm and 92% of the theoretical density were pre-characterized using microCT at the University of Illinois to identify the position and size of as sintered porosity. Post-irradiation analysis of the microstructures is currently underway.

Future Plans

Over the next year, we plan to continue our efforts to understand the interplay between radiation-induced defects and microstructural features within porous 20YSZ, specifically emphasizing behavior at elevated temperatures. Elevated temperatures are anticipated to not only enhance the lattice diffusivity and accelerate the rates for irradiation-induced defect recombination/annihilation, but may also disrupt microstructurally stabilizing space charge regions near grain boundaries and pores. This later hypothesis will be further explored through post-mortem correlative TEM/APT characterization of specific grain boundaries. Furthermore, we plan to work with Prof. J.M. Zuo (UIUC) to develop a more sophisticated image analysis tool that is more robust against bending and strain induced contrast and enable rigorous defect tracking relative to microstructural features.

Figure 2 – (a) SEM micrograph of preliminary YSZ/YbSH diffusion couple from which interdiffusion coefficients will be extracted and used as baseline data for future thermal gradient diffusion couples. (b) Schematic of one version of the thermal gradient experimental set up utilizing laser heating. A second proposed set up uses a microheater to reduce thermal shock and minimize sample volume. Currently both configurations are being pursued with insight provided by researchers at UCSB who currently operate a similar laser-based rig.

We have also begun to characterize diffusion couples consisting of yttrium-stabilized zirconia/ytterbium-stabilized hafnia (cf Figure 2a), which will ultimately be studied under an imposed thermal gradient. An in house, thermal gradient rig (cf. Figure 2b) is currently underdevelopment and should be commissioned within the coming year. In following years, this diffusion data and the thermal gradient rig, will be used to study microstructural evolution under strong thermal gradients.
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Competition and Correlation Among Length Scales: Mesostructure and Mechanical Properties

Peter Collins, Alex King, Richard LeSar (Lead), Mikhail Mendelev, and Ryan Ott
Ames Laboratory

Program Scope

We have developed an integrated experimental and modeling program to examine the underlying mechanisms of plasticity in nanotwinned materials. We create systems with differing twin morphologies and microstructures and characterize their structures using techniques that range from electron microscopy to synchrotron scattering. Mechanical testing of these samples is carried out in a novel tensile strain stage that enables accurate measurements of stress-strain behavior with concurrent in situ transmission electron microscopy (TEM) observations of evolving microstructures. We use a temperature-controlled nanoindenter to characterize the thermal dependence of the mechanical properties, from which we can extract activation energies and volumes and identify the deformation mechanisms. The experiments are coupled with a modeling and simulation program that includes atomistics and discrete dislocation simulations. Through the close coupling of experiment and modeling, the program has shed new light on plasticity in nanotwinned materials. Our overall objective, however, is to systematically identify and characterize the deformation processes for a series of materials systems.

Recent Progress

Integrating experiment and computation, we initially focused on determining the deformation mechanisms in nanotwinned (NT) materials, starting with nanotwins in pure silver. We extended that work in a study of the effects of solutes on the deformation in nanotwinned materials. Figure 1, shows the dramatic effect of Cu solutes on NT silver samples, in which small additions lead to greatly decreased twin spacings and grain sizes, with a corresponding increase in hardness. Combining experiments with detailed atomistic simulations [1], we find that doping with a small amount of copper results in grain sizes and twin spacings well below those previously obtained for pure silver and a hardness value (3.3 GPa) about 50% higher than the previously recorded value. The doped materials also exhibit high thermal stability and retain good electrical conductivity [1]. Molecular dynamics simulations [1] suggest that the strengthening may arise from solute atoms segregating to higher energy grain boundaries (GB), reducing strain concentrations and
suppressing dislocation nucleation. More detailed atomistic simulations on bicrystals [2] show that oversized (Ag in Cu) or undersized (Cu in Ag) solutes can dramatically increase the yield stress, which is attributed to changes in the GB structure that occur during dislocation emission, leading to increases in the heat of segregation, and thus the energy barrier for dislocation nucleation. From room-temperature and high-temperature nanoindentation measurements, we determined the activation volumes [3] and activation energies [4-5] of the deformation, respectively. The results are consistent with dislocation nucleation being the dominant rate-limiting mechanism of deformation in nanotwinned silver. In [6], we discuss these results in the context of strengthening in nanoscale multilayers.

To extend our studies, we are focusing on systems in which the correlations between mechanisms can be deconvolved to eliminate the competition between length scales and we can thus focus on one mechanism at a time. Recognizing the critical importance of the dynamics of deformation, we are extending our program to include time-dependent measurements. To extend the applicability of the results to a broad range of technologically important materials, we are focusing on multiphase systems in which phase boundaries are important. Tackling these problems will require a new suite of characterization and modeling tools, which we have been developing.

Synthesis and mechanical testing: To date, we have created nanotwinned materials using magnetron sputtering, which enables the close control of concentration and, through the deposition rate, the grain size and twin-boundary spacing. To extend the studies to new systems, we are using Equal Channel Angular Pressing (ECAP) (Dr. T. Lowe, Colorado School of Mines), which enables us to obtain large samples with controlled microstructures. Mechanical testing will be done by using a FIB to machine samples and using the in-situ system described above. We will also continue with high-temperature nanoindentation measurements now that we have established its reliability for inferring deformation mechanisms. To rapidly study damage accumulation in materials with characteristic length scales that are equivalent to those in materials in real world uses, we are using ultrasonic fatigue testing as shown schematically in Figure 2. This approach will allow for a more rapid transition of our results.

Characterization: A major activity in this program is to relate dislocation structures to the deformation mechanisms, which requires robust methods for determining the dislocation structures. One of our challenges is that dislocation structures are dependent on the scale of the microstructure. Thus, we need to consider a range of methods. Precession electron diffraction (PED) enables the determination of local crystal orientations at a resolution of a few nanometers. From these, five of the nine components of the dislocation density (Nye) tensor can be determined, which has information about the Burgers vector and line direction of the dislocations [7]. We are using a combination of dislocation simulations and experiment to extend

Figure 2: Simulation showing a configuration for ultrasonic fatigue testing.
PED to determine all nine components, which will provide more complete information about local dislocation structures.

Our long-range goal is determine fundamental deformation mechanisms at the nanoscale and then evaluate those mechanisms for applicability in larger samples. One of the challenges has been the determination of the crystal orientation for large samples. We will use electron backscatter diffraction EBSD in the mid-range of sample sizes, on the order of a few hundred microns. However, to extend to even larger samples, we will use a recently-developed method, spatially resolved acoustic spectroscopy (SRAS) [8]. SRAS is a technique for material characterization based on measuring the surface acoustic wave velocity. In Figure 4, we show an example of a SRAS measurement of crystal orientations — length scales in the many mm range are possible.

**Modeling:** In an on-going collaboration with the BES program of Dr. Laurent Capolungo at Los Alamos, we have implemented an FFT-based dislocation dynamics (DD) model [9,10] within the FFT-based crystal plasticity (CP) formalism [11]. An example of the DD-CP method is shown in Figure 5 [12]. This approach will enable, for the first time, the ability to examine the dynamic development of dislocation substructures within polycrystalline materials and microstructures under appropriate loading scenarios. The results from these simulations will be closely tied to the experimental characterization of such structures, as described above, shedding light on mechanisms not seeable experimentally.

**Future Plans**

Using an integrated computation and experimentation approach, we are beginning to answer important questions in materials deformation that involve both strain and time. This work has required the development of truly cutting edge tools that span across length and time scales.
We now have those tools in place. The goal is to use them to identify synergies between deformation mechanisms, enabling a multiscale, multi-physics, systems description of deformation.
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Multi-scale Modeling of Shear Banding in Metallic Glasses

PI: Lin Li The University of Alabama

Program Scope

The overarching goal of this research project is to develop an understanding of the microstructural features and deformation mechanisms that control shear banding in metallic glasses (MGs), which will enable the development of MGs with enhanced plasticity. To achieve the goal, this project includes the following thrusts: (1) development of a structure-enriched multi-scale modeling framework; (2) determination of the formation mechanisms for shear bands in presence of structural heterogeneity; (3) determination of the relationship between structural evolution and macroscopic mechanical responses of MGs, particularly MG plasticity improvement through structural rejuvenation. In the current work, we focus on thrusts (1) and (2). Particularly, we study the effect of spatial heterogeneity of elasticity, resulting from the inherently inhomogeneous amorphous structures, on the deformation behaviors of a model Cu64Zr36 MG, by using multi-scale modeling methods.

Recent Progress

The spatial heterogeneity of elastic property at nanoscale A highly heterogeneous shear modulus distribution at the nanoscale, following a Gaussian-type, is revealed by the molecular dynamics (MD) simulations of Cu64Zr36 MG with 32,000 atoms. The simulations were performed using the optimized embedded atom method (EAM) potential [1], and the melt was equilibrated at high temperature and then quenched to room temperature (300 K) at a cooling rate of $10^9$ K/s. Additionally, we evaluate the local elasticity from the atomic scale to that of the coarse-grained sub-cells using [2], so that the local shear modulus can be analyzed with adequate spatial resolution to reflect its heterogeneous distribution. Fig. 1(a) shows this measured distribution of local shear moduli (for a sub-cell size of ~ 8 Å), which fits the Gaussian function with an average value of 25.9 GPa and a standard deviation of 4.44 GPa (black line). Fig. 1(b) illustrates the coarse-grained map of atomic elastic modulus, with the red and blue colors respectively representing the high and low shear modulus regions.

Such nanoscale heterogeneity in MGs underpins the ‘soft spots’ that likely undergo stress-driven shear transformation to carry plastic flow. To coordinate them for ductility at large scale, the control of heterogeneity needs to be committed to the level from nanometer-scale shear transformation zones (STZs) to their organization into shear band patterns. We adapt a meso-scale STZ dynamics model [3-4], extending the modeling framework by incorporating an elastic heterogeneity at nanoscale. This is achieved by assigning a Gaussian-type shear modulus distribution to local elements/sites, and further turning the spatial heterogeneity of the local shear moduli for a specific correlation length $\xi$ following the definition of spatial autocorrelation function (ref. to Fig. 1(d)). Fig. 1(c) illustrates the map of local shear moduli distribution within the model samples with $\xi = 0.5$ and 5 nm, respectively. Clearly, as the spatial correlation length increases, both elastically soft and hard sites aggregate, giving rise to the larger clustering regions with similar local shear moduli.
Macroscopic stress-strain responses in presence of elastic heterogeneity

We further use the developed STZ dynamics model to study the effect of the spatial heterogeneity of elasticity on the macroscopic deformation behavior of MGs. Fig 2(a) illustrates the tensile stress-strain responses of the simulated MGs with various correlation lengths. A transition from stress-overshoot to elastic-perfect plastic flow is observed as the spatial correlation length increases. Correspondingly, the deformation morphology changes from one dominate shear band to the formation of multiple shear bands, as shown in Fig. 2(b). Moreover, a critical spatial correlation length of local shear moduli is identified, dividing the dependence of mechanical properties of MGs on the spatial correlation into two regimes (ref. to Fig. 2(c) & (d)). In the weak correlation Regime I, the strength decreases and ductility increases as the correlation length increases. In strong correlation Regime II, the strength remains constant and ductility decreases as correlation length increases.
**Shear band formation in presence of elastic heterogeneity** We study into details the process of shear band formation and its correlation with elastic heterogeneity. At **weak spatial correlation**, in the case of correlation length $\xi = 0.5$ nm, one dominant shear band is formed even in the presence of elastic heterogeneity, as shown in Fig. 3. The shear banding process follows the two-stage model [5], in which the stress drives the formation/nucleation of a shear band embryo before it rapidly grows into a dominant band. The nucleation and growth stages are well distinguished, coming in sequence over the course of deformation. The nucleation stage prefers the soft sites but the propagation exhibits no preference, involving both soft and hard driven by the concentrated local stress field. Thus, in the case of $\xi = 0.5$ nm, even though the existence of structural heterogeneity offers a decent amount of elastically soft sites that could facilitate strain delocalization, the spatial correlation is not strong enough to do so. Therefore, the concentrated stress in front of the shear band embryo drives the rapid growth of one dominant shear band in the sample.

**Figure. 3** The formation of one dominant shear band in the simulated MG with correlation length of 0.5 nm. (a) The stress-strain response marked with the critical moments of shear banding, (b) - (d) The snapshots of von Mises strain distribution, overlapped on the shear moduli distributions (e) The evolution of the soft site participation ratio, (f)-(h) The shear modulus distribution of the local sites that have undergone STZ transition at the critical moments, along with the local shear modulus distribution within the whole samples in black.

At strong spatial correlation when the spatial correlation length reaches the critical value (i.e., $\xi = 5$ nm), multiple shear bands are formed to carry plastic flow as shown in Fig. 4. Upon yielding, the STZs are triggered in several soft sites and evolve into shear band embryos. Further straining, the embryos penetrate the surrounding locations clustered with relatively low shear moduli and form several incipient shear bands. Eventually, the incipient bands connect with each other and develop a percolated strain path throughout the sample to conduct steady plastic flow. Over the course of shear band formation, the stress barely changes after yielding, the flow stress is close to the yield stress in the stress-strain response. Different from weak correlation case, the nucleation and growth stages of forming one band are not distinct and might disappear. Instead, several shear band embryos nucleate at elastically soft sites, and the formation of the shear bands is via connecting/percolating the shear band embryos [5]. Above the critical correlation length, the MG still deforms by forming multiple shear bands, but the number of the bands is reduced. It is anticipated that the further increase of spatial correlation results in the aggregation of soft
regions/clusters enlarged in size but reduced in number. Consequently, fewer soft clusters are now available for the nucleation of shear band embryos.

Figure 4 The formation of multiple shear bands in the simulated MG at the critical correlation length 5 nm. (a) The stress-strain response (b) - (d) The snapshots of von Mises strain distribution, overlapped on the shear moduli distributions (e) The evolution of the soft site participation ratio. (f)-(h) The shear modulus distribution of the local sites that have undergone STZ transition at the critical moments.

The spatial correlation can control the organization of STZs into shear band pattern, leading a transition of shear band formation from stress-dictated nucleation and growth to structure-dictated strain percolation. We hypothesize that the critical shear band nucleus size is an underlying cause of the transition of deformation behaviors. Below the critical size, the increase in correlation length enlarges the size of soft clusters, facilitating the nucleation of incipient shear bands, delocalizing plastic flow and enhancing ductility. Above the critical size, the increase in correlation length decrease the number of soft clusters, limiting strain percolation paths to form shear bands, intensifying the extent of strain localization and reducing the ductility of MGs.

Future Plans

Our results clearly underscore the importance of nanoscale elastic microstructure on controlling the deformation behavior of monolithic MGs. The next step is to study the evolution of structural heterogeneity upon thermo-mechanical processing and its relationship with macroscopic mechanical responses of MGs. Three specific will be targeted: (1) The atomistic simulations are performing to establish the correlation between glass local structure and activation energies for shear transformation events. (2) The mesoscale shear transformation zone dynamics model will be extended to incorporate state variables, reflecting the dynamics of structural evolution. (3) Experimentally, atomic force microscope will be performed to evaluate the elastic heterogeneity of Zr-based MGs and the heterogeneity evolution upon sub-\( T_g \) relaxation.
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Low Temperature Cyclic Deformation Behavior of Ultrafine-grained Pure Magnesium

PI: Qizhen Li, Washington State University

Program Scope

Magnesium (Mg), as the known lightest structural metal, is attracting considerable research interest. Mg with ultrafine grains is especially appealing since grain refinement can overcome its relatively low ductility caused by the material’s HCP structure and limited slip systems [1-5]. This project aims at exploring the cyclic mechanical properties of ultrafine-grained (UFG) pure Mg at low temperatures and uncovering the corresponding fundamental fatigue deformation mechanisms. This research aim will be accomplished through fatigue testing and microstructure characterization of UFG Mg specimens. The research results will reveal the detailed activities of dislocations, twins, and grain boundaries in UFG Mg at the studied temperatures and cyclic loading conditions and will be able to provide new insight on the low temperature fatigue deformation mechanisms. The underlying understanding of the mechanisms will greatly contribute to the research community and allow us to take full advantage of this type of novel material.

Recent Progress

The important finding from the recent research is the inhomogeneous microstructure of ECAPed samples and the relation between the inhomogeneous microstructure and the processing.

- The microstructure analysis of commercially pure magnesium deformed through one cycle of ECAP present inhomogeneous microstructure generated by the processing. A large number of deformation twins were generated in most of the grains. Shear bands and the breakdown of grains were observed on the cross-section plane right around the center of the sample height. The deformation was severer along the inner surface of the ECAP mold channel.

- The texture analysis of the annealed sample before experiencing ECAP processing, the sample experienced one cycle of ECAP processing, and the sample experienced eight cycles of ECAP processing shows that the highest intensities for these three samples fall in the range of 60° ~ 75° from the north pole of the pole figures. There is no significant difference in the texture for these samples, although the grain size is significantly reduced after eight cycles of ECAP processing.
Although the microstructure was inhomogeneous for the sample experienced one cycle of ECAP processing, the sample showed homogeneous equiaxed grains with uniformly distributed twins after experienced eight cycles of ECAP processing.

Inhomogenous Microstructure of Magnesium Experienced One Cycle of ECAP:

Figure 1(b) and 1(c) present the magnified microstructure of the mostly deformed regions in two cross-section planes. One plane (Plane I) is at about a quarter of the height of the sample, and the other plane (Plane II) is at around the center of the sample. The microstructure of the sample before experiencing the ECAP processing is shown in Figure 1(a) to show the initial microstructure with sparsely-distributed twins. Clearly, the grains were deformed more severely in Plane II than those in Plane I.

Microstructure of Magnesium Experienced Various Cycles of ECAP:

Followed the pressing Route Bc with 90° sample rotation between two consecutive ECAP passes, the samples were processed for 1, 2, 4, and 8 passes. Figure 2(a) provides the EBSD image of the microstructure of the samples before experiencing any ECAP processing and after being heat treated at 300°C for 12 hours. The grains in Figure 2(a) are approximately equiaxed,
and the average grain size is on the order of 100µm. After experienced eight cycles of ECAP processing, the sample showed almost equiaxed grains with uniformly distributed twins in Figure 2(b).

The 0002 and 10-10 pole figures were obtained for the annealed sample before experiencing ECAP processing, the sample experienced one cycle of ECAP processing, and the sample experienced eight cycles of ECAP processing respectively. The highest intensities for these three samples fall in the range of 60° ~ 75° from the north pole of the pole figures. There is no significant difference in the texture for these samples, although the grain size is significantly reduced after eight cycles of ECAP processing.

Although the microstructure was inhomogeneous for the sample experienced one cycle of ECAP processing as shown in Figure 1(b) and 1(c), the sample showed homogeneous equiaxed grains with uniformly distributed twins after experienced eight cycles of ECAP processing as shown in Figure 2(b).

![Figure 2. (a) EBSD image of the annealed sample before experiencing ECAP processing, (b) Optical micrograph of the sample experienced eight cycles of ECAP processing.](image)

**Future Plans**

Low temperature testing equipment was ordered and will be shipped to Washington State University soon. We will get it set up in the PI’s lab. More ECAPed samples will be prepared. Further research will be performed to study fatigue properties of the UFG pure Mg at low testing temperatures.
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Understanding Microplasticity Processes Related to Fatigue Damage Using High Energy X-Rays and a Crystal-Based Modeling Formulation

Matthew Miller¹, Paul Dawson¹, Ulrich Lienert², Jim Williams³, Mark Obstalecki¹ and Robert Carson¹
¹Sibley School of Mechanical and Aerospace Engineering, Cornell University, Ithaca, NY
²Deutsches Elektronen-Synchrotron, Hamburg, Germany
³Materials Science Department, The Ohio State University, Columbus, OH

Program Scope

A long-standing materials science challenge is the ability to predict failure under cyclic loading, where a wide range of materials and structures operate in engineering environments. Fatigue of ductile metal polycrystals is a microstructure-sensitive localization process beginning with cyclic plasticity-driven production of substructural inhomogeneities that eventually develop into cracks. Understanding the processes leading to fatigue crack initiation, the formation of aggregate wide slip bands, in ductile metals such as copper or nickel, with enough detail to allow prediction is the overall objective of this project. In this project, our aim is to develop a predictive capability for the heterogeneous cyclic plastic deformation processes that lead to the formation of slip bands that begin at the grain scale and then extend throughout a polycrystalline aggregate, eventually becoming a crack. The ubiquitous persistent slip bands (PSBs) observed in single crystals aligned for single slip from early fatigue research are examples of the plastic localization that occurs before a fatigue crack initiates. Since the transmission of slip and eventual localization must involve clusters of grains, this project has focused on developing an understanding of cyclic slip processes and the evolution of grain-scale structures and mechanical environments during cyclic loading. We have created and advanced new experimental and modeling methods for studying cyclic plasticity within an entire polycrystalline aggregate with single crystal resolution.

Recent Progress

Experimental In our previous work we examined a precipitation-hardened alloy, OMC copper. Recently, we conducted in situ cyclic loading experiments on OFHC copper, a purely strain hardening material. Our experiments have focused on the response of each crystal within the aggregate, namely the spreads in the diffracted intensity distributions for the peaks within each crystal measured using high energy x-ray diffraction (HEXD). We have linked the spread in the HEXD data to heterogeneous plastic straining, which is a precursor to fatigue crack initiation. We conducted near- and far-field diffraction experiments on the OFHC sample, which yield grain maps and orientation spread information, respectively. Figure 1 depicts the OFHC grain maps. The beam used in the experiment was 125 μm tall and 1mm wide. Four “slices” were interrogated in the experiment.
Figure 1. Grain map of the OFHC copper sample interrogated in the HEXD experiment depicting the four slices acquired during individual diffraction experiments (left) and the assembled aggregate (right).

Figure 2 depicts the macroscopic stress strain response of the OFHC sample at 2 cycles and at 256 cycles. The fully reversed experiments were conducted in strain control between endpoints of ± 0.3%. The differences between the stress levels of the hysteresis loops are due to the cyclic hardening that occurs in the material. Diffraction experiments were conducted at 8 points around the hysteresis loop.

Figure 2. Macroscopic stress-strain response of the OFHC copper sample. The red spots are points where HEXD experiments were conducted.

We created a new way of analyzing the HEXD data. Instead of examining spread in orientation using the azimuthal Full Width at Half Maximum (FWHM) of each peak, we now examine the “cloud” of orientations associated with each crystal and define a scalar measure of misorientation. We then fit these values to a Weibull distribution. The distributions for each of the red points in Figure 2 are shown in Figure 3. The misorientation magnitudes are much larger in cycle 256 but we see significant evolution taking place during cycle 2. The misorientation actually reaches its minimum value in between the loop tips on both the tension- and compression-going parts of the cycle. By cycle 256 we see very little evolution of the distributions around the hysteresis loops, consistent with the saturation we see in the macroscopic stress-strain curves.
Figure 3. The Weibull distributions of intra-crystal spread in orientation for the OFHC aggregate on cycle 2 (top) and cycle 256 (bottom). The colors of the curves correspond to red points on the stress-strain curves shown in Figure 2.

**Modeling** In our previous work on this project, we developed the virtual diffractometer capability for comparing experiments to simulation; real diffraction data were compared simulation by projecting through the finite element model. We sought measures similar to the FWHM that would come directly from the material model itself that would provide measures of orientation heterogeneity. We used the OMC data to develop these new metrics. The OMC macroscopic strain data along with model predictions are shown in Figure 4. Three new metrics for lattice orientation heterogeneity are given in Figure 5.

Figure 4. OMC stress strain response from the HEXD experiment and using various hardening models.
Figure 5. The mean lattice orientation heterogeneity for each grain within the OMC aggregate subjected the loading history given in Figure 3. Heterogeneity based on (left) elastic stretch and rotation, (middle) rotation only and (right) elastic stretch only.
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Transformation and Deformation Mechanisms in High-Temperatures Shape Memory Alloys with Nano-precipitates

The Ohio State University, Department of Materials Science and Engineering

Program Scope

The focus of this program is on an emerging class of high temperature shape memory alloys (HTSMAs) that are exciting candidates for actuators and adaptive components in a wide range of energy and transportation applications. At present there is only a rudimentary understanding of the important microstructure-property relationships in these materials. The goals of this effort therefore are to (1) develop a fundamental understanding of the inherent microstructure-property behavior of high temperature shape memory alloys, including the interaction of precipitates with plasticity and martensite, and (2) develop computational models that capture these structure-property relationships and provide novel insights into the important transformation and plasticity mechanisms that govern their behavior.

Two HTSMA alloy systems have been at the core of the effort during the previous year, Ni(Ti,Hf) and (Ni,Au)Ti alloys. Both of these alloys can exhibit high transformation temperatures, large transformation strain, and small permanent strain. These beneficial properties can be strongly influenced by the formation of nanoscale precipitates. Binary NiTi has also been studied in an effort to understand the origin of permanent strain accumulation during load-biased thermal cycling. The program is spearheaded by an array of advanced characterization techniques, including high resolution HAADF imaging, 4D STEM diffraction, transmission Kikuchi diffraction (TKD), and in situ high energy X-ray diffraction microscopy (HEDM). These characterization efforts have motivated phase field and finite element simulations to explore the interaction of precipitates with martensite at lower temperature, dislocation activity at higher temperature, and grain reorientation after load biased thermal cycling testing. The program is benefitting substantially from extensive interaction with NASA Glenn Research Center, Colorado School of Mines, the Molecular Foundry/National Center for Electron Microscopy, the Cornell High Energy Synchrotron Source (CHESS), and Monash University.

Recent Progress

Aging has an extraordinarily potent effect on mechanical behavior in Ni-rich Ni(Ti,Hf) alloy systems while four near-stoichiometric NiTiAu alloys are remarkably insensitive to composition and heat treatment. We have uncovered the microstructural origins of this divergent behavior using a STEM, EDS, and XRD techniques. The NiTiAu alloys exhibit the highest transformation temperature with useful work output of any known alloy system. Its shape memory behavior is largely unaffected by changes in alloy composition from 49Ti to 51Ti. This is likely caused by the presence of two types of secondary phases, Ti3Au and Ti(Au0.66Ni0.33)2, which have a moderating effect on matrix composition, and therefore the martensitic transformation behavior.
Fundamental understanding of the strong effect of H-phase precipitates on transformation behavior of Ni-rich Ni(Ti,Hf) has motivated the application of the “4D STEM” nanobeam electron diffraction strain mapping technique via a successful Molecular Foundry proposal. Using this technique, the strain fields around the H-phase nanoparticles have been characterized quantitatively through both advanced experimental characterization and phase field modeling. According to the experimental results, the nano-sized H-phase precipitate has a diamond shape with \{113\} type facets and keeps coherent with the parent B2 phase matrix. The strain field around such an H-phase particle is calculated using the phase field approach. In the above figures, the long and short diagonal of the diamond shape is along the [-110] and [001] directions, respectively. The calculated strain fields are in excellent quantitative agreement with the experimental measurements.

Two types of finite element simulations have been developed over the past several years and deployed for specific studies over the past year. The first technique – phase-field finite element (PFFE) – employs the phase field method and crystal plasticity to study the formation of individual martensite variants at the sub-micron scale. The second technique – microstructural finite element (MFE) – employs averaging techniques to study the formation of numerous twinned martensite plates at the super-micron scale. Both PFFE and MFE simulations have been applied to understand the dual nature of nm-scale precipitates: they impart large resistance to large-scale plastic deformation yet they allow the martensitic transformation to seamlessly propagate around thousands of precipitates, creating continuous martensite plates rather than fractionated ones. It is found that when a precipitate with no misfit strain is introduced, it disrupts the formation of martensite whereas when a precipitate with a misfit strain is introduced, it serves as a strong nucleation site that patterns the martensite. The results underscore the key role that misfitting precipitates, including H-phase precipitates, can play in the patterning of martensite.

Two possible sources of permanent strain during stress cycling or load biased thermal cycling are (a) dislocation plasticity induced by the martensite and (b) symmetry-dictated non-phase-transformation pathways (SDNPTPs), which leads to the “birth” of crystalline defects during transformation cycling. Both of these contributions may be generic to SMAs and are being studied presently for NiTi due to the dramatic “walking” behavior exhibited by the simple binary.

![Fig. 1. Comparison of 4D STEM measurement and phase field simulation of strain fields around an H-phase particle (zone direction [110]), showing excellent quantitative agreement.](image)
alloy. The PFFE simulations for stress-induced martensite (Figure 2) show that the phase transformation leaves nm-scale arrays of plastically deformed material in the wake of the transformation—located along the twin interfaces in martensite. This outcome, coupled with transmission electron microscope images of material that has been cycled through the phase transformation, reveals that specific arrays of dislocation loops can be “written” into the material by the transformation process. The results underscore that the process of training SMAs involves the development of nm-scale dislocation structure that is indexed to each of the 24 twinned plate types that can form in systems with the B2-B19’ phase transformation.

Regarding the SDNPTP hypothesis, we have sought direct evidence for the predicted grain reorientation during load-biased thermal cycling (LBTC). In essence, the premise of this hypothesis is that due to defects and stresses generated during LBTC, the martensite formed at lower temperature does not transform back to the original B2 austenite grain, but rather can nucleate a new grain orientation. Our previous work has provided evidence for this process using post-mortem analysis of samples, but the advent of high temperature loading coupled with in situ HEDM (with both near-field and far-field detectors) has offered an exciting possibility to directly observe the grain reorientation process. Exciting, preliminary results were obtained at CHESS with extensive aide from beam line scientist Darren Pagan, and in collaboration with Prof. Aaron Stebner and his group at

![Fig. 2: Predictions of phase field – finite element (PFFE) simulations at the interface between austenite (at the forefront of each image) and twinned martensite (in the background of each image), showing: active plastic regions (upper left); volume fraction of martensite correspondence variant 4, shown by regions of red intensity (upper right); equivalent plastic strain (lower right); instantaneous slip activity on the austenite (110/[001] slip system (lower right).](image)

![Fig. 3: Initial result form LBTC experiments on NiTi which are the first direct exploration of substructure development, and possible transformation-induced grain reorientation. Experiments conducted at CHESS with beam line scientist Darren Pagan and in collaboration with Prof. Aaron Stebner and Ashley Buscek at the Colorado School of Mines.](image)
Colorado School of Mines. In situ LBTC experiments have been performed on both single crystal and polycrystalline NiTi samples. An example of a 3D reconstruction of grain and subgrain structures for a polycrystalline case is shown in Fig. 3. In this data set, a volume of 1 x 1 x 0.32 mm was sampled after reconstruction. Approximately 1500 grains have been identified and tracked during subsequent load-biased thermal cycles that take the sample above the martensite to austenite phase transition temperature (data was acquired at 120°C) under a constant bias stress of 100MPa. In the example shown in Fig. 3, the subdivision of a single grain in the volume is shown as a function of cycling, from 1 to 20. These exciting experiments are the first such experiments that combine near and far-field measurements at elevated temperature. Mining the datasets already acquired will continue over the next several months in order to develop a comprehensive understanding of substructure development during LBTC experiments.

**Future Plans**

We are presently calculating the interaction of the strain / stress field of such H-phase precipitates with martensite, both individual variants and internally twinned multi-variant combinations to quantify their effect on the nucleation of martensitic phase. The results will be incorporated in the nucleation model of the phase field simulation of the martensitic transformations to investigate the effect of these nanoprecipitates on the overall transformation behavior of the high-temperature SMAs. Data mining of the HEDM datasets that have been generated for both single crystal and polycrystalline NiTi samples will provide a comprehensive understanding of permanent strain development and accompanying substructure evolution during LBTC conditions. These results will be used to validate the competing hypotheses that have been proposed to explain this behavior.
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Plasticity of High-Strength Multiphase Metallic Composites

Amit Misra¹ (PI), Jian Wang² (co-PI), Jyoti Mazumder¹ (co-PI),

¹University of Michigan, Ann Arbor; ²University of Nebraska, Lincoln.

Program Scope

The goal of this research program is to elucidate the role of the microstructural scale, morphology and interphase boundary structure and crystallography in enabling plastic co-deformability in high-strength metallic composites containing disparate phases.

The proposed work aims to fill the gaps in knowledge in the fundamental understanding of plastic flow in metallic composites with soft/hard phases:

- Is plastic co-deformability favored as the interphase boundary spacing is reduced to nanoscale?
- Does the morphology (e.g., continuous vs degenerate lamellae or rods) of the hard phase influence plastic co-deformability?
- Can plastic co-deformability be achieved in composites with cubic/non-cubic phases?
- What is the role of the defect structure and crystallography of the interphase boundary in promoting plastic co-deformability?

Laser processed Al-Cu and Al-Cu-Si based eutectic systems are being used as model systems of metal-intermetallic composites with a range of sizes, morphologies and interface crystallography. Nanoindentation, micro-compression and tensile testing, and in situ nanoindentation and tension in high-resolution transmission electron microscope (TEM) are used to elucidate the mechanisms of slip transfer across and dislocation nucleation at interphase boundaries, and to quantify the local stresses that lead to plasticity in the intermetallic phase. The experimental research is conducted at University of Michigan with Prof. Mazumder leading the laser processing task and Prof. Misra leading the characterization task.

To develop fundamental understanding and predictive capability of the plastic co-deformation mechanisms, the experimental findings will be integrated with atomistic, meso-scale and crystal plasticity modeling, lead by Prof. Wang at Nebraska. Defect and interface-level properties obtained from atomistic modeling will be the input in the meso-scale model to compute strain hardening and local stress-strain response in a unit bi-crystal that will then be fed into the crystal plasticity finite element method to compute the macroscopic stress-strain response and compare with experimental measurements. The research will provide the scientific underpinning crucial to the design of ultra-strong metallic alloys (e.g., Al alloys with > 1 GPa strength levels) that exhibit significant plastic deformability at room temperature.
Recent Progress

This new program initiated in January 2017. In the first year, fine-scale binary Al-Cu and ternary Al-Cu-Si eutectics have been synthesized by laser surface remelting of arc-melted ingots. In the ternary system, a bimodal ultrafine eutectic structure is observed. By controlling the cooling rate of the laser solidification process, the relative volume fractions of coarse and fine eutectics in bimodal microstructure can be varied. Laser remelted microstructures with volume fractions of the fine eutectic varying from 25 to 40% exhibit compressive flow strengths ranging from 500 to 900 MPa. In addition to the compression tests, the laser remelted alloys were rolled at room temperatures to reductions > 40% to examine the plastic co-deformability. While the as-cast alloys exhibited cracking around hardness indents as well as in compression tests and rolling, the ultra-fine scale laser remelted microstructures revealed evidence of plasticity in metallic as well as intermetallic phases. The line defects observed experimentally in the Al$_2$Cu phase of the deformed eutectics were analyzed using atomistic simulations. Seven potential slip systems \((110)\langle 001\rangle\), \((010)\langle 001\rangle\), \((310)\langle 001\rangle\), \((010)\langle 100\rangle\), \((110)\langle 110\rangle\), \((110)\langle 111\rangle\) and \((112)\langle 111\rangle\) in Al$_2$Cu with body centered tetragonal structure were studied. It was found that three edge dislocations with Burgers vector \(\langle 001\rangle\) on glide planes \((110)\), \((010)\), and \((310)\), show an extended core and are predicted to be glissile at room and moderate temperatures. Other four edge dislocations associated with slip systems \((010)\langle 100\rangle\), \((110)\langle 110\rangle\), \((110)\langle 111\rangle\) and \((112)\langle 111\rangle\) and three screw dislocations with Burgers vectors \(\langle 001\rangle\), \(\langle 110\rangle\), and \(\langle 111\rangle\) show a condensed core, and exhibit significantly higher Peierls barrier for glide at room temperature. Plastically deformed laser processed Al-Al$_2$Cu eutectics exhibited \(\{121\}1/2\langle 111\rangle\) shear in nanoscale Al$_2$Cu lamellae (Fig. 1). This shear is presumably induced by the nanoscale confinement since it is energetically unfavorable in monolithic Al$_2$Cu at room temperature.

Figure 1. **Left**: High-resolution TEM image showing plastic shear induced stacking fault on the \((-1\ 2\ 1)\) plane in Al$_2$Cu nanolayer in laser processed Al-Al$_2$Cu eutectic. Zone axis is [101] Al$_2$Cu. **Right**: Atomic structure of a stacking fault on \((-1\ 2\ 1)\) plane, confirming the shear vector associated with the stacking fault is \(1/2\langle 111\rangle\). Cu atoms are colored in the blue. Others are Al atoms with different excess energy.
Future Plans

TEM characterization, including in situ indentation, will be used to elucidate the slip events and the activation of slip in the hard phase as a function of lamellae thickness and interface crystallographic orientation. The crystallography of the defects observed in the intermetallic phase will be correlated with the active slip systems in Al for both binary Al-Cu and ternary Al-Si-Cu systems.

Molecular dynamics simulations will be used to explore plastic deformation mechanisms in Al-Al$_2$Cu eutectics. The focus is on understanding the role of accumulated defects associated with plastic deformation in Al layers in facilitating plastic deformation in Al$_2$Cu with respect to lamellae thickness and interface crystallographic orientation that are observed in experiments.
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High-throughput nano-indentation of polycrystalline FCC metals with in-situ plane tension

S. Papanikolaou (PI), Department of Mechanical and Aerospace Engineering, West Virginia University
K. Hemker (co-PI), Department of Mechanical Engineering, Johns Hopkins University

Program Scope

Nanoindentation of crystals at the ultra-nano regime (<100nm) is plagued by surface roughness randomness and by intrinsic material deformation random fluctuations (known as pop-ins) due to pre-existing dislocation microstructure. Both extrinsic and intrinsic randomness contribute to a very stochastic behavior that is commonly neglected by scientists and engineers. Is it possible to detect and classify dislocation microstructures through stochastic but high-throughput nanoindentation data?

The scope of this program is to investigate and characterize the multiscale character of crystal plasticity in FCC metals in the ultra-nano regime, using high-throughput nano-indentation experiments and multiscale simulations (2D/3D Discrete Dislocation Dynamics (DDD) simulations, and Molecular Dynamics). The ultimate target is to identify: i) ways to mitigate the intrinsic and extrinsic randomness effects through the application of in-plane tension, ii) universal measures, beyond simple scalar quantities like hardness, that will allow nanoindentation to detect and characterize various dislocation microstructures in terms of their mobile/immobile quality.

The basic hypotheses of the project are that: a. Intrinsic indentation deformation originating in small grains of a polycrystal can be as abrupt as in micropillar compression experiments, b. In-plane stress can intrinsically reduce hardness and smoothen the overall plastic response during nanoindentation, mitigating extrinsically and intrinsically induced noise.

Recent Progress

During the first two years of the project, both experiments and simulations have advanced significantly. Our project builds upon prior research findings, especially Oliver and Pharr’s basic indentation approach [1], the main results on the effects of in-plane stress on nanoindentation properties such as hardness and moduli [2,3], and the identification of pop-in loads in FCC crystals [2]. We have identified a set of generic effects of applied in-plane tension on the
indented surface that go beyond prior research on the topic, given that we focus on the ultra-nano <100nm regime. Nanoindentation experiments utilize custom 4-pt bending fixtures that have been manufactured with the purpose to impose tensile stress on the top surface of polished polycrystalline specimens. In this way, indentation can be performed in-situ and at nanoscale resolution. In the first two years, 3 versions of the 4-pt bending fixture have been built, gradually decreasing the dimensions. Currently, the state-of-art device applies tensile stress on 10mm x 10mm x 0.5mm specimens that are concurrently indented. Polycrystalline pure Cu, Al and Ni samples are tested at the 4-point bending fixture and consequently indented to 100nm. These experiments are clearly focused on the statistical effects that may emerge either from extrinsic or intrinsic disorder effects. Statistical correlations of nanoindentation in polycrystalline samples have been calculated in connection to the measured hardness values; in association, the StatIndent Python numerical software has been developed to analyze indentation data, derived from generic nanoindenter devices, in correlation with associated images, and perform data mining and machine learning. For this purpose, grain orientation maps (identified through electron backscatter diffraction (EBSD) measurements) are being correlated with indentation arrays on FCC polycrystalline samples (Ni, Cu, Al).

Experiments are corroborated by state-of-art indentation simulations using 2D-DDD [5] and 3D-DDD [6] methods. 2D
edge dislocation dynamics indentation simulations are used for insights, while 3D discrete dislocation dynamics indentation simulations are utilized to confirm findings and compare with experimental results.

In summary, we have identified that:

1. Indentation noise induced by extrinsic roughness is dramatically decreased by applied in-plane tension beyond the plastic yield point of the material.

2. Statistically, measured hardness through the continuous stiffness method is decreased in polycrystalline Al, for indentation depths below 20nm. This novel size effect finding has been justified by extensive 2D-DDD simulations and it is currently under thorough investigation in various FCC polycrystalline materials (Cu, Ni), single crystal FCC and BCC metals, and also 3D-DDD and MD simulations.

3. Pop-in events, induced by a Berkovich tip, measured in an unbiased manner for depths up to 100nm, display a universal (across stress level) power-law tail. Remarkably, increased tensile stress appears to have an effect at the probability for small pop-in events, being drastically reduced. In a way, these events resemble the abrupt events in uniaxially stressed pillars, even though there are distinct differences.

4. Nanoindentation timeseries is correlated with grain orientation and size in polycrystalline FCC metals (especially Ni, Cu, Al) and further investigation is currently pursued.

5. Preliminary statistical investigation, using machine learning methods, has been performed on synthetic nanoindentation timeseries, produced in simulations, towards a direct and swift dislocation density and grain orientation estimation.

Overall, through combined simulation and experiments, we have identified a novel sensitivity of indentation behavior to plane tension in generic FCC metals. These results are in consistency with the basic hypotheses of the project, even though further investigation is required.

Furthermore, the PI has promoted the importance of strain bursts in crystal plasticity, by co-authoring a review on strain bursts in crystal plasticity and also, co-authoring contributions on the detection of strain bursts using dynamical loading approaches and coarse-grained approaches to dislocation dynamics, in collaboration with other PIs (Cai, Greer) of the DOE-BES program.

Future Plans

The future plans in this project deepen further in the experimental and theoretical fronts, while promoting a unique integration of Large Data production and theoretical analysis that lead to the development of state-of-art open-source software that should be useful to experimental groups. Furthermore, we are rapidly pursuing the following tasks during the next year:

1. Single crystals and polycrystals Cu, Ni, Al, will be explicitly compared with respect to the newly found statistical indentation size effect. Similar measurements will be performed on BCC and HCP metals

2. Extensive 3D DDD indentation simulations will be performed in the presence of voids,
inclusions, and machine learning approaches will be trained in order to interpret high throughput experimental data from FCC metals.

3. 3D Molecular Dynamics simulations will be performed in order to identify the basic mechanisms and validate the ultra-nano size effect that we have identified using discrete dislocation dynamics.

4. The StatIndent software package will be developed further and will aim at including post-indent images in order to also include them in machine learning approaches.
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NanoMechanics: Friction and Elasticity of Nano-Objects

Elisa Riedo
City University of New York (CUNY) Advanced Science Research Center

Program Scope

Nanosheets, nanotubes, nanowires, and nanoparticles are gaining a large interest in the scientific community for their exciting properties, and they hold the potential to become building blocks in integrated nano-electronic and photonic circuits, nano-sensors, batteries electrodes, energy harvesting nano-systems, and nano-electro-mechanical systems (NEMS). The vision of this DoE research program is to understand the mechanical properties of nanoscale materials by exploring new experimental methods and theoretical models at the boundaries between continuum mechanics and atomistic models, with the overarching goal of defining the basic laws of mechanics at the nanoscale.

The goal of our research program is to study the frictional properties and the transverse elasticity of 2D materials as a function of number of layers, substrate interaction, stacking, intercalates, and defects. We aim at investigating the mechanical interaction between atomically thin sheets, with the ultimate goal of manipulating their structure, stacking, and number of layers for producing nano-materials with tailored optimum mechanical, electro-mechanical and thermo-mechanical properties.

Recent Progress

The research activity during this first year has been divided in two main projects. In the first project we have investigated the elasticity of one- and two-layer graphene, and the buffer-layer of epitaxial graphene, in the second project the goal has been to investigate the Van der Waals forces, adhesion and frictional properties of MoS$_2$ and other 2D films as a function of number of layers, presence of piezoelectricity, stacking—e.g. orientation—, substrate, intercalates, and defects. Below we provide details about the main projects and related accomplishments.

1) Inducing a diamond-stiff phase in two-layer graphene: the fingerprint of diame [1, 2]

The quest for materials with exceptional mechanical properties has been the focus of major efforts since the beginning of civilization. In particular, discovering materials stiffer and harder than diamond is an ongoing challenge. While graphite has an elastic modulus similar to diamond in the plane, it is much softer in the transverse direction— perpendicular to the planes. The discovery of graphene, a single atomic layer of graphite, has opened a new plethora of properties related to the two-dimensionality of this material, including unique electronic and mechanical
properties. Here, we show that upon indentation with a nano-size tip, two-layer graphene supported and grown on SiC (0001) displays a transverse stiffness and hardness equal or larger than that of bulk diamond. This phenomenon vanishes for graphene films thicker than 3 to 5 layers or for a single layer, demonstrating a unique phase diagram for two-layer epitaxial graphene. Density functional theory (DFT) calculations explain the experimental results, showing that pressures of the order of 1-10 GPa at room temperature can transform two-layer epitaxial graphene into an ultra-stiff diamond single layer, here called diamene. DFT calculations also indicate that this graphitic-to-diamond phase transition depends on the availability of mechanisms to saturate surface dangling bonds and it is hindered for more than two layers.

Here, we use modulated nanoindentation (MoNI) [2, 11] to measure force vs. indentation curves when an AFM tip indents epitaxial graphene (EG) films supported by a SiC substrate, for maximum indentation depths smaller than 1 Å. For 10-layer epitaxial graphene (10-L epitaxial graphene) the indentation curves are almost the same as for bulk Highly Ordered Pyrolytic Graphite (HOPG). We also measure the indentation curves for 5-layer EG on SiC (0001), as well as the indentation curves measured on bare SiC. The indentation curves measured on SiC can be perfectly fitted with the Hertz model for a Si sphere (the AFM tip) indenting a flat substrate (SiC). The fitting procedure gives as SiC Young’s modulus $E_{\text{SiC}}^{\text{Hertz}} = 400$ GPa, which is in excellent agreement with values in literature. Compared to SiC, 5-L epitaxial graphene is much softer since we are still probing the soft $c$-axis out-of-plane modulus of a graphitic system. However, 5-L epitaxial graphene on SiC displays slightly steeper (stiffer) curves than 10-L epitaxial graphene, very likely because of the influence of the very stiff SiC substrate. When measuring the very first graphene-like layer on SiC (0001), which is strongly interacting with the SiC substrate, and it is referred to as buffer layer, we obtain almost the same, but slightly softer, indentation curves than in bare SiC. This behavior is in agreement with physical intuition and with previous indentation measurements in thin films, which show that when a film on a rigid
substrate is thin enough the measured indentation curves sense the stiffness of the underlying substrate. Overall the indentation curves for 10-L, 5-L and buffer layer graphene on SiC follow a predictable behavior, and two-layer epitaxial graphene was expected to display indentation curves with intermediate values between 5-L and the buffer layer. However, very surprisingly when we indent two layers of graphene on SiC, we obtain force vs. indentation curves which are much steeper than the ones for 5-L or 10-L graphene and even steeper than on bare SiC. Such large stiffness, corresponding to a Young’s modulus larger than 1 TPa, can only be understood with a structural change induced by the local pressure on two-layer graphene.

To further investigate the ultra-stiff phase induced in two-layer graphene, we have performed micro-hardness measurements with a diamond AFM indenter (Fig. 1). Upon indentation with a load of 6 N and with subsequent imaging, we were able to identify a shallow residual indent in SiC, a larger indent in 5-layer graphene and no residual indent at all in two-layer graphene. When applying larger loads on two-layer graphene, the tip broke.

2) Oscillatory friction for even and odd number of layers in polycrystalline MoS2 [3]

The frictional properties of 2D materials are attracting a large attention in the scientific community for their interesting and unusual behavior. Here, we have studied by atomic force microscopy (AFM) the frictional properties of MoS2 in the form of polycrystalline CVD grown films and monocrystalline CVD grown triangular islands on sapphire. Interestingly, while friction forces monotonically decrease with increasing number of layers for monocrystalline CVD grown MoS2, as it was previously observed in literature for MoS2 exfoliated flakes, we observe that polycrystalline MoS2 gives rise to a friction behavior that follows a odd-even oscillatory pattern with the number of layers. To understand this oscillatory frictional behavior for polycrystalline MoS2, we have performed AFM friction and adhesion measurements in dry and humid conditions. We observed that in dry conditions the oscillatory behavior disappears and polycrystalline MoS2 behaves as the monocrystalline sample. Furthermore, the force spectroscopy measurements indicated that the origin of the oscillations in friction could mainly be ascribed to the changes in adhesion forces as a function of odd and even number of layers. These results suggest that there is a different amount of water on the surface of odd or even number of layers in the polycrystalline MoS2 sample due to the broken inversion symmetry when the number of layers in the film is an odd number, e.g. 1 and 3. When the structure is monocrystalline, the in-plane polarization may change the amount of water adsorbed at the edges of the triangular structure, without impacting the friction and adhesion forces with the surface. However, in the case of a polycrystalline film, each crystalline grain may display a different direction of the in-plane polarization, giving rise to uncompensated charges at the grain boundaries, which may induce a larger adsorption of water in the case of one- and three-layer films. These results have been further corroborated by XPS and Kelvin Probe Force Microscopy measurements, indicating an oscillatory behavior of the work function in the case of the polycrystalline films.
**Future Plans**

Firstly we plan to investigate more in detail the amazing bilayer-diamene phase transition that we have recently discovered. Secondly, we propose to investigate the perpendicular elasticity, e.g. the unique van der Waals elastic interaction, and frictional behavior of 2D heterostructures made of a variety of vdW materials, including mixing insulating, metallic and semiconducting layers. The research will start by focusing on MoS2 and other transition metal dichalcogenides 2D films. On a third side, we will continue our investigation on the relationship between defects, piezoelectricity and friction in TMDC films.
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Program Scope
The attainment of strength and toughness is a vital requirement for structural materials; unfortunately, these properties are generally mutually exclusive. Indeed, the development of strong and tough materials has traditionally been a compromise between hardness vs. ductility. Using advanced metallic alloys, we examine strategies to solve this “conflict” by focusing on the interplay between the individual mechanisms that contribute to strength and toughness, that of plasticity and crack-tip shielding, noting that these phenomena originate at very different structural length-scales. Over the past two years, we have directed our studies to seeking an understanding, at atomistic to near-macroscopic length-scales, of the scientific origins of damage-tolerance in multi-element metallic alloys. Our focus has been on single-phase high-entropy alloys and metallic glasses, which can display exceptional damage tolerance, due to novel mechanisms that arise from their disordered structures. Our approach to understanding damage-tolerance in CrCoNi-based high-entropy alloys has involved fracture mechanics coupled with in situ SEM and TEM testing to discern the synergy of dislocation and twinning mechanisms responsible for their properties. For metallic glasses, we have focused on the existence of short and medium range ordering within the amorphous state and its role in triggering shear-band formation, which we believe represents the fundamental origin of plasticity and toughness in these alloys. Our ultimate aim is to uncover the relationships between atomic-scale phenomena and the macroscopic mechanical behavior of structural materials.

Recent Progress
Our research combines state-of-the-art experimental characterization, atomistic computational modeling, and theory to probe the mechanics and mechanisms of deformation and fracture at multiple dimensions in structural materials. We are currently focusing on nominally single-phase, multiple-element metallic alloys, which have limited recognizable structure over most length-scales - metallic glasses and high-entropy alloys - with the aim of discerning the fundamental mechanistic origins of damage tolerance, i.e., toughness (resistance to fracture) without compromise in strength (resistance to deformation). An ability to undergo limited deformation is a crucial feature of toughness as this enables the local dissipation of stresses which would otherwise cause fracture; alloy design is thus a compromise of strength vs. ductility, properties that are invariably mutually exclusive.¹

Metallic Glasses: We have studied bulk metallic glasses (BMGs) for many years and have developed the most damage-tolerant glass alloy on record, e.g., a Pd-based BMG², with Bill Johnson at Caltech. Although BMGs tend to be strong (strengths >1-2 GPa), they deform by shear banding, which can lead to brittleness as a single shear band can cause failure at vanishingly small tensile strains. The key to attaining ductility in BMGs is to promote multiple shear banding and to inhibit cavitation within the bands to prevent cracks, a characteristic that we achieved in the Pd-based BMG with an alloy with a high bulk-to-shear modulus ratio.²
However, we have realized that the toughness of a specific BMG alloy tends to be highly variable, a property that we believe is a result of two distinct issues. Firstly, we have shown that the lack of strain hardening in BMGs curtails the existence of the unique singular crack-tip stress/displacement fields in a nonlinear-elastic (J-based) fracture mechanics test; as the local crack-tip stress and strains can no longer be presumed to be unique, fracture toughness measurements become compromised. Secondly, it appears that the amorphous state itself is not uniform due to the presence of short- (SRO) to medium-range (MRO) order. We have initiated both theoretical and experimental work to probe structure-property relations in metallic glasses, with the goal of understanding if their properties can be determined by atomic-level structure. Based on atomistic computer simulations of the SRO within the second nearest-neighbor shells in BMGs, derived from atomic cluster connection schemes between linked coordination polyhedral, we have shown that cluster connections by face-sharing yield the stiffest elastic response during shear deformation, and are favored when changing from the liquid to glassy state. We have also examined the effect of hydrostatic pressure on the rejuvenation of Cu$_{50}$Zr$_{50}$ glasses, finding anomalous structure-property relationships can result after removal of the pressure at room temperature; the glasses are less stable and display a lower shear modulus, despite having a denser packing structure, and a significant increase in full icosahedra SRO.

High Entropy Alloys: Our work on high-entropy alloys (HEAs), which are a new class of nominally equiatomic, five or more element, metallic systems, has largely been conducted in close collaboration with Easo George at ORNL and has focused on CrCoNi-based alloy systems. The rationale for HEAs is that, in principle, the configurational entropy contribution to the total free energy from their multi-element composition should stabilize solid solutions relative to multiphase microstructures. We have examined two alloys to date, the CrMnFeCoNi (Cantor) HEA and the CrCoNi medium-entropy alloy (MEA), both single-phase, face-centered cubic materials which we have shown to exhibit truly remarkable mechanical properties. With the five-element CrMnFeCoNi HEA, we found exceptional damage tolerance, with tensile strengths > 1 GPa and (crack-initiation) fracture toughnesses of $K_{IC} > 200$ MPa$\sqrt{m}$, properties which were progressively enhanced at low temperature. We also studied the three-element (medium-entropy) CrCoNi alloy, where we observed even better properties: at 77K, UTS > 1.3 GPa, ductility ~ 90%, $K_{IC}$ values ~ 275 MPa$\sqrt{m}$, and a “valid” crack-growth toughness of 450 MPa$\sqrt{m}$, properties that approach the best of any material on record. At low temperatures ~77K, both alloys exhibit increasing strain hardening which inhibits localization to give enhanced strength and ductility. To understand the nanoscale mechanisms underlying this behavior, in situ straining to fracture experiments in an aberration-corrected TEM revealed a synergy of deformation mechanisms that appear to be unique to these alloys. Both materials are characterized by high lattice friction; perfect dislocation motion is correspondingly slow along planar slip bands, which provides for strength. They also display low stacking fault energies; as such partial dislocations move rapidly (Fig. 1), which is a source of ductility. We also found that cracking appears is impeded by twinned, nanoscale bridges which span the near-tip crack faces and act to delay fracture by shielding the crack tip. This synergism of intrinsic (plasticity-related) and extrinsic (shielding-related) toughening represents an effective means to enhance damage tolerance that differs from usual strategies where...
secondary phases and hetero-interfaces are added. At 77K, deformation in the CrMnFeCoNi alloy involves nano-twinning, but in CrCoNi, a hierarchical twin network forms at 298K, where the twin boundaries act as barriers to dislocation motion, providing for strength, whereas the partial dislocations can move rapidly along the boundaries themselves, which provides for ductility.

Future Plans

**Metallic Glasses:** Our pursuit of the origins of damage-tolerance is now centered on computational work and state-of-art microscopy, spurred by an appreciation that specific SRO in the glassy state can be tuned to yield specific properties. In light of this, we are focused on establishing structure-property links through the use of simulations to understand how the SRO influences shear banding. We believe that such insights will provide a fundamental understanding of the properties of BMGs.

Our hypothesis is that BMGs, while macroscopically uniform and single phase, have an inherently inhomogeneous structure with atoms in many local configurations: two extremes are characteristic SRO, the favored atomic coordination motifs and geometrically unfavorable motifs (GUMs).

Many GUMs may simply be local configurations with less SRO retained during fast liquid cooling and containing excess “free volume”. A link between the structural and mechanical heterogeneity is “soft spots”, i.e., aggregates of atoms that strongly participate in soft vibrational modes and correlate with GUM-rich regions, yet are heterogeneously localized into nano-scale regions. These soft spots directly reflect dynamic response that also scales with the possibility of shear transformation and thus may correlate with local groups of atoms that tend to undergo cascade deformation. Our belief is that ductility will be enhanced by a proliferation of soft spots through different processing histories. Conversely, the lack of soft spots would stifle plastic flow, analogous to dislocation starvation that elevates strength in crystals. As it is unclear how GUMs induce yielding in a BMG, we propose to employ large-scale MD and mesoscale simulations to clarify these questions in BMGs with different GUM distributions. An example is shown in Fig. 2 from studies with Lin Li (Un. Alabama) to explore the role of elastic heterogeneity, induced by fluctuations in structural order, on shear banding.

To enable direct experimental validation of our numerical models, a central challenge is the experimental characterization of structural SRO and MRO. To characterize these states in BMGs, we are using fluctuation electron microscopy and scanning nano-diffraction. Aberration-corrected scanning transmission microscopes (STEM), coupled with fast direct electron detectors allow us to compare the variance in diffraction patterns from point to point to create a quantitative map of local order (Fig. 3). Here, we employ the 4DSTEM technique that uses a series of 2D diffraction patterns collected at each position in a 2D STEM raster scan resulting in a 4D data set. As shown in Fig. 2b, by taking advantage of direct electron counting we can visualize "hot spots", or multi-pixel regions of similar symmetry in the diffraction patterns. These span 3-4 pixels, or 1.5-2 nm, and represent direct imaging of the medium range order of the sample.

Our intent is not only to be able to quantify the SRO for essentially macroscopic samples, but also to perform experiments in the TEM that explicitly link shear-band formation, and hence the origin of plasticity in BMGs, to regions of unstable short-range order (GUMs). Our goal is to establish...
quantitative structure-property relationships between GUMs and mechanical behavior, which can lead to an understanding of the fundamental origins of damage-tolerance in metallic glasses.

Fig. 3: a) Annular dark field image of the region of interest in an annealed Cu46Zr46Al8 BMG. b-e) Two, three, four and five fold in plane rotational symmetry maps, respectively, inset with a highly correlated diffraction pattern from the field of view with the same symmetry order. These maps are four-dimensional datasets, in which whole diffraction patterns are acquired in the field of view from every pixel. The scan size is 100 x100 pixels, with a 0.5nm step size.

High-Entropy Alloys: We plan to continue to examine the fundamental origins of the exceptional mechanical properties of HEAs, in collaboration with ORNL. Again, we believe that it is vital to combine mechanical property measurements and in situ TEM observations with dedicated theory to truly understand why HEAs display such remarkable properties. In light of this, we will perform detailed first-principles calculations to elucidate the relative energetics of planar faults governing slip and twinning. A primary focus will be to understand how chemical SRO in these multicomponent solid solutions may affect these planar fault energies and their role in governing deformation mechanisms, as much of the modeling of HEAs has been made without regard to chemical SRO. As with BMGs, to verify the computational results we will attempt, for the first time, to directly image short-range-ordering in HEAs utilizing the high-resolution STEM capabilities at NCEM. To our knowledge, SRO in HEA is as yet unconfirmed. We believe that STEM diffraction mapping with the Gatan K2-IS direct electron detector on the TEAM I TEM gives us a powerful new tool to investigate any SRO in the structure directly through nanoscale characterization. The outcome of our analysis will shed light on how defects ahead of crack tips and dislocations interact with local chemical ordering.
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Doping Metallic Grain Boundaries to Control Atomic Structure and Damage Tolerance

Timothy J. Rupert
University of California, Irvine

Program Scope
Grain boundaries and other interfaces often act as nucleation sites for cracks and voids that lead to failure during plastic deformation of metallic materials. While it is known that interface character and structural state can greatly influence this damage nucleation process, the current level of understanding and control over such details is relatively limited. The objective of this research is to obtain a fundamental understanding of how grain boundary structure can be controlled by locally and selectively adding other elements, with the idea of inducing planned grain boundary phases or complexions [1]. The effect of complexion structure on dislocation accommodation mechanisms will also be studied, to improve the field’s understanding of damage nucleation at interfaces and identify materials design strategies for extremely tough materials. This research will use a combination of computational, experimental, and characterization techniques to isolate and understand the importance of atomic grain boundary structure as well as interfacial chemistry. The fundamental insights provided by this research will enable the creation of advanced engineering metals with improved damage tolerance.

Recent Progress
The project has been ongoing for approximately two years, meaning this extended abstract touches on progress from the start of the project to the current time, albeit in a brief and incomplete manner. We have broken down our progress into (1) experimental and (2) computational subheadings. However, these task are intimately related, continually informing and guiding one another, so we also identify connections throughout. A number of publications have resulted from this work, with details provided at the end of this document.

Experimental
Our proof-of-concept results showed that disordered complexions, or amorphous intergranular films (AIFs), could serve as toughening features which improve both the ductility and strength of nanocrystalline Cu-Zr [2]. These structures allow for efficient dislocation absorption that delays crack nucleation and growth at internal interfaces [3], a process that would be beneficial for a wide range of materials. However, while we showed that AIFs could be incorporated into Cu-Zr, there was no systematic way to select other alloy systems where these amorphous complexions can be introduced. Hence, we began working on the creation of materials selection rules that can be used to identify metallic systems capable of sustaining amorphous intergranular complexions.

We started our study by emphasizing dopant segregation to grain boundaries and the creation of energetically favorable conditions for forming an amorphous phase. To test the robustness of these rules, a variety of Cu-rich systems with contrasting thermodynamic parameters were sputter
deposited. Two examples from Cu-Hf and Cu-Mo are shown in Fig. 1(a) and (b), respectively, where the first has AIFs and the second has only ordered grain boundaries. Generally, we found that the type of complexion formed at the grain boundaries of a polycrystalline binary metallic alloy can be controlled by an informed selection of enthalpy of segregation ($\Delta H_{\text{seg}}$), enthalpy of mixing ($\Delta H_{\text{mix}}$), and atomic radius mismatch, where AIF formation depends on dopant segregation to the grain boundary and the glass forming ability of the alloy. The behavioral patterns were then extended to predict the complexion formation behavior of a new Ni-based alloy, Ni-Zr, where AIFs had not yet been observed in prior work. Finally, we used our materials selection rules to make predictions for all binary transition metals (Fig. 1(c)), providing a roadmap for the widespread usage of AIFs.

Figure 1. (a) Cu-Hf shows evidence of amorphous grain boundary complexions, while (b) Cu-Mo only has ordered boundaries. The observations in four Cu-based alloys and a Ni-based alloy were used to then make predictions for (c) all binary combinations of transition metals.

Figure 2. Sputter deposition was used to create two Cu films sandwiched around a thin, nanoscale Zr layer. (a) The as-deposited film had nanoscale grains that quickly coarsened into columnar grains after annealing (b). The insets to these figures are energy dispersive x-ray spectroscopy (EDS) maps of Zr, showing that the dopants start to migrate along grain boundaries. (c) An interface between two Zr-rich particles.

While our processing experiments above were run with the goal of having large grains for easy identification and testing of various complexions, we found that most of our samples still had grain sizes in the nanocrystalline range due to the segregation of stabilizing dopants. Since we are interested in probing the tolerance of individual boundaries to mechanical and radiation damage (see Future Work section), we have been using new sample geometries to try to obtain columnar
grain structures with micron-sized grains and different complexions. A preliminary example is shown in Fig. 2, where two Cu films were sandwiched around a Zr film, creating a structure that can act as a diffusion couple. Annealing causes the Cu-rich grains to become columnar and coarse, while the Zr begins to diffuse up the grain boundaries (Fig. 2(b)). There are also interesting regions where grain boundary diffusion is occurring between two Zr-rich particles, as shown in Fig. 2(c). These specimens are currently being used to identify different types of complexions at grain boundaries with different character, connecting to the simulations described below.

**Computational**

We have used atomistic modeling to guide experiments and to improve our understanding of atomic mechanisms. First though, we had to pinpoint the features of interatomic potentials that are necessary for the accurate modeling of grain boundary segregation and associated structural transitions. We performed a study of complexion transitions in a bicrystal sample containing Σ5 (310) grain boundaries, but used four different interatomic potentials and compared our simulations to the experiments described above. Perhaps unsurprisingly, only two of the potentials were able to faithfully recreate the real-world complexion transitions. We find that the potentials that are reliable for modeling complexions accurately recreate the enthalpy of mixing, interfacial energy, and bulk modulus values of the alloy system.

![Figure 3](image.png)

Figure 3. (a) Boundary disordering composition at different temperatures. (b) Distribution of two common polyhedral types along the thickness direction of a 4.5 nm thick AIF. (c) Total point defects left after a collision cascade.

We have also worked to understand fundamental issues associated with complexion transitions. First, we investigated the importance of grain boundary character. Experimental results show that not all boundaries have transformed to AIFs, and even those that have often have different thicknesses. By using hybrid molecular dynamics/Monte Carlo simulations on six different boundaries, we were able to show that the critical grain boundary composition for a disordered complexion is independent of boundary type (Fig. 3(a)). On the other hand, the global composition needed to achieve these states is very different due to segregation excesses that are character-dependent. Next, we studied the details of short-range ordering in amorphous complexions to demonstrate how these features differ from bulk amorphous phases. We find that amorphous complexions have three distinct regions: amorphous-crystalline interfaces, regions deep inside the films that have short-range order identical to a bulk amorphous phase, and transition regions that connect the first two regions. However, thin amorphous films contain only the amorphous-crystalline interface and the transition region, providing further evidence of the constraints
imposed by the abutting crystals. An example of this is shown in Fig. 3(b), where the ~0.4 nm thick amorphous-crystalline region is rich in \( <0,10,2,0> \) polyhedra but poor in \( <0,2,10,0> \) polyhedra. These details are expected to be related to the dislocation absorption and pinning mechanisms that control ductility and strength.

Concerning material performance, we have performed molecular dynamics simulations of radiation damage, which show that AIFs are damage tolerant grain boundary structures. The collision cascades induced by ion bombardment were simulated and residual point defect populations analyzed as a function of boundary type and primary knock-on atom (PKA) energy. While ordered grain boundaries easily absorb interstitials, these interfaces are inefficient vacancy sinks. Alternatively, amorphous intergranular films act as efficient, unbiased defect sinks. Fig. 3(c) presents data from these simulations. Finally, we have begun to use our simulations for materials discovery. Contrasting with the Cu-Zr system that experiences amorphization, we found that Cu-Nb forms crystalline nanoscale precipitates through heterogeneous nucleation and eventually full intergranular films at grain boundary sites. We have also observed that free surfaces can compete with the grain boundaries as potential segregation sites, depending on the dopant type.

Future Plans
Our future work will focus on additional materials discovery, as well as in-depth investigation of damage near various complexion types. We are beginning to explore the usage of ternary alloys, driven by a vast amount of literature from the bulk metallic glass community that suggests that glass forming ability can be greatly increased, hopefully leading to thicker and more stable amorphous complexions. Atomistic modeling is expected to be a key facilitator here, as we can make rapid predictions before running the more costly and time-consuming experiments. We have also obtained exciting preliminary results on linear complexions, a concept that is very new to the field [4]. We have also started collaborating with Sandia National Laboratories (Drs. Brad Boyce and Khalid Hattar) to perform nanomechanical and irradiation experiments at individual grain boundary sites. Jennifer Schuler, one of the graduate students working on this project, is expected to spend ~6 months visiting Sandia to perform this work. We hope to obtain atomic details of grain boundary-dislocation interactions from in situ nanoindentation, as well as point defect accommodation near different complexions through in situ irradiation. In situ mechanical tests are also starting at UC Irvine.
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Strengthening Nanotwinned Metals Beyond the Hall-Petch Limit

Frederic Sansoz  
Department of Mechanical Engineering, The University of Vermont, Burlington VT (USA)

Program Scope

The primary goal of the project is to study the roles of trace element segregation as a fundamentally new mechanism of grain-boundary (GB) and twin-boundary (TB) strengthening in nanotwinned metals, in order to push the limits of strength, ductility and thermal stability in face-centered-cubic (fcc) metals and alloys for extreme environments in energy-related applications. Experiments and simulations have demonstrated that strengthening metals through GB and TB interfaces into nanoscale region is manifested by a maximum strength, a phenomenon that is known as Hall-Petch breakdown [1-6]. Although the underlying mechanisms of this observation have been investigated extensively, an unresolved grand challenge is to continue hardening nanostructured materials beyond this strength limit while preserving other attractive properties, e.g. the electrical conductivity.

To address this challenge, the present project combines a wide range of resources and scientific expertise to create new nanotwinned (nt) alloys with potential for unprecedented properties to be discovered at the atomic scale. This program is leveraged by the PI’s expertise in theoretical and computational materials research for nt material systems, and a long-term partnership with two experimentalists, Dr. Morris Wang at Lawrence Livermore National Laboratory (LLNL) and Dr. Ryan Ott at the Ames Laboratory (Ames). Dr. Mikhail Mendelev (Ames) also collaborates with us in the development of new interatomic potentials to be used in atomistic simulations.

Our preliminary results suggested that significant improvement in the thermal stability of small twins could be made by introducing solute atoms to block the mobility of TB defects, and thus prevent strength softening with small twins. We have investigated the effects of doping on hardness of nt-Ag, because this metal has a low stacking fault energy (~16 mJ/m²) and is known to form copious growth twins during magnetron sputtering. We discovered that annealing of nt-Ag with trace concentrations of Cu solute atoms (<1.0 wt. %) results in grain sizes and twin spacings well below those previously obtained in nt-Ag. At a Cu concentration level of 0.81 wt. %, we observed a grain size of 49 nm and a twin spacing of 3.6 nm after annealing. We termed this new material as nanocrystalline-nanotwinned (nnt) Ag.

To date, the majority of atomic mechanisms related to Hall-Petch softening has been garnered by MD simulations. It has long been challenging to experimentally verify or disapprove these mechanisms due to the technological difficulty of synthesizing nanostructured materials with microstructures that are as ideal as those used in MD models. For example, the grain sizes of as-synthesized nt-Cu and nt-Ag metals are typically larger than 100 nm, therefore precluding experimental investigations of the truly nanocrystalline region (<100 nm) where deformation mechanisms have been investigated by simulations. Our new Cu-doped nnt Ag metals make possible to interrogate the strength behavior in nt materials with grain sizes well below 100 nm.
The specific objectives of this partnership program are three-fold:

1. To use hybrid monte-carlo (MC)/molecular-dynamics (MD) atomistic simulations and density-functional-theory (DFT)-based calculations to study the roles of solute atom segregation on twin stability and plastic deformation in doped nnt metals.

2. To develop a mechanism-based theoretical framework for predicting how doping element addition influences yielding and plastic flow stresses in nnt fcc metals.

3. To integrate computational simulations, theory, and experiments at the atomic scale for rapid prototyping of new doped nnt alloys with optimum strength and electrical properties.

Recent Progress

1. Cu Segregation Affected Twin Stability and Yield Strength in Nanotwinned Ag

The goal of this task was to study how solute atom segregation may affect twin stability and yielding mechanisms in Cu-doped nnt-Ag. Large-scale 43-million-atom MC/MD simulations [7] were created in the software LAMMPS using an ab-initio-based interatomic potential for Cu-Ag alloys [8] as shown in Figure 1a. To investigate twin stability, our models included nanoscale TB kink defects (Figure 1b and c). In a past study [9], we proved that TB defects are mobile and easily migrate along TBs under stress, leading to detwinning. It was found in the current study that adding trace concentrations of Cu below 1 at. % dramatically increases the stability of nanotwins containing kinked TBs, and the resistance against GB sliding and migration, under high stress. Cu segregation affected yield strength was found to result from pronounced segregation of dilute Cu atoms towards both GBs and TB defects during high-temperature annealing (Figure 1d).

We also obtained DFT-based VASP calculations in Ag showing that segregation enthalpies of Cu atoms inside TB kink steps (Figure 1c) are up to twice as high as those predicted for segregation at GBs. Furthermore, in-situ x-ray diffraction heating analysis conducted by our LLNL and Ames partners showed that nnt-Ag doped with 0.19 wt.% Cu exhibited structure stability up to 415°C, i.e. more than 200°C higher than that in pure nt-Ag, which confirmed the theoretical predictions.

![Figure 1. Hybrid Monte-Carlo/molecular-dynamics simulations of segregation of 0.8 at. % Cu atoms in nanotwinned Ag at 500 K.](image-url)
2. Hall-Petch Plastic Flow Stress Limit in Cu-doped Nanotwinned Ag

The second objective was to use hybrid MC/MD simulations to study the influence of twin spacing ($\lambda$) and grain size ($d$) on plastic flow stress in doped and undoped nnt-Ag. A series of large-scale simulations with 10 different twin spacings (1.4 – 22 nm), 5 grain sizes (6 – 45 nm) and 4 dopant concentrations (0 – 0.8 at% Cu) were conducted in this program. For a 45-nm grain size close to that synthesized experimentally in annealed Cu-doped nnt-Ag, Figure 2a showed two distinct regimes of plasticity, i.e. tensile yielding below 5% strain and plastic flow above 5% strain. The influence of $\lambda$ was found to be more significant on the plastic flow regime. Figure 2b showed that the flow stress limit at 300 K occurs at TB spacing $\lambda = 7 \pm 0.7$ nm, accompanied with a smooth transition from strengthening to softening, in both undoped and Cu-doped nnt-Ag. Also, we found that GB sliding plays a critical role on Hall-Petch softening in undoped and Cu-doped nnt-Ag when $\lambda$ and $d$ decrease, as shown in Figure 2c. Therefore, an effective strategy to push the Hall-Petch limit must involve a reduction of GB sliding deformation at small TB spacing by doping.

The above findings suggested that while Cu doping increased the overall strength in nnt-Ag, it did not significantly affect the mechanisms of strengthening and softening as a function of TB spacing. Our first-principles calculations using VASP, however, predicted that more pronounced segregation to GBs could be obtained with different dopants, e.g Ni in Ag, which is expected to change the interface-mediated plastic deformation mechanisms in nnt-Ag.

3. Development of a New Ab-Initio-based EAM Potential for Nanotwinned Ag-Ni Alloys

Our preliminary results suggested that Ni-doping has stronger strengthening efficiency than Cu doping in nnt-Ag. Our ab-initio calculations have also confirmed that the enthalpy for atom segregation at GBs and TB kink steps are higher with Ni than Cu. First, we have developed a new embedded-atom-method (EAM) potential for MD simulation of pure Ag, giving better predictions.
of melting point, stable and unstable stacking-faults, and energy values on Σ9 (221) GB and kink (112) defects, as compared to ab-initio results. Second, we have created an ab-initio database for fitting a new EAM potential for the Ag-Ni system, which makes it possible to study the strengthening mechanism of Ni dopant with classical MD simulations. The new potential includes liquid structure of Ag and Ag20Ni80, generalized stacking fault energy, coherent TB energy, Σ9(221) GB energy, kink (112) energy, and dopant segregation energy. The potential fitting process was performed by Dr. Mikhail Mendelev at Ames. The first tests are underway.

**Future Plans**

Our plans are to study the strengthening efficiency of different dopants in nnt-Ag. Preliminary ab-initio results suggested that Ni solute segregation to GBs and TB defects is more strongly favored than Cu solute segregation, while Al segregation was found to be weak. Therefore, the new Ag-Ni interatomic potential developed in this program will enable us to study the small-scale mechanics of trace Ni segregation in nnt-Ag and its impact on strengthening and softening mechanisms.

Furthermore, we plan to fundamentally study how local stress concentrations at GB-TB triple junctions influence plasticity in doped and undoped nnt-Ag. Finite-element analysis using linear anisotropic elasticity and atomistic simulations will be used to quantify the local elastic strain intensity at a TB-GB triple junction in Ag as a function of grain size, twin spacing and dopant concentration. These results will be integrated into a size-dependent criterion for strengthening of nt-Ag based on Rice theory of partial dislocation emission from a local stress intensity.
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Bulk Metallic Glasses: A narrow but steep path to success

Jan Schroers, Yale University

Program Scope

The majority of metallic glasses are limited by fracture toughness and not by strength. However, accurate studies and deeper inside in the origin of fracture toughness of metallic glasses have been hampered by challenges with the fabrication of test samples and by the limited understanding of the numerous factors affecting fracture toughness. Within this program we have been developing an understanding of fracture toughness of BMGs and how it depends on BMGs’ composition and processing (often quantified by the fictive temperature). We use a method that we have developed during previous funding period to precisely fabricate well defined and reproducible fracture toughness samples. The method allows us to study fracture toughness of metallic glasses at unprecedented precision. Our study will build on our research during the previous funding periods. We will develop and test quantitative theories, that we intend to develop during this funding period against the vast number of precise data that we will create here. We will consider an unprecedented number of BMGs as our proposed method permits us to fabricate and characterize ~1,000 BMG test samples. The wide range of behaviors represented in this sample size will enable us to identify correlations with other properties, such as elastic constants, structure measurements, and enthalpy recovery measurements.

Recent Progress

We have identified a mechanical glass transition revealed by the fracture toughness of metallic glasses. This fracture transition is present on the fictive temperature scale and reveals a dramatic transition from brittle to ductile with increasing fictive temperature. This transition is approximately 50 times more pronounced than the previously reported ductile to brittle transition in metallic glasses. We developed a theory of fracture toughness dependence on fictive temperature based on a cross over of time scales. We compare this behavior with the ordinary glass transition and predict and then show experimentally that the fracture toughness in metallic glasses is a function of strain rate.
We have in a separate activity also determined the effect of sample geometry on fracture toughness.

**Future Plans**

We are developing a theoretical understanding of the origin of the widely varying fracture toughness within the material class of metallic glasses.
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Microparticle Supersonic Impact: A Testbed for the Exploration of Metals under Extreme Conditions

Principal Investigators: Christopher A. Schuh¹ and Keith A. Nelson²
Massachusetts Institute of Technology, (1) Department of Materials Science and Engineering and (2) Department of Chemistry

Program Scope

Understanding material behavior under high velocity impact is the key to addressing a variety of fundamental phenomena including impact-induced plasticity, phase transformations, wear, erosion and ballistic penetration. More recently, adhesion has emerged in this spectrum since it has been found that micrometer-sized metallic particles can bond to metallic substrates under supersonic-impact conditions [1], even when there is no applied heat to inspire, e.g., melt formation or liquid-phase bonding.

In this area, researchers have repeatedly observed “critical velocities”, thresholds above which supersonic particles transition their mode of interaction with the substrate. For example, there is a critical velocity at which they may adhere to the substrate instead of rebounding, and another where the adhesion gives way to erosion. A variety of mechanisms have been put forth to explain such empirical observations, but these have not been quantitatively supported by physical theories nor yet directly observed. In our view, the lack of consensus on the operative mechanisms traces to a lack of real-time studies of supersonic micro-particle impact. Such studies require spatial (micron) and temporal (nanosecond) resolutions much finer than those provided by existing experimental techniques. With such real-time studies, this project, which will begin in Fall 2017, seeks to provide a fundamental understanding of impact-induced adhesion and erosion across a range of metallic microparticles.

Experiment: We have been developing an in-house-designed setup to accelerate single micron-sized metallic particles, to track them, and to observe the entire deformation/adhesion/erosion process in real time as they impact a substrate [2]. In our setup, a laser excitation pulse is focused onto a launching pad assembly from which single metallic particles are ejected. Particles are accelerated to supersonic speeds, controllable (from 100 m/s to ~2 km/s) by adjusting the laser excitation pulse energy. The particle impacts a metallic target whose deformation is captured by a high frame rate camera that records up to 16 images with a time resolution as short as 3 ns. The time resolution is enough to capture the deformation event at such extreme impact, which typically takes place over a 50 ns time window. The setup uniquely enables us to study metals response to a wide range of impact velocity, pressure and deformation rate.

Simulation: Since the induced pressure during high velocity impact of micrometer-sized particles can greatly exceed the strength of the material (volumetric stress >> deviatoric stress), we are interested in focusing our studies on these conditions, where solid materials behave like fluids at the continuum level. This is a unique regime because we can use finite element models in which the particle is treated in an Eulerian domain, but where the substrate is treated in a Lagrangian domain. This approach is not widely used, but will enable us to systematically investigate deformation of the particle over a wide range of impact velocities without producing numerical artifacts. It will permit us to calibrate plasticity models directly to the observations of deforming particles, and can provide local information on the induced strain, strain rate and temperature during such experiments.
Preliminary Results

To illustrate the feasibility of our approach outlined above, a series of exploratory experiments and simulations have been performed on aluminum particles. Figure 1a shows snapshots taken for 45-micron Al particles impacting an Al target with a velocity of 600 m/s (i) and 800 m/s (ii). At the lower impact velocity, the particle rebounds with clear flattening and permanent deformation. At the higher impact velocity, there is significantly more deformation accompanied by very fast lateral material ejection at the periphery of the particle, formation of an interfacial jet, and material ejection. The particle does not rebound, but instead adheres to the substrate. Finite element simulation of impact at 800 m/s reveals that 300% plastic strain accumulates in the particle and its temperature rises up to 60% of the melting temperature within 50 ns. These are truly extreme conditions, which we can now study in real-time and through direct observation of the particle deformation. The response of metals to such extreme conditions is intimately connected with the mechanisms that become operative to dissipate energy during micro-impacts.

Future Plans

The above results are preliminary and unpublished, but they open a new perspective on metals at extremes, and raise several key scientific issues on the mechanisms that govern the response of metals under impact. The combination of a new particle-level experimental technique, a different simulation approach, in situ observations along with post mortem characterizations present a clear opportunity for focused study.

Rebound-adhesion transition: We plan to perform a systematic set of metallic particle impact tests on matched powder-substrate combinations of a variety of pure metals: Cu, Zn, Al, Ti, Fe, Ni, Ta and W. The impact tests will be conducted with increasing velocity starting with relatively low velocity (~200 m/s where we expect rebound) to then reach impact velocities where powders will no longer rebound,
but rather adhere to the substrate. This approach will enable us, for the very first time, to accurately measure the threshold velocity where adhesion occurs.

**Adhesion mechanism:** Based on our preliminary simulations we hypothesize that material jet formation is the result of a pressure induced instability that leads to adhesion. The nature of adhesion, however, is not known. That is to say there is no consensus whether the particle and the substrate are metallurgically bonded or mechanically interlocked to each other. To answer this fundamental question we plan to study impact behavior of dissimilar materials so that we can chemically track the interaction of their surfaces in post-mortem examination. We plan to use energy dispersive spectroscopy in a TEM to scan the atomic concentration along perpendicular lines crossing the interface. We will perform such measurements at different locations around the interface, from the impact center to its edge, and for different impact velocities. By tuning the mismatch in the metals to include pairs that are mechanically similar but clearly chemically different (i.e., Ni-Co, or Ti-Zr), we hope to discern the critical mechanisms that lead to bonding. We also hope to use micromachining and micromechanical testing to assess the local bond strength, e.g., as a function of position across the impact site and at different velocities above the threshold.

**Adhesion-erosion transition:** As shown in Figure 1c, in supersonic impacts, the first regime change with increasing velocity is the transition from rebound (i) to adhesion (ii), both featuring plastic deformation of the substrate. At still higher velocities, a second transition from plastic deformation of the substrate to hydrodynamic penetration is expected. In this case, the impacting particles might cause strong erosion of the substrate as schematically shown in Figure 1c (iii). We propose to explore the potential behavioral regime change from adhesion to erosion for two metals: Al and Zn. In addition to the real-time observations, we plan to investigate the morphology of the eroded tracks by SEM and TEM to elucidate the operative erosion mechanism and look for possible shear band formation due to localized plastic deformation and adiabatic heating.

**Energy dissipation mechanisms:** Plastic deformation is the most important mechanism for energy dissipation in our microparticle impact tests. Plastic deformation occurs nominally by the generation and movement of dislocations [3], which in turn can lead to grain formation by plasticity or by recrystallization owing to the adiabatic heat in the contact region. We plan to use site-specific cross-sectional TEM to examine the structure and its relation to impact pressure, plastic shear and temperature. The TEM specimens will be sampled from along the interface where the deformation mode changes from compression-dominated to shear-dominated from the impact center toward the edge. Combining the metallic substructure observations and numerical modeling results (local temperature and deformation rate), we will map the substructure to shear rate-temperature space for different impact pressures in different metals. In particular we are interested in the following questions: What is the extent or the limit of grain refinement attainable at deformation rates of $10^9$ s$^{-1}$? Do recrystallization time-temperature-strain combinations from the literature on bulk metals simply extrapolate to the extreme conditions of microparticle impact? When does polymorphic transformation occur as a result of the high pressure shock passage in non-close packed metals?
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Radiation Response of Low Dimensional Carbon Systems

Lin Shao, Texas A&M University

Program Scope
The project is aimed at understanding the fundamentals of radiation response of low dimensional carbon systems and irradiation-induced property changes, with focus on the unique phenomena caused by their geometry, boundary, and quantum size effects. Materials of key interests include graphene, carbon nanotubes (CNTs), CNT films, and CNT embedded composites.

Recent Progress

In situ characterization of graphene under ion irradiation

Significant efforts have been made to develop the technique to combine scanning tunneling microscope (STM) with ion accelerator to gain the unique capability of in situ characterization of defects under concurrent ion irradiation. Such capability is critical to study fundamentals of monolayer graphene and their boundary effects. This approach makes it possible to observe dynamic response of graphene under ion irradiation, and to characterize both domain and boundary configuration changes at atomic scales.

However, it is very challenging to introduce an ion beam into a STM chamber. The largest issue is the machine vibration. The STM cannot be housed in a vacuum chamber that uses any turbomolecular pumps for high vacuum due to pumping induced vibration and cannot be directly connected to a beam line due to the vibrations from other parts of an accelerator. As shown in Fig. 1, the following innovation is used by us to overcome the issue. First, a STM chamber is equipped with two pumping systems. Initially a turbomolecular pump is used to evacuate the chamber to a pressure of $1 \times 10^{-6}$ torr. Then the pump is stopped, and an ion pump is used to maintain the vacuum at a pressure of $1 \times 10^{-7}$ torr. The STM is positioned on a vibration dampening table. A 2 MeV proton beam is extracted from our 1.7 MV tandem accelerator into the air through a Ti widow. Then the beam immediately penetrates through a second Ti window on the STM chamber. This setup is able to remove the two primary sources of vibration affecting the STM. The use of an ion pump will eliminate any vibrations when maintaining high vacuum, and the physical disconnect from the main beamline will erase any vibrations coming from the accelerator. Within the STM chamber, an Au coated film is used to backscatter the proton beam at an angle pointing to the graphene sample. Prior to bombarding the graphene, a collimator is used to shape the beam and a Mylar film is used to filter the low energy proton atoms scattered from non-Au substrate.

We achieved certain success but also experienced certain failure. For the successful part, we are able to observe defects formed on graphene plane and also are able to characterize defects nearby a grain boundary. Figure 2a shows STM image of a virgin defect-free graphene plane. Figure 2b shows a defective graphene observed after a prolonged ion irradiation. The defects are marked by dash circles. Figure 2c shows an irradiated graphene plane which has a grain boundary in the middle. On the other hand, the project meets the following challenge: (1) the concurrent STM characterization is difficult due to charge deposition on the graphene which disturbs the imaging process; (2) the dynamic defect-boundary interactions cannot be recorded because defects are lack of mobility. To alleviate issues, we propose two following approaches which are currently ongoing: (1) studying graphene deposited a Ni substrate which helps charge dissipation and (2) applying a laser to improve defect mobility through local energy deposition. The second approach requires optimization to adjust laser-deposited energy without over-heating and damaging STM.
Defect evolution on ion-irradiated graphene

Raman spectra were obtained from Si-ion-irradiated graphene and molecular dynamics simulations (MD) were performed to understand atomic scale details of structural evolution. As shown in Fig. 3, low fluence ion irradiation creates isolated vacancies defects, while high fluence irradiation induces coalescences of vacancies and formation of nanometer size pores on the surface. The pore formation is associated with trend changes of Raman D/G intensity ratio (first increase and then become saturated at higher fluences), due to the loss of six-fold rings and their reduced contribution in D mode vibration.

Resistive switching devices based on defective graphene

Our findings that ion irradiation can change defect morphology of defects, from vacancies at low ion fluences to nano-pores at high fluences, pave new ways of device applications. We have successfully applied the technique to fabricate cation-based resistive switching (RS) devices, driven by the needs for...
high-density random access memory. Fig. 4 shows schematically a cation-based resistive switching (RS) device proposed in our studies. The key design is to use graphene defects to control the size and density of the areas to form highly conductive filament channels when a sufficient voltage is applied. The morphology of channel directly determines device quality. Traditional devices rely on random formation of filament channels, leading to high power dissipation and device instability. In our approach, ion irradiation is used to induce either sub-nanometer channels (vacancy dominated) or large channels (nano-pore dominated), which is controllable through manipulation of defect clustering process on ion-irradiated graphene. We realized both lower power dissipation and high ON-state current, which are not achievable by using other approaches. Figure 5 shows I-V characteristics of control device (Fig. 5a, no graphene) and devices having graphene irradiated to difference fluences. For the low irradiation fluences (Figs. 5b, and 5c), graphene defect numbers are limited and the numbers of active cation which migrate into the RS layer are insufficient to form a continuous conductive filament channel. For the device with a higher irradiation fluence (1×10^{13} \text{ Si}^+/\text{cm}^2, Fig. 5d), larger amount of injected cation leads to a bidirectional volatile threshold switching (TS) behavior. For the highest fluence of 5×10^{13} \text{ Si}^+/\text{cm}^2, graphene defects start to coalesce and induce formation of much stronger filaments, leading to a nonvolatile memory switching (MS) behavior.

![Fig. 4](image_url)

**Fig. 4.** Schematic illustrations of the 3D memory device, cell structure, and formation of filament channel when the device is applied with a high voltage. Cation migration occurs at the nanohole and lead to the localized formation of single or a few filament channels along the graphene nanohole, which contributes to relatively weaker atom diffusion and better filament stability.
Figure 5. I-V characteristics of (a) bidirectional TS behavior of the control device, and (b,c) unidirectional TS characteristics of the device with lower irradiation fluences ($1 \times 10^{12}$, $5 \times 10^{12}$ Si$^+/cm^2$), and (d) bidirectional symmetrical TS characteristics of the device with $1 \times 10^{13}$ Si$^+/cm^2$ irradiation fluence, and (e) bipolar MS characteristics of the device with larger irradiation fluence ($5 \times 10^{13}$ Si$^+/cm^2$).

Future Plans

With aberration-corrected transmission electron microscope available on campus soon, we will focus on studying effects of stress on defect clustering of graphene under electron beam irradiation. MD simulations suggest that stress plays a critical role to change morphologies of cavities. The second focus is in situ characterization of defect-boundary interactions on graphene, to answer the key questions whether boundaries have a defect sink property and what are the correlations between sink strength and detail boundary configurations.
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Toughening mechanisms in ceramic nanocomposites with one and two dimensional reinforcements

Brian W. Sheldon, Huajian Gao, Nitin Padture, Brown University, Providence, RI
Jun Lou, Rice University, Houston, Texas

Program Scope

Although ceramic materials have inherent advantages for applications at high temperatures and in chemically aggressive surroundings, their poor mechanical properties (relative to metals) often prevent implementation in these types of harsh environments. Thus, the research community has long focused on methods for improving these properties, particularly the fracture toughness. With this in mind the exceptional mechanical properties of some nanotubes and nanofibers have led to efforts to use these types of materials to produce new composite materials with substantially improved toughness. A number of these prior studies have now reported toughness improvements in carbon nanotube (CNT) reinforced ceramics [1-8]. Several recent studies have also shown evidence of substantial fracture toughness improvements in ceramic nanocomposites reinforced with graphene and reduced graphene oxide (r-GO) [9-11]. However, an understanding of the mechanisms that lead to increased toughness in these types of materials is lacking. In comparison with conventional ceramic composites, reducing the reinforcement dimensions by roughly two orders of magnitude leads to important new questions – in particular, the extent to which existing continuum mechanics laws are applicable. Because the scale over which fracture and decohesion occur are comparable to the reinforcement dimensions (e.g., nanotube diameter or number of graphene layers), phenomena at atomic or near-atomic length scales must now be carefully addressed. For example, in ceramic nanocomposites the idea of a distinct reinforcement-matrix interface must be reconsidered in light of the fact that the entire reinforcement is within a few atomic spacings of the matrix. Exploring the ways in which these inherently smaller size scales will impact toughening mechanisms is the central motivation of the work being pursued in this project.

In this research, several different processing methods are being employed to carefully control defects and other structural features. These well controlled materials are then being used to enable systematic experiments. The experimental investigations of toughening mechanisms employ in situ mechanical testing capabilities that have been developed at both Brown and Rice Universities. This approach allows us to observe and monitor fracture mechanisms in ways that go well beyond prior studies. All of these experimental investigations are also closely integrated with multiscale modeling efforts. Through this combination of careful processing, in situ mechanical testing, and modeling, we expect to greatly expand the existing understanding of nanoscale toughening in ceramic nanocomposites.
Future Plans

This project started in September 2017. Research plans for the first year are summarized below.

A. Controlled Investigations of Atomic Scale Defects

The relationship between point defects and fracture toughness in CNT-reinforced ceramics is unclear. General comparisons show that CNTs with higher defect densities lead to shorter pull-out lengths during nanocomposite fracture [12], however, this could be due to lower fracture strengths, to changes in the fiber/matrix interface, or both. We plan to investigate these effects with controlled modifications of “very high quality” MWCNTs. The central idea here is that the near-perfect structure of these starting materials can be altered with controlled surface modifications or by modifying the internal structure. The primary method that we plan to employ is to introduce defects with radiation damage. These efforts will be conducted in collaboration with Izabela Szulfarska’s group at Wisconsin [13]. Fracture properties will be investigated with both microcantilever specimens at Brown, and single CNT pull-out measurements at Rice (see below). We will also initiate parallel investigations on graphene/r-GO reinforced nanocomposites, using the same polymer-derived ceramic (PDC) matrix.

B. Quantification of Nanocarbon – Ceramic Interfacial Interactions

Bonding at the interfaces between nanocarbon reinforcements and the ceramic matrices is expected to play a critical role in nanocomposite fracture. The Rice team has done pioneering work with in situ electron microscopy studies. These methods will be used to measure interface properties in CNT reinforced ceramics. We also plan to extend these in situ small-scale mechanical testing methods to mechanically/chemically exfoliated graphene and reduced graphene oxide (and eventually to chemical vapor deposition (CVD) grown graphene). Figure 1 shows the schematic of mechanical investigation of interfacial bonding between graphene and the PDC matrix. The complete pull-out test is recorded by a video to reveal the corresponding deformation and fracture processes, and to ensure the validity of such tests.

![Fig. 1. Schematic of mechanical investigation of interfacial bonding between graphene and PDC.](image-url)
C. Impact of Platelet Structures

Direct observations of crack-microstructure interactions will be investigated with the in situ SEM capabilities at Brown. The example in Figure 2 clearly shows r-GO sliding and pull-out from an SPS processed silicon nitride matrix. These experiments indicate that there is significant deformation occurring inside of the graphene platelets, behavior which appears to be substantially different from the sword-sheath failures that typically occur with multiwalled carbon nanotubes. Microcantilever testing of FIB notched specimens will also be employed to obtain accurate load-displacement measurements during fracture.

Reinforcement size effects are expected to be important in these materials. Nanoplatelet dimensions will be controlled through processing. The nanocomposites produced with SPS have platelets that are locally aligned, such that FIB cut microcantilevers with oriented structures can be obtained from these specimens. These will permit more effective comparisons between the experimental results and model predictions.

D. Multiscale modeling

The specific direction of the modeling will be closely linked to the ongoing experiments. Initial atomistic investigations of fracture will be conducted for both CNTs and graphene nanoribbons. This work will focus on the behavior of these materials as bridging inclusions in ceramic nanocomposites. In CNTs, it is believed that the tensile fracture of CNTs is accompanied by the formation of unraveling monatomic carbon chains (MACCs) [14,15]. We believe that besides MACCs, graphene nanoribbons might also occur and lead to a similar unraveling process. This type of spiral unraveling mechanism could potentially lead to improved toughness, due to the robustness of nanoribbons. In r-GO nanosheets, this behavior may also be influenced by the helicities, defects and chemisorbed O and H atoms. MD and ab initio MD simulations of tensile fracture will be carried out for CNTs and graphene-based nanosheets of different helicities and sizes.

Figure 2. Sequence of SEM images (top to bottom) of the same r-GO bridge, as the crack propagates (downwards) in a Si3N4/4.5 vol% r-GO nanocomposite.
We will also develop a two-layer cohesive model of brittle fracture in nanocomposite materials. This will be closely aligned with the experiments, and will permit direct comparisons with the data obtained from the in situ measurements. In this model, two layers of cohesive elements are overlapped and inserted into the composites. The fracture toughness of the matrix is assigned to one of the cohesive layers to simulate the brittle K-field near the crack tip. The other cohesive layer has higher strength and toughness in order to capture the strengthening and sliding effects of CNTs in the bridging zone. This two-layer cohesive model will be capable of reproducing the stable crack propagation observed in the experiments.
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Dynamic Fracture in Dealloying Induced Stress Corrosion Cracking
Karl Sieradzki
Fulton School of Engineering
Arizona State University, Tempe, Arizona 85287-6106

Program Scope

Stress-corrosion cracking (SCC) is a form of environmentally induced crack propagation leading to premature failure of elemental metals and alloys. It is believed to require the simultaneous presence of tensile stress and corrosion; however, the exact nature of this synergism has eluded experimental identification. In the case of noble metal alloys SCC is a consequence of dealloying that results in the spontaneous formation of epitaxial nanoporous layers that we hypothesize have the ability transmit high-speed cracks into un-dealloyed parent phase by a pure mechanical process. Importantly, often the measured rate of SCC is incompatible with a purely electrochemical process. In some cases the crack growth velocity has been reported to be factors of 20-100 times that which would be predicted from the measured current density [1-3].

This program is focused on examining SCC caused by dealloying with the aim of unambiguously identifying the synergism between stress and corrosion in an otherwise well characterized system. We are currently examining the behavior of Ag-Au alloys since metal dissolution in this system has been thoroughly studied [4-7], as have the mechanical properties of the nanoporous gold (NPG) that forms as a result of dealloying [8-13]. The critical question addressed is whether or not a dealloyed corrosion layer can, owing to mechanical effects, inject a high-speed crack into un-dealloyed parent phase material [14-16].

Recent Progress

In order to explore these issues we have been conducting crack injection experiments on single crystal and polycrystalline materials. These experiments are designed to separate a mechanical component of cracking from any stress-corrosion component, here identified as simultaneous dealloying and mechanical loading [17-21]. In these experiments a sample is dealloyed under a zero stress condition in order to form a dealloyed corrosion layer of prescribed thickness and then while the dealloying potential is maintained the sample is rapidly loaded causing fracture. The purpose of rapid loading is to minimize the time that stress and dissolution simultaneously operate. All the variants of this general scheme involve inserting a step (or steps) between dealloying and load application in order to further eliminate the occurrence of SCC during load application. For example, the voltage is changed to a value for which no faradaic reaction is possible and the sample is held at this condition for a prescribed period of time (of order seconds to
minutes) prior to load application. Other variants involve removing the sample from the electrolyte and placing it in to DI water or holding the sample in air for prescribed periods of time prior to loading.

Single crystal crack injection and SCC

Tensile crack injection experiments were performed on fully annealed and oriented single crystal Ag\textsubscript{0.77}Au\textsubscript{0.23} samples of 125 \( \mu \)m in thickness. The typical dealloying protocol (electrolyte 1M HClO\textsubscript{4}, 1.26 V, SHE for 10-60 s) produced a nominally 0.5-4 \( \mu \)m thick dealloyed nanoporous layer on the surface of samples that were subsequently rapidly pulled in solenoid-based tensile device. Scanning electron microscopy and electron backscatter diffraction (EBSD) was performed on the fracture surfaces. Figures 1A and 1B display results showing a SEM micrograph of a fracture surface and orientation map of a typical crack injection test. The tensile axis was close to the (001). These EBSD results displayed far less plasticity than the bending experiments described in last year’s progress report as evidenced by the lack of streaking in the orientation maps.

Stress corrosion cracking tests were performed on samples oriented in the same manner as those examined in the crack injection experiments. Tests were conducted at a displacement rate of 10 \( \mu \)ms\textsuperscript{-1} in 0.1 M HClO\textsubscript{4} + 0.01 M AgClO\textsubscript{4}. Figures 1C and 1D shows an image of a fracture surface as well as the orientation. These results demonstrate that the fracture plane observed in the SCC tests is similar to that obtained in the crack injection tests. Furthermore, we found no tendency for the crack to follow a particular orientation other than that defined by the tensile axis.

![Figure 1. A, SEM and B, OIM of a fracture surface resulting from a crack injection experiment. C and D SEM and OIM of a SCC experiment performed under the identical electrochemical conditions used to produce the corrosion layer for the crack injection experiment.](image)

Polycrystal crack injection and SCC

Dealloying was performed in 1M HClO\textsubscript{4} at either 1.26V NHE for 60s or 1.31 V for 60s for two alloy compositions, Ag\textsubscript{0.70}Au\textsubscript{0.30} and Ag\textsubscript{0.72}Au\textsubscript{0.28}. These different protocols were used in order to vary the thickness of the dealloyed layer formed. For the first protocol the thickness of the dealloyed layer was \( \sim \)500 nm while for the second protocol it was \( \sim \)2.2 \( \mu \)m. In another series of tests, samples with dealloyed layers were not stressed (here termed no-load control samples) with
the aim of examining the extent of GB dealloying penetrations depths. Two general variants of experiments were performed. In one set of experiments following the no-load dealloying protocol, the potentiostat was switched to open circuit, samples were removed from the electrolyte, dipped into deionized water for ~10s, removed from the water and subsequently hand bent to a radius of curvature of ~ 500 μm. In the second set of experiments samples were removed from the dealloying electrolyte and held in air for times ranging from 3 – 180s prior to bending and subsequently immersed in water. None of the samples that were either immersed in water prior to bending or held in air for longer than 10s fractured, while virtually all of the samples that were held in air for less than 10s and bent fractured. We have previously characterized the results from the first testing protocol using atomic scale techniques of atom probe tomography and, aberration-correction scanning transmission electron microscopy in previous reports.

All of the eight crack injection experiments performed on samples that were removed from the electrolyte and bent within 10s resulted in sample fracture. Figure 2A shows a typical fracture surface obtained from these experiments and Fig. 4B compares this to that obtained in a conventional slow displacement rate SCC test. At the scale of the images the fracture surfaces are similar except that close inspection of the SCC surface shows porous structures on the grain facets. We emphasize that the only difference between samples that underwent fracture and those for which cracks were not injected through-thickness causing sample fracture was the length of the hold time in air or water immersion.

**Figure 2. Crack injection and IGSCC fracture surfaces.** A, Sample (125 μm thickness) dealloyed at 1.26 V, NHE for 60 s removed from the electrolyte and bent into a U-shape of approximate radius of 500 μm. This sample underwent through-thickness fracture. B, Stress-corrosion cracking result for a sample (125 μm thickness) under tensile loading at a displacement rate of 1.0 μm/s at 1.26 V, NHE. Contrast in this image has been enhanced in order to make visible at increased magnification the porosity on the fracture surface. In both cases, the fracture surfaces are primarily intergranular, with isolated regions of transgranular fracture. Scale bars are 20 μm.
Statistics of intergranular corrosion penetration and crack injection.

In order to develop a more general picture of the depth of intergranular corrosion penetration in the no-load control samples as well as GB crack injection distances, we examined cross-sections of samples to determine the statistics of penetration and crack injection. Following the formation of the dealloyed layer no-load control samples were immersed in DI water for one day. These samples were then stretched in a tensile device to ~15% elongation in order to tear open grain boundary dealloying penetrations to make them more easily visible. Crack injection samples followed the same no-load dealloying protocol after which they were mounted on a solenoid tensile device and impulsively loaded. The elapsed time between removal of these samples from the electrolyte and loading was ~180 s. Figures 3A and 3B show the histograms of grain boundary penetration distances and demonstrate that for the dealloying conditions employed the GB penetrations were less than 4 times the thickness of the dealloyed layer. In all, we examined the depth of ~ 10,000 penetrations and the mean and median of the distributions correspond to either the ~ 500 nm or ~2.2 \( \mu \)m thick nanoporous layers. Figure 3C is a histogram result for crack injection and reveals qualitative differences between the statistics of corrosion induced GB penetration and crack injection. The mean and median injection distances were 2.8 \( \mu \)m and the largest injection distance found was 12 \( \mu \)m, which is ~ 4 \( \mu \)m deeper than any no-load grain boundary corrosion penetration distance observed for the identical alloy composition and dealloying protocol.

Figure 3. A, Crack penetration histogram for a Ag\(_{70}\)Au\(_{30}\) sample treated at 1.26 V NHE for 60 s resulting in a ~500 nm deep nanoporous dealloyed layer. B, Crack penetration histogram for a Ag\(_{72}\)Au\(_{28}\) sample treated at 1.31V NHE for 60 s resulting in a ~2.2 \( \mu \)m deep nanoporous dealloyed layer. C, Crack injection histogram for a Ag\(_{72}\)Au\(_{28}\) sample treated at 1.31 V NHE for 60 s resulting in a ~2.2 \( \mu \)m deep nanoporous dealloyed layer.

In considering the qualitatively different behaviors observed in the crack injection experiments, we are left with the question of what happens to the ability of the dealloyed layer to inject a through-thickness crack following removal of a sample from the electrolyte? Coarsening of the layer occurs immediately following switching the potentiostat to an open circuit condition and at
one time we believed that such a coarsened NPG structure could not support high-speed cracking. However, recently published work by our group has shown that monolithic NPG coarsened over days, is able to support dynamic fracture at 200 ms\(^{-1}\) [13]. We believe that the different behaviors observed are related to the changes in the structure of the interface between the NPG layer and the un-dealloyed parent phase. Previous work has shown that the NPG layer in these crack injection experiments is composed of ligaments that are ~ 5 nm in diameter. The dealloyed layer/parent phase interface shows regions of large elongated voids of order 5 nm in width and 30 nm in length. This evidence suggests that these voids degrade interfacial adhesion and that this significantly impedes the ability of a NPG layer to inject a GB crack into the un-dealloyed parent phase.

In conclusion our results reveal that crack injection depends on the time-dependent morphology at the dealloyed layer/parent phase interface and that the mechanistic roles of stress and corrosion can be de-coupled. Our key finding is connected to coarsening of the nanoporous morphology occurring at the interface where relatively large elliptical voids evolve with their major axis aligned parallel to the interface severely degrading adhesion and consequently the ability of a NPG corrosion layer to inject GB cracks.

Future Plans

- Continued work on Ag-Au diffusion couples for examining crack injection in nominally pure single crystal gold.
- Continued work on single crystal Ag-Au crack injection experiments that will further examine tensile orientation effects to determine if there are favored fracture planes.
- Remarkably our work has shown that the current understanding of GB confined corrosion does not allow for predicting corrosion rates. We aim to develop models for this based on future results from experiments in Cu-Au alloys for which Cu is known to segregate to GBs.
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Understanding, controlling and creating martensitic phase transformations in nanostructured polycrystals and metamaterials

Alejandro Strachan

School of Materials Engineering, Purdue University

Program Scope

Martensitic phase transformations are exploited to enhance the performance and to achieve otherwise inaccessible functionalities in a wide range of advanced materials. Examples range from TRIP steels [1] to shape memory alloys (SMAs) [2] used for environmental-friendly energy conversion [3] and refrigeration, [4] as well as sensors and actuators for medicine and vibration damping. Despite many decades of research and a host of successful applications, recent advances indicate that this class of materials possesses a significant untapped potential. Nano-engineered composites and metamaterials with at least one component capable of undergoing martensitic transformation can open the door to remarkable mechanical properties. Examples include composites that combine ultra-high elastic limit with high-strength [5] and our group’s work on shape memory metamaterials (SMMs) with tunable transformation hysteresis and temperature.[6] The objective of this project is to use atomistic simulations to design metamaterials with novel mechanical properties by building on the concept of energy landscape engineering, represented schematically on Figure 1. By epitaxially integrating appropriately chosen materials with complementary free-energy vs. lattice parameter landscapes one can create metamaterials with properties not achievable otherwise. Specific goals are to: i) achieve ultra-low and tunable stiffness and thermal conductivity by stabilizing negative phase at the nanoscale and ii) optimized shape memory metamaterials (SMMs) from non-transforming constituents with desirable transformation characteristics.

Recent Progress

We recently demonstrated, computationally, ultra-low stiffness in fully dense metallic nanowires and laminates via the stabilization of a negative stiffness state using epitaxy. These novel metamaterials exhibit Young’s moduli over one order of magnitude lower than either constituent, defying long-standing bounds of composite design. Key to achieving this unprecedented property is a martensitic alloy constrained to a mechanically unstable phase by its coherent integration with a compatible, stable second component. Explicit large-scale molecular dynamics simulations using state of the art interatomic potentials confirm the low stiffness expected from the competing response of the two components and provide insight into the
mechanisms behind ultra-low stiffness. Figure 2 shows snapshots of the deformation of a pure martensitic nanowire with standard stiffness (top snapshots) and the coherent metamaterial (bottom). Atoms are colored based on the local environment (blue indicates austenite and red martensite) and we observe interpenetrating domains in the metamaterials as a wide range of lattice parameters have similar energies. Upon deformation the system can change lattice parameters under low stresses resulting in ultra-low stiffness.

We find moduli as low as 2 GPa, a value typical of soft materials, while maintaining full strength; these properties together with metallic conduction could enable new functionalities in flexible electronics and implantable devices. The concept of stabilizing unstable nanoscale phases via coherent integration is generally applicable and the ability to harness such states significantly enhances the design space available to materials scientists.

**Future Plans**

Ongoing and future work is along two lines. i) We are performing ab initio calculations using density functional theory to develop a library of energy landscapes (energy as a function of lattice parameters) for a wide range of metals. We will then search the landscapes for pairs of materials that, when epitaxially combined, result in the properties of interest described above. ii) We have demonstrated ultra-low stiffness in epitaxial nanolaminates and nanowires, we are now exploring whether other geometries would also exhibit the same effect. Specifically, we are interested in whether coherent nano-precipitates within a matrix could be stabilized in negative stiffness phases and lead to softening.

**References**


**Publications**

- Samuel Temple Reeve, Alexis Belessiotis-Richards, Alejandro Strachan, “*Harnessing mechanical instabilities at the nanoscale to achieve ultra-low stiffness metals*” Nature Communications (in press).
Coupled Effects of Radiation and Chemical Environment on Interfaces in SiC

PI: Izabela Szlufarska
Department of Materials Science & Engineering, University of Wisconsin – Madison

Program Scope

We use an integrated approach that includes multi-scale simulations and state of the art experimental characterization techniques to develop understanding of radiation induced segregation (RIS) and radiation assisted corrosion (RAC) in SiC. This understanding and these models will provide design principles for future synthesis of radiation-tolerant covalent ceramics. The main themes of this project are: (i) dependence of RIS on grain boundary (GB) type; (ii) structural evolution of GBs under RIS; (iii) impact of RIS on RAC; and (iv) radiation effects on bonding and O₂/H₂O permeability through a protective oxide scale.

Recent Progress

While grain boundaries (GBs) can act as sinks of defects in irradiated materials, much less is known about the effects of radiation on the evolution of atomic structure and consequently on the sink strength of GBs. In addition, in multi-component materials, such as silicon carbide, there can be an unbalanced flux of different species to the GBs, raising questions about potential compositional changes of GBs under irradiation and the effects of these changes on the continuing ability of GBs to absorb defects. In order to predict time-evolution of sink strength, we investigated the defect kinetics, structural and chemical changes taking place in GBs during irradiation using a combination of multi-scale simulations and experimental characterization.

On the simulation side, we first demonstrated that the diffusion of interstitials along tilt GBs in SiC is slower as compared to lattice diffusion, which is in contrast to the common assumption adapted from metals that GBs are fast diffusion channels for defect transport. To account for the competing processes of (i) interstitial diffusion along GBs and annihilation at other sinks such as triple junctions or surfaces; (ii) defect clustering; (iii) jog nucleation from clusters; and (iv) growth of new lattice planes in the GB, we have developed a continuum level “dislocation-line model” and performed simulations for different temperatures and different irradiation conditions. Our model predicts (Fig. 1a) that the fate of defects within a GB depends on the grain size as well as the irradiation conditions and it implies that to predict evolution under irradiation, it important to consider the mutual effects of defects on interfaces and of interfaces on defects. This work has been published in Ref.₁.
Figure 1 | a, Percent of interstitials annealed by diffusion along GB to other sinks and by dislocation climb under different irradiation conditions in tilt GBs. Local relative C concentration profile near GBs measured by 200 kV EELS in b, unirradiated; c, 300 C ion-irradiated; and d, 600 C ion-irradiated SiC samples.

Effects of irradiation on structural evolution of twist GBs have also been investigated in terms of evolution of GB dislocation networks. Unlike tilt GBs, where defect annihilation mechanisms based on dislocation climb mechanisms are relatively well established, at present it is unknown how twist GBs accommodate defects and how these accommodation mechanisms are affected if the defect flux is off-stoichiometric. We used a combination of molecular dynamics, kinetic Monte Carlo, and grand canonical Monte Carlo simulations to unravel defect kinetics and structural evolution in {001} and {111} twist GBs. We found that because of the large driving force for segregation of interstitials (binding energy lower than -1.5 eV for both C and Si interstitials) at dislocation intersections, these sites provide strong traps for interstitials. This strong trapping effect has two main consequences. First of all, it suppresses the overall diffusion of interstitials along the dislocation grid in twist GBs. The suppressed interstitial mobility at twist GBs can lead to interstitial accumulation at GBs under conditions of large grain size (above 100 nm), or irradiated at high dose rate (higher than $10^{-5}$ dpa/s), or at low temperature (below 873 K).
Figure 2 | a-d. Schematic representation of loop nucleation and extension in \{001\} twist GBs under interstitial flux. Black lines represent dislocations, and green arrows represent the screw components of the Burgers vector of each dislocation segment. Green arrows show the Burgers vector of the screw components of dislocation segments. e, the change of GB energy and number of non-diamond atoms as a function of interstitial density loaded into the interface.

In addition, the strong trapping of interstitials at intersections drives interstitial clustering and initiates structural evolution of GBs. The common features in evolution of GB dislocation networks of \{001\} and \{111\} twist GBs are the formation and climb of mixed dislocations, which take place to accommodate interstitials. The two GBs differ in the way they form mixed dislocations. In \{001\} twist GBs, interstitial clusters at dislocation intersections can nucleate interstitial loops (orange squares in Fig. 2b). These loops can extend by absorbing interstitials segregated to GBs (Fig. 2c) and the continuous extension of these loops can lead to the growth of one lattice plane at the interface (Fig. 2d). At this stage, the initial screw dislocation grid is reproduced at the interface and interstitial loops can nucleate again at dislocation intersections. This repeating pattern implies that \{001\} twist GBs do not saturate in their ability to absorb interstitials in SiC (Fig. 2e). In \{111\} twist GBs, which are composed of stacking faults (SFs) and partial dislocations (Fig. 3a), interstitials segregated to dislocation intersections drive the glide of partial dislocations to produce mixed dislocations. The glide of partial dislocations can remove initial SFs (unfaulting process in Fig. 3a-b) or produce SFs (faulting process in Fig. 3c-3d). The roughly linear relationship between mixed dislocation length and interstitial density loaded at GB in Fig. 3e provides further evidence of mixed dislocation formation. The formation and climb of these mixed dislocation can accommodate interstitials into lattice sites in \{111\} twist GBs. The evolution of dislocation networks in twist GBs under irradiation is valid for both stoichiometric flux and off-stoichiometric flux. In the latter case, we observed the formation of carbon antisites because carbon interstitials are incorporated into lattice sites by dislocation climb. The antisite-rich interfaces are structurally stable within the timescale of molecular dynamics (hundreds of nanoseconds) at temperature as high as 1500 K.
Figure 3 | Mixed dislocations formation in (11\(\bar{1}\)) twist GB. a before unfaulting and b after unfaulting process; c before faulting and d after faulting process. Green lines are partial dislocations, and blue lines are mixed dislocations produced by the reaction of partials. Black dashed arrows show the direction of the Burgers vector of each dislocation segment. Red arrows in panels a and c show the glide direction of partials. f, mixed dislocation length as a function of interstitial density loaded at the interface.

On the experimental side, we employed scanning transmission electron microscopy (STEM) and electron energy loss spectroscopy (EELS) and found that GBs in CVD-SiC are intrinsically carbon-poor and the relative C composition can be as low as 45%. (Fig. 1b) This carbon depletion disappeared in samples irradiated to 1 dpa at 300 C, which is likely due to the unbalanced flux of C interstitials to defect sinks and low diffusivity of defects along GBs (Fig. 1c). Interestingly, the C depletion appeared again in samples irradiated at 600 C and the depletion was found to be more significant than in the non-irradiated samples (Fig. 1d). The off-stoichiometry of SiC is surprising given that it is a line compound.

Our results from both simulation and experiments indicate that the role of GBs as defect sinks can very depending on irradiation environments (e.g., from defect clustering reservoirs at low irradiation temperatures to defect diffusion channels at high irradiation temperatures in Fig. 1) and evolve as a function of radiation dose. Changes in GBs atomic structure and chemistry due to irradiation are critical to understand expected to impact such properties as its fracture strength, corrosion resistance, as well as the ability of materials to provide a barrier to diffusion of fission products in nuclear reactor applications.

Future Plans

The following research is either being currently pursued or will be pursued in the near future:
• Discover dependence of RIS on GB character in SiC. For this purpose we will use bicrystal samples prepared using direct wafer bonding technique. The bicrystal samples will provide better control of the GB characteristics (e.g., tilt, twist, and misorientations).

• Corrosion studies of non-irradiated and irradiated bicrystals: studies of different bicrystal misorientations will allow us to determine how the rate of oxidation depends on the GB type, providing fundamental understanding for future GB engineering. Experimental studies will be carried out both ex situ and in situ and these experiment will be complemented with multiscale simulations to discover fundamental mechanisms controlling corrosion. Comparison between non-irradiated and irradiated samples with the same GB misorientation will allow us to determine how much the oxidation is affected by irradiation and the GB type.
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A 3D perspective on twinning: interfacial defects and collective interactions in HCP

C.N. Tomé (PI), L. Capolungo (co-PI), R. J. McCabe, M. Arul Kumar, E. Martinez, B. Clausen

Materials Science and Technology Division
Los Alamos National Laboratory, Los Alamos NM 87545

Program Scope

Twinning accommodates strain during plastic deformation of HCP materials via the formation of reoriented 3D domains. Twin growth involves the 3D kinetics of interfaces containing complex Interfacial Defects (IDs) such as disconnections, faults, and disclinations. The Material Science community, surprisingly, has focused on twin morphology and interface mobility from only a 2D perspective. Our Program addresses, for the first time, the full 3D character of twin domains and aims at elucidating the collective role of IDs on the growth kinetics of twin domains. We use Mg and Ti as paradigm systems. It is hypothesized that the growth kinetics of twin domains is driven by the ability of IDs to rearrange their atomic scale structure without affecting the long-range strain fields. This hypothesis will be tested in the case of both isolated and interacting domains by leveraging several advanced techniques, such as in-situ TEM, 3D EBSD, high-energy X-ray diffraction, molecular dynamics. A novel Generalized Discrete Defect Dynamics (GD$^3$) approach will be introduced to study the dynamics of IDs induced by local stress fields. We expect GD$^3$ to profoundly change our understanding and description of transformation-mediated plasticity, in much the same way as Discrete Dislocation Dynamics changed the understanding of dislocation structures and their role in plasticity.

Recent Progress

In the last two years we have devised methods to establish statistical correlations between twin morphology and microstructure, in order to advance our knowledge of twining in HCP materials. An automated EBSD analysis software, METIS [1], was developed and used to provide correlations between twin features (twin thickness, variant selection, number of twins per grain, etc) and microstructural features (parent grain size, neighboring grain orientation, transmissibility across grain boundaries, etc). Using local elasto-plastic calculations based on the Fast Fourier Transform we were able to elucidate the mechanisms responsible for most of these correlations [2-5]. A central concept of this research is the internal stress induced by the twin shear transformation, and how the latter strain is accommodated both, in the parent and in the neighboring grains. In parallel to these efforts, atomistic scale simulations and experimental HR-TEM observations have been performed with the objective of unraveling the structure of defects

Figure 1: Atomistic simulation of the lateral growth of (10-12) twins in pure Mg. Simulations reveal the potential nature of interfacial defects on the lateral side of the twin (see Ref 7)
at twin interfaces. Among others, the presence of steps on twin boundaries, such as basal-prismatic interfaces, have been revealed and analyzed in the context of topological defect theory. These findings and their relevance to diffusionless transformations (e.g. twinning, phase transformations) are discussed in a recent review [6].

The aforementioned computational and experimental work focused on two-dimensional aspects of twinning from planes containing the normal and shear direction. In a recent publication [7], we pioneer the analysis of the 3rd dimension (lateral side of twins). Both molecular dynamics (MD) and HR-TEM provided evidence of another type of twist interfaces across the twin boundary, whereby prism-prism and pyramidal-pyramidal twist interfaces separate twin from parent. Figure 1 illustrates typical results obtained via atomistic simulations, and Figure 2 provides a schematic representation of a faceted 3D twin domain.

In transitioning the current program towards the study of the nature and properties of IDs, and their role on twin propagation and growth, four distinct, yet connected, research tasks are being pursued. All such tasks acknowledge the need to consider IDs as generating three-dimensional facets (Figure 2) bounding the twin domain. The general objective is to reconcile both lateral and transverse views of IDs along twin boundaries. First, leveraging the previously developed automated EBSD microstructure analysis software (METIS), a series of EBSD maps were obtained in deformed pure titanium so as to gather statistically representative information as to the shape of twins as seen from a viewpoint normal to the coherent twin plane. Figure 3 shows a subset of an EBSD map. The study suggests that twins have low or limited line tension for propagating laterally [8]. In parallel to these findings, an experimental characterization campaign was conducted with the intent to non-destructively quantify the stress field within crystals containing twins. The work leveraged the facilities available at the Advanced Photon Source. An Mg AZ31 sample was loaded in-situ and the measurement successfully revealed both, stress and strain gradient variations across a twinned grain [9]. The work described above focused on capturing grain scale information about twin shapes and stress states in twinned domains, so as to provide valuable data sets for model validation.

Simultaneously, theoretical and computational work was conducted both at the atomistic length and at the single crystal length scales. First, atomistic simulations were performed to quantify the formation energy of interfacial defects present on (10-12) interfaces in pure Mg [10]. The simulations revealed the multiplicity of ID types and characters on twin interfaces. The original 2D study was then extended to three-dimensions. The work revealed the particular ease in nucleation of ID islands, referred to as terraced pop up events, on twin interfaces. Further, the
nature of the lack of temperature dependence associated with twin growth was rationalized on the basis of the low activation barrier for terrace pop-ups and of associated small activation volume (in the order of a few twinning dislocations Burgers vector magnitude). Finally, an existing Discrete Dislocation Dynamics (DDD) numerical framework was extended to introduce three main capabilities: (i) modeling the dynamics of disclinations, (ii) modeling lattice reorientation resulting from the motion of line defects, (iii) simulating deformation in polycrystalline samples by including the capability of treating material interface / bulk dislocation interactions. These developments are detailed in a series of submitted papers [11-13].

**Future Plans**

In the upcoming year, four connected research tasks will be emphasized. The generalized defect dynamics (GD$^3$) code previously developed will be exercised to reproduce the findings of the 3D atomistic simulations discussed in the above. Key here is to calibrate the rate of nucleation of twin islands and the mobility of interfacial defects in order to match atomistic simulations. Following this, GD$^3$ will be used to simulate the stress-driven growth of three-dimensional twin domains in polycrystals. The objective is to quantify the plastic dissipation occurring in the wake of twin domains as a function of pre-twinned microstructure. The intent is to establish a connection/rationalization of the experimental data gathered at the APS and discussed in the above. Clearly, these continuum level simulation need to address the fundamental question of bulk dislocation/ID interaction, which so far has not been explored.

To address these questions both in-situ and post-mortem TEM (HR) will be performed on pure titanium samples. Focus will be placed on the effect of bulk dislocations on twin growth and on the quantification of the strain field in the vicinity of twin boundaries. To this end, geometrical phase analysis will be employed. At the same scales, atomistic simulations will be conducted to quantify the formation energy and mobilities of IDs on the lateral side of the twin. This information will be passed onto GD$^3$. Further, fully three-dimensional domains –albeit of limited size- will be constructed within the context of atomistic simulations and their interactions with infinitely long dislocation segments will be simulated. The objective is to characterize both short-range interactions between ID and bulk dislocations as well as the contactless effects of dislocations on the growth of twin domains.

The last endeavor to be pursued aims at quantifying the three-dimensional geometry (i.e. shape, convexity, volume, thickness) and number densities of twins as a function of distinct features of the microstructure (e.g. grain orientation, grain size). To this end, sequential EBSD
mapping and serial sectioning will be performed on rolled titanium subjected to in plane compression loading. Further, METIS will be extended to generate a statistical description of twinned microstructure [9]. The data will be analyzed to extract potential correlations between microstructure and twinning. Further the dataset thus generated will be used as a benchmark to future GD³ simulations of twin growth.
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Chemomechanics of Far-From-Equilibrium Interfaces (COFFEI)

1Harry L. Tuller, 1Yet-Ming Chiang, 1Craig Carter, 1,3Krystyn Van Vliet, 1,2Bilge Yildiz, Departments of 1Materials Science and Engineering, 2Nuclear Science and Engineering, and 3Biological Engineering, Massachusetts Institute of Technology

Program Scope
Brittle oxide functional materials, such as those utilized in solid oxide fuel cells, permeation membranes and lithium-ion batteries, exhibit significant operational stresses induced via chemical and electrochemical diffusion across material interfaces which can promote fracture, decrease charge capacity, and reduce SOFC energy conversion efficiencies. At the same time, certain types of highly defective ionic compounds can relieve stresses by defect redistribution, dislocation formation, or phase changes, and thereby tolerate larger deformations and/or induce enhanced charge and mass transport near interfaces. In this program we address these important issues by (a) applying advanced in-situ and ex-situ characterization tools to characterize model materials and interfaces synthesized with molecular-level control, under both laboratory-controlled and extreme environments representative of energy device operation; and (b) employing computational modeling and simulation frameworks to predict transport mechanisms, reactivity and stability of these model materials and interfaces under significant chemical, electrochemical and mechanical strains typical of energy device operation. The goals of this program are addressed in two inter-related thrusts. Thrust I focuses on chemomechanics due to cation transport and interactions with solid electrolytes in battery transition metal oxides, while Thrust II focuses on chemomechanics of anion transport at solid oxide fuel cell transition and rare earth metal oxides and interfaces.

Recent Progress
We established direct and fundamental correlations between fracture of active electrode (Li$_{1-y+x}$Mn$_{2-x}$O$_{4-δ}$ or LMO cathode) particles and growth in the impedance of lithium ion batteries during electrochemical cycling, thereby providing a detailed understanding of electrochemical fatigue: the process by which various impedance contributions are affected by mechanical fracture under different electrochemical cycling conditions. We expanded this work to investigate the effect of fracture on lithium ion diffusion, to decouple transient and permanent impedance changes after electrochemically triggered fracture events, that can now be correlated with our predictive simulations.

Through one of several direct connections with Thrust II, we adapted density functional theory simulations developed for oxygen-ion conductors, to show that oxygen loss in both Li-excess and Li-stoichiometric forms of LMO can be expected to cause increased material volume, leading to irreversible changes in the stress state of LMO films during their first electrochemical charge-discharge cycle.

Using our analysis and a non-contact adaptation of dynamic chemical expansion measurement that we originally developed in Thrust II, we showed that stress within LMO cathode materials depends directly on charge rate or C-rate. Specifically, we showed that C-rate (voltage oscillation frequency) significantly modulates both the maximum stress experienced by LMO films during a single electrochemical cycle, and the degree to which asymmetry is apparent in the stress-voltage waveform.
We also measured the elastoplastic properties of Co- and Al-doped Li$_x$NiO$_2$ (NCA) cathode materials, and found that mechanical stiffness was significantly reduced by delithiation. This finding is consistent with our prior work in other lithium intercalating cathode materials, and suggests a general trend that can now be incorporated into our quantitative electrochemomechanical models of lithium ion batteries.

All-solid-state batteries include Li-ion conductive, solid electrolytes for which mechanical behavior is an important but less explored design constraint. We quantified the elastic, plastic, and fracture properties of the air-sensitive Li$_2$S-P$_2$S$_5$ (LPS) solid electrolyte, enabled by stabilization of the compounds with mineral oil within a specialized cell for instrumented nanoindentation. The extremely low stiffness ($E < 20$ GPa) and brittle ($K_{IC} < 0.25$ MPa-m$^{1/2}$) behavior of this material suggests susceptibility to fracture and lithium dendrite penetration. These experiments and integrated computational models show that fracture resistance is now an important design criterion, in addition to conductivity, for electrolytes of all-solid-state batteries.

We conducted the first quantitative analysis of mechanical reliability of all-solid state batteries. We implemented a coupled electrochemomechanical model to quantify the key material properties that cause an electrolyte to fracture. In the numerical tests, fracture was suppressed when electrode particle volumetric expansion was $<7.5\%$ (typical for most Li-intercalating compounds) and the solid electrolyte fracture energy $>4$ J m$^{-2}$. Perhaps counterintuitively, and informed by our experiments on solid electrolytes such as LPS, the analyses show that compliant solid electrolytes are more prone to microcracking.

In a combined experimental and modeling approach, we showed that intentionally introduced dislocations in the model single crystalline SrTiO$_3$ system lead to a markedly lower (hole) electronic conductivity and oxygen diffusivity (approx. $\sim$50 x and 1000 x, respectively, at 600 $^\circ$C) compared to pristine specimens with few (experimental) or zero (computational) dislocations. Through this approach, we connected the depletion of majority charge carries (e.g. holes and oxygen vacancies) within the space charge regions surrounding dislocations to their positively charged cores, which we predicted from atomistic simulations earlier in this project. This has broad implications given the ability to tunable oxygen diffusion and electronic conduction over orders of magnitude without change in chemical composition.

We demonstrated and published the first concept of high temperature, low electrical bias oxide actuators using Pr$_{0.1}$Ce$_{0.9}$O$_{2-\delta}$ (PCO) as a model system for such actuation and for thin film solid oxide fuel cells (SOFC). At 650 $^\circ$C, strain $>0.1\%$ could be achieved with electrical bias $<0.1$ V for, a far lower voltage than required in typical piezoelectrics for comparable strains at the same size scale. This study was enabled by the coincident development of a novel high temperature, displacement-sensing indenter method developed in this program, with nm-scale displacement detection up to 650 $^\circ$C, and our fabrication of PCO films with integrated electrodes to “pump” oxygen vacancies while measuring PCO film displacement. We introduced nanoscale electrochemomechanical spectroscopy (NECS), and showed that these measurements give direct access to mechanical impedance spectra reminiscent of electrochemical impedance spectra, and by analysis to activation energies of key unit processes.

Using cross-sectional, aberration corrected transmission electron microscopy (ac-TEM) of PCO films grown on yttria-stabilized zirconia (YSZ) substrates, we designed and piloted experiments to show oxygen breathing of electrochemically pumped PCO films in situ.

We computed the biaxial elastic constant of bulk Pr$_{1-x}$Ce$_{1-x}$O$_{2-\delta}$ (PCO) via density functional theory (also adapted for analysis of LMO in Thrust I), and showed that this stiffness decreases
with increased non-stoichiometry or oxygen vacancy concentration for both Pr-doped ($x>0$) and undoped ($x=0$) materials due to chemical expansion.

We have undertaken an analysis of vertically aligned nanostructures (VANs), which unlike conventional heterostructures, place the solid/solid interfaces in parallel with the ion transport path within a realistic SOFC geometry. Our Thrust I continuum mechanics modeling was applied in Thrust II to predict the stress state in alternating columns of PCO and SrTiO$_3$ (~80 nm wide), whereby the relatively inert SrTiO$_3$ is demonstrated to clamp the PCO, reducing its tendency to chemically expand. In order to experimentally evaluate the effect of this stress control on electrochemical properties, we are applying optical and electrical based techniques to characterize defect concentrations and transport.

**Future Plans**

We are completing two publications showing first full correlation between fracture and impedance growth in LMO in lithium ion batteries with liquid electrolytes. To expand on these findings for the next stage of research, we will expand our studies to include depth of discharge variations in addition to cycling rate variations; explore longer time scales to decouple transient effects from permanent fracture effects. Future results will also include time-domain diffusivity studies in addition to the high-frequency impedance techniques. We will continue and complete measurement of the mechanical behavior of NCA cathodes as a function of state-of-charge. Remaining tasks on this project include additional mechanical measurements and X-ray and microscope characterization.

As solid state electrolyte mechanical properties are key to solid state battery durability, safety, and also energy density as we recently showed, we will complete the first measurements of key elastoplastic mechanical properties of a wide range of solid electrolytes. We will build on our studies establishing mechanistic links between fracture and electrochemical impedance growth, by extending them to all-solid-state batteries. We will assemble solid-state battery cells and evaluate their fracture via in situ acoustic emissions and side-by-side electrochemical impedance spectroscopy. Next, insight from these studies as well as the solid electrolyte mechanical properties we measure will serve as input to the solid electrolyte finite element simulations we have developed over the past year. These simulations, in conjunction with our experimental *in situ* fracture and electrochemical fatigue testing, will facilitate our multi-scale microstructural understanding of all-solid-state battery degradation.

Via random walk analysis we are studying the effect of mechanical degradation on the transport properties of all-solid state electrodes. In our previous work we have shown that brittle electrolytes are prone to micro-cracking in response to intercalation-induced stresses. Because fracture causes discontinuities that block Li-ion transport, we quantify the loss in rate performance caused by mechanical damage. Our preliminary results show a linear correlation between fracture surface and the average diffusivity of Li within the electrode microstructure.

We are investigating the mechanical stability of interfaces in solid-state-electrode microstructures. Mechanical instability is characterized by a non-equilibrium transition from the coherent state to a fully delaminated interface. Contact at solid electrolyte-electrode interfaces, if not well preserved, may become the kinetic bottleneck to achieve high power density. We derive criteria for the design of composite electrodes resistant to sudden mechanical degradation. Our analyses lead to guidelines for the engineering of particle size, volume ratio of active material and the mechanical properties of electrolyte and interfaces.

A key limitation of the battery performance is the structural instability of the electrodes
with continuous usage, resulting in its failure. In a battery cycle the electrode microstructures typically operate in a two-phase window that comprises of a moving coherent interface. Theoretical studies indicate that a moving coherent interface causes anisotropic expansion of electrode and affects Li-ion kinetics. These factors affect battery performance, and motivates us to explore how interfaces form. The aim is to study the role of material crystallography in the formation of coherent interfaces in lithium ferrous phosphate (LFP) electrodes. In a typical LFP electrode, lithiated crystals with different orientations nucleate heterogeneously and little is known about how they interact to form coherent interfaces. In the present work, we apply a phase field crystal model to investigate the formation of coherent interfaces in LFP electrodes. These models offer the advantage of describing microstructures with atomic features, while solving diffusive time equations. The current work provides insights on how lithiated crystals interact with each other to form grain boundaries, and how lattices elastically relax during phase transformation. Overall, the model aims to serve as a design tool to chemically engineer material crystallography to tailor electrode properties.

To the maximum extent possible, computational models, data analytics, and experimental methods developed in Thrust I will be utilized also in Thrust II, as we have illustrated through specific examples in this current budget year.

Edge dislocations and threading dislocations will be modeled to understand the role of different dislocation core structures and different types of strain field on surface reactions. We will continue implementing the QM/MM technique with the software Lammps and Quantum espresso, to assess reaction kinetics at dislocations in and on oxides. We will generalize the protocol that we developed for CeO$_2$ to other oxide materials, including classical force field fitting, construction of extended defects and QM convergence test. We plan to use QM/MM technique model the surface reduction, oxidation, and CO, CO$_2$, H$_2$O adsorption, desorption and dissociation at the surface termination of dislocations in ceria.

Our simulations of the interfacial stresses in VANs have indicated that these composites may be less reducible and therefore less prone to the deleterious effect of chemical expansion. Future studies to experimentally investigate the lattice parameter change of VANs using high temperature XRD are underway. Additionally, electrochemical measurements are being performed to explore the role this stress plays on the oxygen reduction reaction. The in-plane multilayer samples represent an excellent model system to study the effects of interfaces on the defect concentration, conductivity, and chemical capacitance of mixed conductors. Experiments are continuing on this system using the \textit{in situ} optical absorption, electrochemical pumping, and pO$_2$ dependent conductivity measurements discussed above.

Simultaneous use of optical and electrochemical characterization for studying nonstoichiometry and chemomechanics of thin films in situ under bias. This will be extended to aid in understanding the rate limiting processes active in electrode performance. Chemical capacitance is a useful technique for evaluating non-stoichiometry and defect chemistry of thin films. However in many perovskite materials of interest for SOFCs C$_{\text{chem}}$ values may be affected by dominant interfacial contributions. Comparison of electrochemically measured C$_{\text{chem}}$ in thin films of STF (e.g.) with that derived by electro-chemo-mechanical spectroscopy will enable us to separate bulk from interface effects and more comprehensively extend the C$_{\text{chem}}$ technique to study thin film perovskite defect chemistry \textit{in situ}. 
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The Relationship Between Defect Kinetics and Crystalline Disorder

Blas Pedro Uberuaga, Los Alamos National Laboratory

Program Scope

Understanding mass transport in materials is critical for understanding, predicting and designing materials for future applications. In particular, complex oxides such as pyrochlores and spinels have application in nuclear energy systems, as fuel cell and battery materials, and as armor materials. In these applications, mass transport is often a key factor enabling performance. However, in these materials, given their chemical complexity, the kinetics of transport is very sensitive to the detailed chemical arrangement of cations. Thus, crystalline disorder, typified by mixing of cations, can dramatically alter mass transport and thus performance, motivating significant research into the structure-property relationship between crystal chemistry and atomic kinetics. However, there are still many unresolved questions. For example, in pyrochlores, reports find enhanced ionic conductivity in either ordered [1] or disordered materials [2]. In this program, we use irradiation to controllably induce cation disorder in the material to identify the precise relationship between the distribution of cations and the kinetics of atoms. These experiments are complemented by state-of-the-art atomistic modeling such as accelerated molecular dynamics to understand the fundamental relationship between cation structure and atomic dynamics in complex oxides.

Recent Progress

Over the last two years, we have focused on two themes: (1) understanding the relationship between crystal structure, crystal chemistry, and the response to radiation and (2) examining the impact of site disorder (mixing of cations) on both cation and anion transport in complex oxides. Much of our work has used pyrochlore (A₂B₂O₇) as a model material, both because of its history in radiation studies and its relevance to nuclear energy and as a fast ion conductor. However, we have also examined the behavior of another important engineering ceramic, spinel (AB₂O₄). Our efforts have led to new insight into how crystal structure and chemistry impact the radiation damage evolution in complex oxides.

The relationship between crystal structure, crystal chemistry, and radiation tolerance

There is a long history studying the response of complex oxides to irradiation with the goal of identifying factors that dictate the irradiation response of these materials. In perhaps the most systematically studied complex oxides – pyrochlores – various groups have examined the amorphization susceptibility as a function of chemistry and have found great variability in the...
ability of the pyrochlore to withstand irradiation as a function of both the A and B cation [3]. This behavior is summarized in Figure 1. At the same time, groups have identified factors that govern this behavior, including the ability of the material to accommodate disorder [4], ionic radius and electronegativity [5], and the enthalpy of formation of the compound [6]. In our recent work, we have added to this understanding by examining the same relationships in another compound – spinel – and by applying machine learning (ML) modeling approaches to identify factors that best correlate with amorphization resistance.

In work published in *Nature Communications* [7], we have performed irradiations in three Mg-bearing spinels, MgAl$_2$O$_4$, MgGa$_2$O$_4$, and MgIn$_2$O$_4$, and compared the relative susceptibility for amorphization in these three materials. Just as for pyrochlores, we observe a systematic dependence on irradiation response with chemistry. However, when we calculate the energy to disorder these compounds with density functional theory (DFT), we found that the compound that is most resistance to amorphization is the one that is hardest to disorder. This was a surprise, as this is the opposite correlation observed for pyrochlores (Figure 2). Temperature accelerated dynamics simulations reveal that the fundamental difference between pyrochlores and spinels resides in the structural cation vacancies in spinel. These provide an efficient relaxation mechanism for damage that does not intrinsically exist in pyrochlore, as pyrochlore does not contain structural cation vacancies.

Thus, as for pyrochlores, we correlated the response of spinels with the energy to disorder the cations. However, in the case of pyrochlores, this correlation is incomplete. Compounds with a high energy to disorder (B=Sn) can exhibit higher radiation tolerance than those with a lower energy to disorder (B=Ti). In work published in *Chemistry of Materials* [3], we used machine learning to quantify the ability of different properties to correlate with radiation resistance. When we apply machine learning techniques to the B=Ti compounds, we find that those compounds that are most resistant minimize the energy to disorder but maximize the energy to amorphize.

*The impact of site disorder on transport*

The efforts described above focus on the basic response of complex oxides to irradiation, developing correlations between basic material properties and radiation tolerance. However, more fundamental laws would require knowing how defect transport is impacted by the changes in material structure induced by irradiation. To that end, we are using simulation and experiment to interrogate how cation disorder impacts mass transport.

First, we have irradiated thin films of pyrochlore with various fluences of low energy He ions to gradually induce disorder. To do this, we have grown the first thin film of a rare-earth
pyrochlore, using magnetron sputtering. Using grazing incidence x-ray diffraction, we characterized the change in cation disorder with fluence. Using AC impedance spectroscopy, we measured the change in ionic conductivity with fluence. Combining these two measurements, we arrive at the results presented in Figure 3, which show how the ionic conductivity changes with cation disorder. We first note a sharp increase in conductivity with only a small amount of cation disorder. The conductivity then plateaus over a wide range of cation disorder before it once again rises at high levels of disorder, corresponding to when the film begins to amorphize. These results show conclusively that cation disorder increases ionic conductivity in this system.

In parallel, we have been applying accelerated molecular dynamics simulations to study cation transport in disordered pyrochlore. In these simulations, we introduce one cation vacancy into simulation cells with varying degrees of disorder. We found that the overall diffusivity of cations is non-linear with disorder, with an initial regime that is insensitive to the level of disorder. In fact, as shown in Figure 4, it is only when about 25% cation disorder is introduced that the cation diffusivity increases. This suggests that cation transport is dictated by the formation of a percolation network of disorder. Indeed, further analysis shows that cation vacancies (a) prefer disordered regions of the material, (b) hop faster when they are in those regions, and (c) do experience a connected network of disorder at disorder levels of about 25%. This has implications for the relationship between cation disorder, cation transport, and the response to irradiation. These results were recently accepted for publication in *Nature Communications* [8].

**Future Plans**

Our ongoing and future work can be summarized in three Focus Areas:

- Focus Area 1: Cation diffusion in chemically complex pyrochlores
- Focus Area 2: Interplay between grain boundaries and disorder
- Focus Area 3: Percolation networks and conductivity

These Focus Areas grow directly out of our recent results. We have already seen that cation disorder dramatically changes ionic conductivity in pyrochlore. Most past studies have induced cation disorder by mixing multiple A or B cations into the material. We expect that these more chemically complex systems exhibit their own surprises in terms of ionic conductivity. To understand these systems, we are using both modeling and experiment to understand the structure and kinetics associated with these more complex systems.
Further, we have recently shown how microstructural features such as surfaces [9] and grain boundaries [10] can change the local level of disorder and thus the mass transport characteristics of the system. Our future work involves examining this behavior in more detail. In particular, we hypothesize that, under irradiation, disorder will preferentially occur at grain boundaries and thus these will act as fast diffusion pathways for oxygen. This offers a novel route to engineering materials for fast ion conductor applications.

Finally, we have already seen how percolation networks in disorder can lead to enhanced cation transport [8]. However, percolation networks can occur at various length scales. In the work discussed above, a percolation network was formed on the atomic scale. In complex pyrochlores with multiple A or B cations, literature results have found that two-phase structures can form on larger length scales [11,12]. We hypothesize that the transport of mass can be sensitively controlled by controlling this phase microstructure.

Most of our work has focused on pyrochlores. More recently, however, in collaboration with CASL – The Consortium for Advanced Simulation of Light Water Reactors – we have begun studying the properties of Ni-bearing spinels (AB_2O_4) that form when steel components in nuclear reactors corrode. Depending on the chemistry of the spinel, they can be either ordered (normal) or disordered (random or inverse). Mass transport in these spinels dictate the release of species that ultimately deposit as CRUD on the fuel rods. The same considerations that dictate mass transport in pyrochlore is relevant for these spinels. We are helping develop physical models of species release from spinels to inform the source term for CRUD formation.
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Figure 4. Dependence of cation diffusion on cation disorder in Gd_2Ti_2O_7 as determined from conventional and accelerated molecular dynamics simulations.
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Atomistic study of plastic deformation of transition metals and their alloys including high entropy alloys

V. Vitek
Department of Materials Science and Engineering, University of Pennsylvania, Philadelphia, PA 19104

Program Scope

The major goal of this research is to enrich and put on a firm physical basis our understanding of mechanical properties of refractory metals (V, Nb, Ta, Cr, Mo, W) and Fe, as well as the alloys comprised from these metals, including compositionally complex alloys (also called high entropy alloys, HEAs). The common physical characteristic of these materials is that they all crystalize in the body-centered cubic (bcc) structure and their atomic bonding is mixed, nearly free electron and covalent. In the case of Fe the ferromagnetism plays a major role since it stabilizes the bcc structure.

½ <111> screw dislocations, owing to the non-planarity of their cores [1] govern the plastic deformation of all these materials. Consequently, the center theme of this research program is computer modeling of the structure and behavior of ½<111> screw dislocations in the above bcc metallic materials. The fundamental precursor for such studies is a description of atomic interactions that allows for the use in modeling atomic blocks composed of thousands of particles in pure metals and even millions in the case of alloys. This cannot be realized using the density-functional theory (DFT) and for this reason one of the major objectives of our research has been advancement of interatomic potentials that reflect correctly the basic quantum mechanical aspects of bonding and in the case of Fe also magnetism. This has been attained by developing the bond order potentials (BOPs) with d-band mediated bonding. In this scheme the cohesive energy is

$$E_{coh} = E_{cov} + E_{rep} + E_{mag}.$$  

The covalent energy, $E_{cov}$, arising from the partially filled d band is

$$E_{cov} = \sum_{\sigma \alpha \beta} \sum_{i \neq j} \rho_{\alpha \beta}^{ij} H_{\sigma \alpha \beta}^{ij},$$

where $i, j$ is the density matrix element for the bond between the orbital $\alpha$ at atom i and the orbital $\beta$ at atom j and $H_{\sigma \alpha \beta}^{ij}$ is the corresponding element of the Hamiltonian matrix; $\sigma$ represents the two possible spin states. Hamiltonian elements are expressed via bond angles and corresponding bond integrals (BIs). $E_{mag}$ is treated within the Stoner model of the itinerant magnetism and the repulsive part, $E_{rep}$, is formulated empirically such that the resulting BOP reproduces exactly the experimental values of the lattice constant, cohesive energy and three elastic constants. The potentials were thoroughly tested by comparing a variety of results with either experiments or DFT calculations.

Using the developed BOPs the structure of the cores of ½<111> screw dislocations and their transformations under the applied stress have been studied and the results published in a number of papers during this supported research, e.g. [2-9]. Presently we have been using the BOPs to investigate and decipher the physical reason for the anomalous slip in bcc refractory metals and to develop EAM potentials for study of structurally complex alloys (HEAs), which replicate the most significant aspects of dislocation cores revealed by BOPs. This development is described in the sections on recent progress and future plans.
Recent Progress

1. Bond order potentials

In BOPs only the bonding mediated by the d electrons is included explicitly. However, we have shown recently that the effect of s electrons with orbitals centered on atoms neighboring the corresponding dd bond is not negligible [8]. This effect has been emulated by the screening of corresponding dd bond integrals and it was found that the impact of screening is most significant when the distortion of the local atomic environment is inhomogeneous, such as in the case of phonons, point defects and dislocation cores. As an example phonon spectra calculated for Mo with and without screened bond integrals are compared in Fig. 1. Near the symmetry point N, the phonon frequency drops abruptly when screening is not employed, which indicates a possible instability. Along the [111] H-P-Γ cross section experiments show that the frequency of the L mode is considerably lower than that of the T mode. This is very well reproduced by BOPs with screened bond integrals but not without screening.

![Fig. 1. Phonon dispersion curves for Mo. Lines: Calculations without screening right and with screening left. Dots: Experimental data. Different colors correspond to different vibrational modes; black longitudinal modes (L), red transversal modes (T or T1), green transversal mode T2.](image)

In the case of Fe the same type of screening of bond integrals was introduced and the corresponding BOP is of the same quality as for the non-magnetic transition metals [9]. As an example, Fig. 2 shows the calculated phonon dispersion curves for Fe compared with relevant experimental data. Clearly the agreement is outstanding.

![Fig. 2. Phonon dispersion curves for bcc ferromagnetic Fe. The notation is the same as in Fig. 1.](image)

As in any available DFT calculations, the structure of the cores of ½[111] screw dislocations was found to be non-planar with non-degenerate symmetry (invariant with respect to the [111] three-fold screw axis and [101] diad). The slip planes vary from material to material for a given loading and this variation depends on whether screening of bond integrals is or is not included. Moreover, the slip plane, while always of the {101} type, may not be the plane with the maximum resolved shear stress (MRSSP). This may be significant for explanation of the so-called anomalous slip discussed below.

2. Anomalous slip in transition bcc metals

The anomalous slip refers to the very localized deformation at cryogenic temperatures that occurs on the slip systems with Schmid factors much lower than several other available slip systems, in particular the most highly stressed <111>{101} system. As mentioned above, atomistic studies of the
glide of $\frac{1}{2}<111>$ screw dislocations show that these often glide on planes other than the MRSSP. While this is suggestive of the anomalous slip, the glide of individual screw dislocations does not explain this phenomenon. However, the explanation may be sought in combined glide of two distinct but similarly loaded $\frac{1}{2}<111>$ screw dislocations on a common slip plane. For tension/compression with the loading axes within the standard triangle (corners [001], [111] and [011]) the two systems with the highest Schmidt factors are [111](O10) and [111](O10). Hence, upon loading the screw dislocations with Burgers vectors $\frac{1}{2}[111]$ and $\frac{1}{2}[\overline{1}11]$ will be generated on the (O10) and (O10) planes, respectively, with about the same frequency. If both $\frac{1}{2}[111]$ and $\frac{1}{2}[\overline{1}11]$ move in their common slip plane (O1T), the ‘anomalous’ slip occurs. We conjecture that whether the glide of both these screw dislocations continues on the corresponding most highly stressed {011} planes or whether both $\frac{1}{2}[111]$ and $\frac{1}{2}[\overline{1}11]$ move in the (O1T) plane depends on the relative magnitudes of the activation enthalpies for the two processes. Since the glide of screw dislocations takes place via formation and propagation of pairs of kinks, corresponding activation enthalpies have been calculated using the modified nudged elastic band method developed in our earlier studies [10]. As an example we show here the results for Nb and Fe loaded in tension along the [238] when the MRSSP for the $\frac{1}{2}[111]$ dislocation is (O10). The applied tensile stress corresponds to 0.75 of the load at which the dislocation moves at 0K.

In Nb the calculated ratio of activation enthalpies for the glide of the $\frac{1}{2}[111]$ dislocation on the (O1T) and (O10) plane is 0.84 and for the glide of the $\frac{1}{2}[\overline{1}11]$dislocation on the (O1T) and (O10) 0.92. This implies that in tension the anomalous slip should always occur. In Fe the calculated ratio of activation enthalpies for the glide of the $\frac{1}{2}[111]$ dislocation on the (O1T) and (O10) plane is 2.06 and for the glide of the $\frac{1}{2}[\overline{1}11]$dislocation on the (O1T) and (O10) 1.14. Hence, it is unlikely that $\frac{1}{2}[111]$ and $\frac{1}{2}[\overline{1}11]$dislocations will move simultaneously on the (011) plane and thus the anomalous slip is improbable. Experimentally, the anomalous slip dominates at low temperatures in Nb while no such slip has been observed in Fe. Hence, this preliminary study suggests that the approach, in which the atomic level aspects of the glide of two different screw dislocations are included, is the way to explain the long lasting mystery of the anomalous slip. This study is now in progress for all refractory bcc metals and different orientations of tensile/compressive loading.

3. Dislocations and their glide in bcc compositionally complex alloys (HEAs)

The bcc HEAs are usually composed of refractory metals and the alloys studied experimentally most recently were Nb$_{25}$M$_{25}$Ta$_{25}$W$_{25}$ and V$_{20}$Nb$_{20}$Mo$_{20}$Ta$_{20}$W$_{20}$ [11,12]. In principal, dislocations in these alloys might be studied using the developed BOPs. However, the essential difference between HEAs and single element metals is that the distribution of their components is random and to consider this randomness appropriately the block of atoms used in any atomistic modeling must be very significantly larger than in the case of a single element. Thus, in the case of dislocations in single element crystals the periodicity along the dislocation line is commonly identified with the corresponding crystal period. While a periodicity along the dislocation will have to be introduced for numerical reasons even in the case of HEAs, it has to be large enough so that it does not affect significantly the dislocation behavior. Hence, while when studying $\frac{1}{2}<111>$ screw dislocations in single element crystals the total number of atoms in the block is sufficient to be of one or a few thousands, in the case of HEAs it may be needed to attain or exceed a million. Such calculations are obviously not feasible using DFT but even with BOPs could only be made using biggest available supercomputers. Hence, EAM type potentials were used in the only recent study of dislocations in bcc HEAs [13]. However, the EAM potentials usually lead to the degenerate (not invariant with respect to
the [101] diad) core of \( \frac{1}{2}<111> \) screw dislocations, which is the case in [13]. But it is reasonable to assume that in HEAs made of refractory metals the average core structure will be non-degenerate as in elemental refractory metals. This is a very important aspect of the dislocation core since the degenerate and non-degenerate cores may lead to very different slip behavior.

Nevertheless, realistic modeling of dislocations in HEAs can at present be done only with relatively simple potentials such as EAM. For this reason we have advanced new EAM potentials for the refractory bcc metals for which the cores of \( \frac{1}{2}<111> \) screw dislocations are non-degenerate and thus it is very likely that the cores of these dislocations in the corresponding HEAs will posses, on average, the same symmetry. Using these potentials the \( \frac{1}{2}<111> \) screw dislocations and their glide are being studied for Nb\(_{25}\)Mo\(_{25}\)Ta\(_{25}\)W\(_{25}\) and V\(_{20}\)Nb\(_{20}\)Mo\(_{20}\)Ta\(_{20}\)W\(_{20}\) alloys.

**Future plans**

Our future research will be based on the developments summarized in the section on Recent Progress. The dislocations studies made using the BOPs [2,4-9] will be employed in advancing a minimal continuum dislocation dynamics model for slip in bcc metals that accounts explicitly for non-Schmid behavior of screw dislocations in these materials. In this model the dislocation substructure is represented by continuum distribution of \( \frac{1}{2}<111> \) screw dislocations moving on their possible \{101\} slip planes according to the flow rule that describes the response of isolated screw dislocations to external loads. The goal is to show that the non-Schmid behavior persists to the continuum level.

The study of the anomalous slip will proceed to include all the refractory metals for which BOPs have been developed and for several different orientations of the tension/compression loading axes within the standard triangle. The goal of this research is to explain fully the anomalous slip observed at low temperatures in group V refractory metals, as well as the lack of this slip in group VI and Fe.

Using the newly developed EAM potentials for refractory bcc metals, which assure the non-degenerate cores of screw dislocations, the structure and glide of \( \frac{1}{2}<111> \) screw dislocations in bcc HEAs will be modeled. The goal is to find the principal physical differences in deformation between bcc single elements and HEAs composed from these elements.

Finally, we will continue our collaboration with ICAMS at the Bochum University, Germany, in the development of analytical BOPs that will allow for full molecular dynamics calculations.
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Program Scope

The overall objective of this project is to determine the basic processes by which localized deformation in irradiated materials leads to intergranular cracking in alloys in aggressive environments at high temperature. We will utilize a mesoscale science approach that provides linkage from atomistic simulations of dislocation responses to the accommodation and emission of dislocations from grain boundaries, through direct observation of dislocations with irradiation defects and grain boundaries, to macroscale experiments. The consequence of this combined effort will be the identification of the factors most likely responsible for establishing not only the local stress state at grain boundaries prone to failure but also their location with respect to the macroscopic applied stress. The grain boundaries and local conditions at which disruption of the surface oxide and hence, exposure to the water environment is most probable, have been identified. Having isolated these conditions, we are poised to address why this failure does not occur at every grain boundary that is favorably oriented, why it remains isolated at one channel over others along the same grain boundary, and what is the role of environment in inducing the cracking. We are focusing on the following sub-objectives are designed to bring us closer to determining the mechanism of irradiation assisted stress corrosion cracking, IASCC.

- Does a threshold stress for initiation of IASCC exist and if so, how can the magnitude of it be determined? Is the likelihood of IASCC initiation determinable from the value of the local normal stresses at dislocation channel-grain boundary intersections, and if so, what is that value and how does it depend on the slip systems active in the dislocation channel (DC) impinging on the grain boundary (GB), the grain boundary character, and the composition of the alloy?

- The water environment plays a critical role in the cracking process because straining at the same temperature and strain rate in an inert environment does not result in grain boundary cracking. What is the role of the environment/oxide film on the initiation of IASCC cracks coupled with high local stresses on the grain boundary? Does the oxidation process create a susceptibility to cracking which is initiated by the high local stresses where dislocation channels intersect grain boundaries? What is the nature of the induced “sensitivity” of the grain boundary to cracking and why is it location specific?
Recent Progress

We conducted high resolution electron backscattering detection (HREBSD) scans of a Fe-13Cr-15Ni tensile bar, which had been strained to 3.5% plastic strain in an argon environment at 288°C after being irradiated to 5 dpa at 360°C at the Michigan Ion Beam Laboratory. To date, 15 scans at discontinuous channel–grain boundary interaction sites and 10 continuous channel–grain boundary interaction sites have been successfully analyzed using the CrossCourt3 EBSD pattern cross correlation software package. As shown in Figure 1, it is clear that the residual stress near the different types of DC-GB interaction sites is fundamentally different. For each of the 15 scans near discontinuous channels, a high residual tensile stress is present in the adjacent grain where localized deformation is not present. The stress is always highest at the point of intersection and dissipates further into the grain. This elevated stress typically penetrates only 2-3 μm into the grain before reaching background stress values. Using a least squares fitting algorithm, each of the 15 scans can be fit using an \( r^{-1/2} \) dependence curve with good accuracy.

Unlike the discontinuous channel cases, there seems to be no appreciable residual stress at the intersection site for continuous dislocation channels. The tensile stress profile is flat, showing small amounts of variation, across the length of the grain. Compiling all of these results, a clear distinction is evident between the two interaction types and the increased tensile stress at the discontinuous channel sites could potentially be key for describing the crack initiation process in austenitic stainless steels.

Figure 1. Compilation of stress normal to the trace of the grain boundary as a function of distance from the grain boundary for 15 discontinuous channel sites and 10 continuous channel sites in a 13Cr15Ni alloy after 3.5% strain in argon at 288°C.

Computational efforts have concentrated on the role of local grain boundary structure on the deformation response of the overall polycrystal. As part of this effort, a novel way to analyze grain boundary structure in random boundaries was developed that takes into account the dislocation content of the boundary structure itself. This analysis can better relate local grain boundary structure to the emission of dislocations from the boundaries, relevant to the dislocation channels studied in this project. In another milestone in our progress, we devised a computational technique for introducing additional disorder in the boundary structure. This additional disorder can constitute a way to mimic the effects of irradiation on grain boundary structure.

Figure 2 shows two examples of grain boundary structure viewed using the new analysis technique. To detect and quantify dislocations in the digital samples we used the Dislocation Extraction Algorithm (DXA) in the OVITO software package. DXA detects dislocations by first identifying the perfect lattice, constructing an “interface mesh” and then constructing a Burgers circuits to identify Shockley partials (\( \%<112> \) type), perfect dislocations (\( \frac{1}{2}<110> \) type), stair-
rod dislocations ($\frac{1}{6}<110>$ type), Hirth partials ($\frac{1}{3}<100>$ type), and Frank partials ($\frac{1}{3}<111>$ type). Dislocations that are not one of these types are labeled as “other”. This analysis was run on our digital sample and results showed that there is a wide variation in the observed density of dislocations observed as part of the grain boundary structure. These variations point to the importance of local grain boundary structure when understanding deformation response.

![Figure 2](image)

Figure 2. Renderings of DXA output of two relaxed boundaries viewed perpendicular to grain boundary plane showing examples of dislocation networks contained in random grain boundaries. Shockley partials in green, perfect $\frac{1}{2}<110>$ dislocations in blue and “other” in red.

To determine the role of local GB properties (e.g., composition, structure, and stress/strain) in governing the IASCC susceptibility of a specific GB site, multiple cracked and un-cracked sites in a Fe-13Cr-15Ni model alloy subjected to proton irradiation and straining in a high-temperature water environment are comparatively characterized by using transmission electron microscopy techniques. Figure 3 shows representative cracked and un-cracked sites (extracted from different GBs), respectively. For the first time, a quantitative correlation is revealed between the local composition of GBs (i.e., depletion of Cr and enrichment of Ni, as expected due to radiation-induced segregation) and their susceptibility to IASCC. Unexpectedly, GB sites beyond the crack tip always present a higher Cr and lower Ni content than the un-cracked sites on the same GB. In the meantime, the inner oxide behind the crack tip is always thinner or has a lower Cr content than that above the un-cracked sites. Overall, the efficiency of Cr transport along GBs and thus the protectiveness of inner oxide are found to play a critical role, apart from the depletion of Cr at GBs, in governing the crack initiation and propagation at a specific GB site. These effects of local composition may be coupled with local structure of the random high-angle GBs.
Figure 3. Representative characterization of inner oxide and its role in IASCC susceptibility of GB sites. (a, b) Annular dark-field STEM images of cross-sectional specimens extracted from (a) cracked and (b) un-cracked sites, respectively. (c, d) Compositional profiles along arrows in (a) and (b), respectively, as measured by energy dispersive spectroscopy (EDS) line-scan. The Cr profiles are highlighted in yellow, and the inner oxide layer is indicated with square in (c) and circle in (d). (e) Summary of all measurements to date shows the correlation between GB composition (upper: Ni; lower: Cr) at the far field and the effectiveness of protection, evaluated as the product of thickness and maximum Cr content, of the inner oxide layer.

**Future Plans**

HREBSD is being applied to an irradiated sample after pre-straining in Ar, but prior to cracking in high temperature water, to collect information on the true local residual tensile stresses at DC-GB intersections. The plan is to collect data on some 50-75 intersections to determine the relationship between local tensile stress and cracking propensity.

The slip transfer mechanisms at DC-GB intersections may not be sufficiently characterized based on the observation of surface morphology since the continuity of DCs at the far field can be distinct to that near the reaction front. Thus, we attempt to characterize the local stress/strain at GBs by using automated orientation mapping inside a transmission electron microscope. Current efforts focus on the comparing several cracked and un-cracked GB sites to determine the consistency of the initial observation.

The local development of strain and stress in these intersections is also being studied using the simulation techniques. The results of the simulations are compared with the experimental measurements of stress localization. The current simulations also focus on comparing the behavior of similar grain boundaries with different internal defect content and different states of relaxation, as a way to mimic the effects of radiation in the atomistic technique.
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Program Scope

The overarching goal of this research is to understand, predictively model, and ultimately control the dynamic response of ceramic structures to energy deposition from irradiation at the level of electrons and atoms. The design of radiation tolerant materials and creation of new functional materials by ion beam modification demand a comprehensive understanding and predictive models of energy transfer and exchange processes between the electronic and atomic structures. To achieve this goal, this research focuses on two specific aims: (1) the dynamic and coupled response of the electronic and atomic structures to single ion events; and (2) the collective effects from energy deposition and dissipation processes on damage accumulation, nanostructure formation, phase transformations, and recovery processes from multiple ion events over a broad range of conditions. Novel experimental and computational approaches are integrated to investigate the separate and coupled dynamics of electronic and atomic processes over a range of irradiation conditions to elucidate the underlying mechanisms. This research utilizes unique new experimental capabilities for \textit{in situ} luminescence measurements to characterize defect evolution in ceramics under ion irradiation. Scientific advances from the work will lead to new design principles for self-healing and radiation tolerant materials in extreme radiation environments, as well as provide the atomic-level foundation for the design and control of new functionalities in oxide electro-ceramics to enable broad advances in sustainable energy technologies and national security.

Recent Progress

Our previously work demonstrated that pre-existing defects in SiC can be annealed by irradiation with highly-ionizing ions due to energy transfer from the electronic structure to the atomic lattice, via electron-phonon coupling, that leads to highly localized heating (i.e, thermal spike) \cite{1}. More recent studies have revealed that in-cascade ionization is also effective in suppressing the accumulation of irradiation damage in SiC due to the spatial and temporal overlap of electronic energy and ballistic damage energy deposition. The results indicate a significant dependence of irradiation damage accumulation on the ratio of total ionization energy to ballistic damage energy deposition for a range of ions. This is illustrated in Fig. 1 for SiC irradiated with 1.5 MeV Si ions \cite{2}, where the inverse dose for amorphization is linearly
dependent of the ratio of ionization energy to damage energy. The results in Fig. 1 indicate that for negligible ionization energy a unique dose for amorphization of SiC is predicted for a given ion irradiation condition. Furthermore, at sufficiently high values of the ratio of ionization to damage energy deposition (~170 for Si ions in SiC), the results indicate that the dose for amorphization will go to infinity, and full amorphization cannot be achieved. More recently [unpublished], we have found similar behavior for Au ions in SiC. The study of in-cascade ionization effects in SiC irradiated with 1.5 MeV Si also found that the threshold for in-cascade ionization-induced annealing is an electronic energy loss of ~1.0 keV/nm, which is slightly less than that previously determined (1.4 keV/nm) for highly ionizing ions in a separate effects study [1]. This work has identified a significant mechanism for self-healing of radiation damage in SiC for nuclear and space applications, and has demonstrated the important effects of energy transfer to electrons for repair of ion implantation damage in advanced electronics and for predicting material performance in extreme radiation environments where ionization and defect production occur simultaneously.

A previously discovered synergy [3] between electronic energy loss by ions and pre-existing atomic defects in single-crystal SrTiO$_3$ has been investigated over a wide range of electronic energy loss [4]. The pre-existing defects decrease the electronic and lattice thermal conductivities and increase the electron-phonon coupling, which cause a highly localized thermal spike along the path of each ion that creates a nanoscale cylindrical amorphous track, but only in the region with pre-existing defects. Low energy irradiations with 0.9 MeV Au ions were used to create pre-damaged defect states corresponding to relative disorder levels of 0.10 to 0.15, as measured by Rutherford backscattering spectrometry in channeling geometry (RBS/C). Subsequent irradiations with highly ionizing ions (12 and 20 MeV Ti, 21 MeV Cl and 21 MeV Ni) revealed the formation of amorphous tracks, with track diameters that increased with increasing electronic energy loss of the ions, which is consistent with molecular dynamic simulations based on the two-temperature model [5]. The electronic stopping power threshold for ion track formation is found to be 6.7 keV/nm for the pre-damaged defect states studied, as shown in Fig. 2, which is significantly below the threshold of 10 keV/nm determined for pristine SrTiO$_3$ [6]. Below the 6.7 keV/nm threshold, ionization-induced annealing of the pre-damage SrTiO$_3$
is observed, similar to that observed in SiC. Since SrTiO$_3$ is a foundational material in functional microelectronics, the work provides new insights for creating novel interfaces and nanostructures to functionalize thin-film structures, including tunable electronic, magnetic and optical properties in thin films of epitaxial SrTiO$_3$.

*In-situ* ionoluminescence measurements in real time during ion irradiation provide information on the evolution of emission bands with ion fluence, which can be used to establish correlations between point defect kinetics and phase stability. Novel visible luminescence in stoichiometric SrTiO$_3$ has been identified under irradiation at 100, 170 and 300 K [7]. The ionoluminescence spectra can be resolved into three main Gaussian bands at 2.0, 2.5 and 2.8 eV, whose relative contributions strongly depend on irradiation temperature, electronic energy loss and irradiation fluence. The 2.8 eV band is attributed to recombination of free electrons with an in-gap level, possibly related to self-trapped holes. Self-trapped excitons are considered responsible for the 2.5 eV emission band, which would imply a large energy relaxation in comparison to the intrinsic edge transition. The dynamics of electronic excitation govern a rapid increase in intensity of the 2.8 eV band; whereas, accumulated irradiation damage (competing non-radiative recombination channels) accounts for a subsequent intensity decrease. A previously invoked role of isolated oxygen vacancies for the blue luminescence (2.8 eV) is not consistent with our data. A well-resolved band at 2.0 eV dominates below 170 K. The increase in intensity of this band with increasing ion fluence at 100 K is shown in Fig. 3. This 2.0 eV band has been previously observed only in heavily strained and amorphous SrTiO$_3$; however, based on ab initio theoretical calculations, we attribute it to $d$-$d$ transitions from electrons that are self-trapped as relaxed Ti$^{3+}$ centers in distorted TiO$_6$ octahedra, which are stabilized by a high concentration of irradiation-induced oxygen vacancies. This interpretation has been confirmed in a more recent study using Cr-doped SrTiO$_3$ [unpublished], where decay of the Cr$^{3+}$ luminescence (due to hole trapping) is correlated to the growth of the 2.0 eV emission band. This work demonstrates that defect evolution can be monitored in real-time using ionoluminescence and that the 2.0 eV emission band can be used to monitor the evolution of O vacancies in SrTiO$_3$ under irradiation and annealing.

The effects of electronic excitations on SrTiO$_3$ have been investigated using first-principles calculations. The results suggest that electronic excitation induces a metallic transition and charge redistribution in SrTiO$_3$. Upon electronic excitation, phonon frequencies in SrTiO$_3$ become highly localized and a new peak appears in the phonon density of states with negative frequencies, an indication of lattice instability. Further dynamics simulations confirm that SrTiO$_3$ undergoes a transition to an amorphous structure under strong electronic excitations. The
luminescence of SrTiO$_3$ under electronic excitation is consistent with the evolution of atomic structures, which supports using luminescence to probe structural changes.

**Future Plans**

Based on synergistic effects observed in SrTiO$_3$ [1,2] above a threshold and evidence for ionization-induced annealing below the threshold, experimental and computational studies are planned to advance the understanding of ionization processes in SrTiO$_3$. Emphasis will focus on understanding ionization-induced annealing at low levels of electronic energy loss, where thermal spikes are minimal, using electron and light ion beams (H, He, O). Similar behavior is expected to occur in KTaO$_3$ and LiTaO$_3$, and experimental and computational studies are planned to understand the effects of chemical changes on synergistic processes. These model ceramics have strong luminescence signatures for vacancy defects, and in situ luminescence measurements at cryogenic temperatures (down to 20 K) will be used to study the production and recovery of vacancy defects from the energy loss to electrons and atomic nuclei by energetic ions. The outcome from these studies will be essential to advance our understanding on electronic and atomic response of ceramic structures to irradiation.

The computational effort will focus on evaluating the fidelity of the two-temperature model as applied to ceramics and on employing ab initio MD methods to explore the effects of high electronic excitation densities on defect stability, defect mobility and phase transformations.
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Program Scope

The objective of this project is to investigate, at a fundamental level, the deformation mechanism of nanotwinned (nt) Al and binary Al alloy films with high density twin boundaries (TBs) and stacking faults (SFs). To achieve this goal, we will test the following hypotheses:

1) Nanotwinned (nt) Al with high stacking fault energy (SFE) may have strengthening mechanisms drastically different from those of nt Cu with low SFE. In particular, the high SFE implies that incoherent twin boundaries (ITBs) in Al may be less mobile comparing to ITBs in Cu with low SFE during deformation. Also softening observed in nt Cu (at smaller twin spacing) due to ITB migration may be absent in nt Al.

2) ITBs and SFs may enable high ductility in nt Al. Although there are abundant studies that show CTBs promote work hardening in nt Cu, there are few studies that investigate the influence of ITBs and SFs on tensile ductility of nt Al. Furthermore the mechanisms of dislocation-ITB interactions in nt Al, which may be crucial to accomplish tensile ductility in nt Al, are poorly understood.

3) Certain solutes in nt Al alloys may enable substantial increase of strength and plasticity and significantly enhance the mechanical and thermal stability of TBs in nt Al alloys. The addition of certain solutes may enable us to tailor (reduce) the SFE of Al alloy, so that we can introduce greater density of twins/SFs in nt Al alloys, tailor strengthening and deformation mechanisms in nt Al alloys and accomplish significant increase of strength with little loss in ductility in nt Al alloys.

Recent Progress

1. The formation mechanisms of growth twins in polycrystalline Al with high stacking fault energy (S. Xue et al, Acta Mater., 2015)

   Fabrication of growth twins in Al is a challenge due to the high stacking fault energy of Al. Recently high-density growth twins and stacking faults have been fabricated into Al by introducing nanotwined Ag buffer layers by the magnetron sputtering technique. The Al film grown epitaxially on Ag replicates the microstructures including twins from the Ag seed layer because Ag and Al has identical lattice parameter and crystal structure. In this study, however, we report the observation of growth twins in sputtered polycrystalline Al films on amorphous substrates without Ag seed layer as shown in Fig. 1. Most growth twins are inclined to the growth direction.
Figure 1. Transmission electron microscopy (TEM) micrographs of Al films with different film thickness showing the formation of growth twins. (a) \( h = 20 \) nm, (b) \( h = 40 \) nm, (c) \( h = 60 \) nm, (d) \( h = 80 \) nm, (e) \( h = 100 \) nm, (f) \( h = 140 \) nm. Twins were frequently observed as labeled selectively by arrows in the micrographs. The inserted selected area diffraction (SAD) patterns indicate the formation of polycrystalline Al films.

Although the fraction of twinned grains is low, it increases monotonically with increasing film thickness, reaches a maximum (9%, Fig. 2A) at the film thickness of 80 nm, and decreases thereafter in the thicker films. The nucleation mechanism for the inclined twins is compared with that of the parallel growth twins in Al as shown schematically in Fig. 2B. Basically the nucleation of an inclined twin may be preferred over a twin nuclei parallel to the substrate (matrix). This study provides an alternative perspective to evaluate the formation of growth twins in metals with high stacking fault energy.
Figure 2. (A) The evolution of fraction of twinned grains, average twin thickness and grain size with Al film thickness. The fraction of twinned grains increases continuously with increasing film thickness, reaches a maximum of ~ 9% when $h = 80$ nm, and decreases thereafter in thicker films. The average twin thickness and grain sizes increase monotonically with film thickness and approach plateaus when $h = 100$ nm. (B) Schematic diagrams comparing the nucleation of (a) a perfect nucleus, (b) a parallel twinned nucleus and (c) a nucleus with inclined growth twin on Al matrix. (a) The perfect nucleus and the matrix has the same $<111>$ crystal orientation. (b) The parallel twin nucleus forms (111) CTB on the (111) matrix. (c) A nucleus contains both inclined CTB and incoherent twin boundary (ITB) with the matrix. Note an example of (100) matrix is used to illustrate the concept without losing the generality of the model. A fraction of the matrix-nucleation interface contains ITB with an area of $A_{ITB}$, whereas the remaining of the nucleus has the same crystal orientation as the matrix.

(2) Texture-directed twin formation propensity in Al with high stacking fault energy (in review)

There are limited approaches to promote the formation of nanotwins in Al films. Here, we show that twin morphology and twin density can be altered by tailoring the texture of films. TKD-EBSD experiments were systematically performed to show detailed crystallographic and microstructural information. Epitaxial Al (111) has only two {111} twin variants, matrix and twins, resulting in small isolated twin islands due to abnormal grain growth (Fig. 3b). Epitaxial Al (112) film has the highest density of ITBs, because the {112} and {212} twin variants are separated by Al (102) islands, promoting the formation of ITBs (Fig. 3c). The smaller domain size can thus be achieved by introducing high angle grain boundaries (HAGBs) into the twinned structure to inhibit the abnormal growth of single twin variant. Two designing criteria are identified to fabricate high density twins in Al. These in-depth microstructure analyses supported by extensive EBSD and TEM studies provide an alternative way to promote the formation of highly twinned Al.
Figure 3. Orientation mapping and grain boundary misorientation angle distribution for as-deposited Al thin films by using TKD technique. Row a, b and c show the crystallographic information of Al (110), Al (111), Al (112) separately. Column 1, 2, 3 show the orientation mapping, twin boundary rotation axis, and GB misorientation angle distribution respectively. (a1, b1, and c1) The Al film orientation map (OM) along the Z direction with red lines arising from the Σ3 TB. (a2, b2 and c2) The misorientation rotation axis (MRA) maps reveal the method to differentiate ITBs from coherent twin boundaries (CTBs). For ITBs, the MRA//TBs, and for CTBs, MRA⊥TBs. See supplementary information for details to differentiating ITBs and CTBs. (a3, b3 and c3) The distribution of GB misorientation angle of Al thin films with different texture.

Future Plans
In the next fiscal year, we plan to undertake the following tasks:
1) Study deformation and strengthening mechanisms of different twin structures in Al.
2) Explore the solute effect on twin formation in binary Al alloy systems.
3) Investigate different deformation mechanisms and nt Al and Al alloys.
3) Explore the thermal stability of nanotwins in Al and Al alloys.

Publications-patent through this program, 2015-2017
8. S. Xue, W.C.H. Kuo, Q. Li, J. Ding, R. Su, H. Wang, and X. Zhang, Texture-directed twin formation propensity in Al with high stacking fault energy, under review.
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