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This is the report of a DOE-sponsored workshop organized to discuss the status of our understanding of
charge-transfer processes on the nanoscale and to identify research and other needs for progress in nanoscience
and nanotechnology. The current status of basic electron-transfer research, both theoretical and experimental,
is addressed, with emphasis on the distance-dependent measurements, and we have attempted to integrate
terminology and notation of solution electron-transfer kinetics with that of conductance analysis. The interface
between molecules or nanoparticles and bulk metals is examined, and new research tools that advance
description and understanding of the interface are presented. The present state-of-the-art in molecular electronics
efforts is summarized along with future research needs. Finally, novel strategies that exploit nanoscale
architectures are presented for enhancing the efficiences of energy conversion based on photochemistry,
catalysis, and electrocatalysis principles.

1. Introduction interest in the area has been driven by the exploration of the

Molecular and bulk level charge-transfer processes are now Y€ of m°|'f§‘91|ar units as elements of computer circuits,
fairly well understood;# while characterization of processes moletronics”% Nanoscale charge transfer is important to both

on the nanoscale (1 to 100 nm) is at its beginfinfgRecent the frontier of fundamental science and to applications in
molecular electronics including problems as diverse as sensors,
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TABLE 1: Donor —Bridge—Acceptor System&?6 nanoparticles. The nanopartielgsulator situation includes
studies where the nanoparticle is excited by light, and then the
D A phenomenon of blinking can be obsent&th a number of these
| |

studies the charge-transfer process is accompanied by a charging
process and double-layer effeéfsA task for a combined effort
in experiment and theory is to define what these many systems

donor acceptor measurement have in common and what problems are very specific to each.
1 moleculé molecule Kinetics The.remamder of this paper is organlzed into four sections.
2 molecule electrode kinetics SNIS In section 2, the current status of basic electron-transfer research,
3 electrode electrode resistance both theoretical and experimental, are addressed, with emphasis
4 nanoparticle molecule kinetics on the distance-dependent measurements. We have attempted
5 nanoparticle electrode kinetics SMS to integrate terminology and notation of solution electron-
6 SPM ti electrode current transfer kinetics with that of conductance analysis. In section

2“Molecule” can include complex enzyme systehsingle molecule 3, the interface between molecules or nanoparticles and bulk
spectroscopy; see section 3tBcanning probe microscopy. metals is examined and new research tools that advance
description and understanding of the interface are presented. In
overarching concerns. The experimental measurements used t@ection 4, the present status of molecular electronics efforts is
characterize nanoscale charge-transfer properties include ratgummarized and research needs are discussed. In the last section,
constants, spectroscopy, and conductance/resistance measurgection 5, examples of nanoscale architectures for energy
ments, depending on the nature of the system studied. conversion based on photochemistry, catalysis, and electroca-
From the multidisciplinary nature of the research, difficulties talysis are considered.
naturally arise with language, terminology, and even conceptual
approaches. The range of materials requires a very broad2. Electron Transport Theory and Experiment
knowledge of their properties and leads to questions about how
to connect one material to another and about what the nature
of the contact between the materials is. The partial comple-
mentary nature of different types of physical measurements,
specifically rate constant and conductance, raises the challeng
of providing models that relate one quantity to another.

The donor-bridge—acceptor classification developed by

In the past half century there have been extraordinary
advances in our understanding of electron-transfer processes and
in the theory and tools we bring to bear on this important
Jrocess. Electron-transfer studies, begun with spectroscopic
observations and experimental and theoretical studies of bimo-
lecular reactions in solution, attained a high level of understand-

Ratnef id ifving f K for di ) £ 2 broad ing of homogeneous solution processes, culminating with
atner provides a unifying framework for discussion of a broad g \hermolecular species of known three-dimensional structure,

range of nanosqa_le c_harge-transfer processes. Here it h_as_ bee\ﬁhich enabled a detailed examination of electronic pathwfays.
r_nodnﬁed to ex“pllc_:|tly anorp?rqte"r?anospemes, and t_he distinc- Bridging groups in these supermolecules in which the rigidity
tion between "bridge” and "wire” is neglected. A bridge may ¢ e prigge was a crucial element, included fused alkanes,
function as a spacer or a wire ar:d may Comp.rls? almolecule orpolypeptides, aromatic hydrocarbons, and proteins. Knowledge
a nanoparticle. (Here the term “molecular wire” will be used ¢ gjociron transfer between adsorbed molecules and a metal
only in a specific sense. The |de.al wire is a metalhc ngnoscale electrode was immensely advanced by introducing redox
conductor, one with an electronic transm|§S|on of unity and a ., 5lecules into self-assembled monolayers (SAMaVith a
Landauer resistance bf2e”; only molecular interconnects that g, the three-dimensional structure itself imposes a three-
approach this transmission will be labeled “wires” here.) dimensional order on the charge-transfer bridge so that even
Within this framework the electron transfer is viewed as bridges containing normally “floppy” alkane chains can be
proceeding from a donor (D) to an acceptor (A) via a bridge or studied at fixed doneracceptor distance. Both the homogeneous
a wire. The donor and/or acceptor may be a molecule or an and metat-adsorbate studies use kinetics, and very ingenious
electrode. techniques have been devised to study charge-transfer rates in
A metal or semiconductor nanoparticle (NP) may also serve these systems. Very recently, it has become possible to
as donor/acceptor or bridge, for example, NP-bridge-molé€ule, determine the conductance of a bridge as a single molecule by
shown as 4 in Table 1. The detailed behavior of the nanoparticle measuring the current in a metddridge-metal assembly (in
systems involves the role of the finite size of the nanoparticle break junctiong} between mercury drop§, or other as-
in determining its filled and unfilled energy levels. The semblied®?). The methodology that makes the strongest contact
nanoparticle may be a semiconductor or a metal, and there arewith the solution studies uses an STM or conducting AFNetip
of course, significant differences between them in the theoretical to probe the current through a SAM such as those described
treatment, as well as some similarities. Furthermore, increasinglyabove. Current is determined as a function of tip position and
systems of interest involve the tip of a scanning tunneling potential bias. While nuclear factors introduce an activation
microscope (STM) as one electrode. Thus entry 6 in Table 1 barrier to charge-transport kinetics, the conductance can be
includes an STM tip in place of a bulk electrotlé?The STM expected to be dominated by electronic overlaps. What is our
tip—bridge—bulk electrode has been studied, usually with current level of understanding of charge transport though
nonbonded interactions between tip and molecule and non-molecules in solution, on electrodes, and between two electrodes
bonded interactions between molecule and bulk electtdtfe.  and what are the barriers to further progress in these areas?
The STM tip—bridge—nanoparticle combination has also been These questions are addressed in this section.
studied recently>16typically with a bonded interaction between To interpret and exploit the explosion of experimental data
the nanoparticle and bridge, although a Coulombic bonding is for charge transport on the nanoscale, based on chemical
also possible. Its description again entails the specific propertieskinetics, conductance, and associated spectroscopic techniques,
of the nanoparticle. The nanopartielelectrode combination it is essential to have a unified theoretical framework which
has been studied both with méfaand with semiconductéf spans the broad range of structural, energetic, and dynamical
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regimes underlying transport behavior, identifying the key separation of the donor and acceptor and can generally be
controlling factors, and facilitating the efficient prediction interpreted in terms of a first-order rate constkat

guiding design of new systems and processes. In addition to

basic intellectual understanding, the theory should be capable —d{D}/dt = k.{ D}

of yielding models of quantitative validity. The theory is also
important in formulating and analyzing detailed numerical that is a function of a combination of electronic and nuclear

simulations, ideally at the molecular level. factors®

A particular dynamical issue of central importance in charge 2 2 2
transport is the role of tunneling of carriers between contacts k= 2mHpA T ex;{— (2 + AG) 2.1)
and extended molecular spacers. A number of specialized, t h [AkT 40Kk T '

formal models for such tunneling are available in the chemistry
and physics literaturé®2%-33 put their applicability to realistic ~ Here Hpa is the electronic coupling between the donor and
situations of chemical complexity requires specification of acceptor sites} is the nuclear reorganization parameteiis
crucial energy (gaps) and electronic (transfer integrals) param-Planck’s constantls is the Boltzmann constant, amtiG® is
eters. Such information is increasingly available from computer- the standard free-energy change for the electron transfer.
intensive electronic structure calculations, although this can still (Symbols and conversion units are summarized in Appendix
be a daunting task in situations of extended nanostructures. A.) For molecular species these parameters may be indepen-

Time-dependent quantum mechanics yields generic expres-dently evaluated through spectroscopic studies of charge-transfer
sions for rate constants or conductance, but the physical basig?and intensities and energiesgdi4), structural and vibrational
of the ingredients in these expressions may be fundamentallyfrequency differencesi], and electrochemical or other ther-
different in different transport regimes (e.g., vibronic Franck modynamu_: measurementa®®). .
Condon control in the case of polar media, in contrast to the ~2.1.1. Distance Dependenc&he nature, magnitude, and
analogous situation pertaining to electronic continua in the case€nergetics of the electronic interaction of the separated gonor
of metal or other electrode®)3°Within the Born-Oppenheimer acceptor sites has a major role in determining whether the
framework and associated FraneRondon control commonto  €lectron-transfer (a) proceeds by a coherent tunneling process
the chemical kinetics approach to activated charge transport,(Superexchang, with an exponential dependence on the
carrier “tunneling” is addressed only indirectly, with no explicit Separation distance), in which the electron or hole never resides
reference to a “barrier” for the electron (or hole) to penetrate. ©n the bridge, or (b) involves thermally activated (or nonacti-
On the other hand, many physical models are based explicitly Vated) reduction or oxidation of the bridgeSuperexchange,
on such barriers (defined with respect to an electronic coordi- Which is the quantum tunneling through molecular orbitals with
nate)3? In the latter “barrier” models, for example, the influence €nergies removed from that of the tunneling charge, is mediated
of applied potential bias on tunneling between metallic elec- bY (virtual) states DB~A or DBFA™ (for electron and hole
trodes is relatively straightforward, whereas for the former case transfer, respectively), and these states are not populated in a
(e.g., Franck Condon controlled charge transfer), the influence SUPerexchange mechanism. The exponential dependence of the
of such a bias is more indirect. A thermally activated electron- SUPerexchange rate constégk, on separation distan@®a is
transfer process requires a fluctuation to bring the donor and €0mmonly expressed as
acceptor sites into “resonance” (the transition state corresponding _ _
to the crossing of (vibronic) diabatic energy surfaces), irrespec- Ket = Kunn = Ko €XP(= fpp) (2.2)
tive of the overall driving force of the process. When the
vibronic bath associated with Franekondon control is
replaced by the electronic manifolds of the metal electrode in
conductive junctions, off-resonance tunneling can occur within
the band of energies lying between the Fermi energies of the
two electrodes, which may be offset by some bias potehifat _ a
New research effort is important in bridging sFl)Jch distinct Kiunn = ko ©XPEAWN) (2:3)
methodological approaches for tunneling, and a common
language is needed for capturing the essential features as they
vary with the nature of the conductive junction. B = —(2/a)In(Hgs/AEpg) (2.4)

2.1. Homogeneous SolutiorSolution electron-transfer reac-
tions can generally be regarded as occurring via assembly 1whereHgg is the internal coupling energy between the bridge
(Table 1), a moleculespace/bridgemolecule assembly. For  units,ais the bridge-unit length, andlEpg is the energy of the
bimolecular reactions, one considers the first-order rate constantmediating state (PB~A or DBTA™) above the ground state
for electron transfer within the BB—A assembly (“precursor  (assumed large relative kyg). For efficient long-range transfer,
complex”)® In the case of an outer-sphere reaction the so- 8 should be small, which is favored by decreaskig.
called bridging material is simply the material between the redox In the second mechanism the electron (or hole) actually
centers-solvent molecules and, in the case of metal complexes, resides on the bridge and may be delocalized over the entire
ligands surrounding the metal centers. Electron transfer betweenbridge or diffuse by hopping between bridge sites. This is the
donor and acceptor sites connected by a molecular bridge isso-called “chemical” mechanism. The state<BDA or DBTA~
now fairly well understood® 328 A detailed comparison of are real rather than virtual. When diffusive hopping between
experimental and theoretical results for various detimidge— bridge sites becomes rate limiting, the distance dependence of
acceptor systems has been givémn that work independent  the electron transfer is Ohnfi¢inversely proportional to the
experimental data provided the donor-LUMO or donor-HOMO D—A separation).
gap. A similar quantity is needed for any other bridge-assisted
electron and hole transfers. The rates decrease with increasing Ket = khop 01N (2.5)

where it is assumed thég; has been corrected for the distance
dependence of the nuclear factdiAlternatively, the distance
dependence may be expressed in term&l,othe number of
repeated molecular units. Then the rate constant is

In a superexchange model
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When AEpg is positive, the rate depends on this energy gap. Au - |-s

k0 1/N exp(— AEpg/RT) (2.6)

In general, tunneling and hopping pathways operate in parallel.
Ket = Kun 1 Knop (2.7)

When bqth contribute significantly to the rate, a region of Figure 2.2. Self-assembled monolayer of ferrocene “doped” C13 thiol
distance independence of the rate may occur. The temperaturgn 5 gold electrode.

dependences of the two pathways can be used to clarify the

relative importance of each. 2.2. Adsorbate-Metal Electrode. The rate constant for
Itis also possible for “resonant tunneling” to take place when nonadiabatic interfacial electron transfer from a metal electrode

the gap is zero, and little, if any, falloff with distance (wire to a bound redox group 15235760

length) is expecteélVariable range hopping is also possitié?

2.1.2. Experimental Result$he distance dependences of 2o (Ep)| Y2 )
charge-transfer rates in a range of molecules in homogeneouss = — m f,m [Hpale)l” x
solution have now been elucidated, spanning a range ftom
~0.2 A-1for unsaturated hydrocarbon bridge®to ~1.0 A1 (A + (Exp— E)e—€)
for saturated hydrocarbon bridg#st” Thesef values can be exp— A3k T f(e) de (2.8)

attributed to the electronic matrix elements only if the distance
dependence of the activation energy/ds small or if the where pw(Er) is the effective density of electronic states
correction for its distance dependence has been incltid€d.  near the Fermi leveH) of the electrode (assumed independent
In cases where thAEpg is small (<1 eV), as for hole transfer  of energy; 0.3 per eV for AW), Eppis the applied potential

in DNA duplexes, the contribution of the distance-dependent andE° is the reduction potential of the redox speciess the
solvent reorganization energy.} to # may apparently arise  energy of a particular electrode level relative to the Fermi
not only through the activation energy but also from the l|evel (Er = —Eang), eis the elementary charge, affe) is the

influence ofA on AEpg,**9since the relevamkEpg for thermal Fermi—Dirac distribution of occupied states in the metal.
electron transfer pertains to the transition state. Thus the analysis
of 5 values inferred for DNA systems, which cover a very broad © 1

range (values between 8%to 1.5 A~1 have been reported), YT exple/kgT]

still remains an open question to some extent, with much current

attention focused on following the transition from superexchange The productom(Hpa)? is given as|V(e)|2, an average ovek
coupling to the hopping reginfé Recent work by Lewis et &f states which is defined in eq 5 of ref 59. Equation 2.8 is
(kinetics) and Giese et at.(yields) has yieldeg ~ 0.6-0.8 analogous to eq 2.1. Both express the nonadiabatic, electron-
A-1for hole transfer between guanine (G) donor and acceptor transfer rate constant in terms of the reorganization barrier, the
sites in DNA duplexes, consistent with superexchange tunneling. driving force (here Eap, — E%€), and the electronic factor.
Recent studies of photoinitiated electron transfer through oligo  Provided that the electronic coupling elemétya is inde-
phenylene vinylene bridges of variable length revealed a pendent of energy, the standard electron-transfer rate constant
dramatic switch from exponentially decaying superexchange under equilibrium conditionsBp, = E°) isf!

tunneling to sequential hopping a€pg becomes very small

(<0.1 eV)> A series of X'-(9-amino-6-chloro-2-methoxy- K =KV u (2.9)
acridine= X*)-modified DNA duplexes with doneracceptor

distances varying from 4 to 11 A was characterized with Wherekgom is given by eq 2.1 wheAG® = 0 andyy, is a factor

femtosecond to nanosecond spectroscopic techniques used tgssociated with the electronic density of states as will be
measure forward and back charge-shift rate constants as axploited further in section 2.3.

function of temperature. Increasing the separation between the

acridine derivative and the guanine produced a significant Ym = 7Kg T oy (Ep) (2.10)
increase in activation ener§yandA, due to a dominant solvent

contribution, was estimated to increase from 0.6 eV for 0.34  2.2.1. Self-Assembled Monolayef$ectrochemical measure-
nm separation to 1.6 eV at 1.02 nm separation. This recent workments on self-assembled monolayers “doped” with redox-active
thus reinforces the importance of considering the distance species such as ferrocene (see Figure 2.2) have contributed
dependence of both nuclear and electronic factors. powerfully to knowledge of nm-scale tunneling processes. The
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Figure 2.3. The standard electron-transfer rate constant for ferrocene oxidation/ferricenium reduction in the structure at leftlisv@@€reas

that for the structure at right is 40,000 'sThe differences in rate for the two;£thiols are closely correlated with the nature, particularly the size,
of the electrolyte anions.

interfacial electron-transfer processes studied involve a metal

electrode and a molecular unit (entry 2 in Table 1) in Electron . o
self-assembled monolayers, typically composed of thiols bound transfer transfer

to gold. The exponential distance dependencg.plfias been / ‘
demonstrated for organic thiols as a function of length and the SEARRERR

nature of the bridge (e.g., alkane vs aromatic), yielding results * >

similar to those inferred from homogeneous electron transfer

(above). For alkaneg lies in the range 0:91.3 per A23.60.62 T t‘%. [ ] '@;n R

for oligophenyleneg is smaller, 0.4-0.5 per A53-65 (Ref 27
reviews the recent literature.)

2.2.2. Localized Charge Generation and lon Moti@harge
transfer in classical chemical systems involves motion of ionic R
charges, often via a combination of long-range electron transfer Figure 2.4. Mechanistic schemes for coupled electron/ion transfer in
and counterion motion. The overall reaction driving force and metat-bridge-redox molecule structures.
rate in such systems are greatly affected by the electrostatic
interactions of ions with their local environment and with each  These results highlight the coupled nature of electron and
other. Charge balance is usually simple because no electrondon transport in chemical systems on nanoscopic distance scales.
or ions are added from external sources, and one can usuallySeveral microscopic mechanisms could be envisioned by which
consider the system in isolation. this coupled electron/ion transfer reaction could occur; some

In electrochemical systems the situation can be more complex.0f them are illustrated in Figure 2.4. A critical question is
Fixed charges are generated by electron transfer to/from anWhether one should consider the ion transport step as a coupled
electrode, and charge-compensating counterions are generateahem'cal reaction that occurs separately from electron transfer
at another electrode that is usually positioned far away. The (i-€., @ two-step process), or as one component of an overall
important electrostatics are those associated with the electro-reaction coordinate involving both electron and ion transfer (i.e.,
generated ion and its local environment, and with the charge- & concerted process).
compensating counterion(s) that may or may not be present in Effects of counterions have also been seen on rates of long-
the region near where the ion is generated. Generation of anrange electron transfer in nonelectrochemical systems, and these
ion in a place that is isolated from ions of opposite charge is have been modeled in several w&y&or example, Barnett and
energetically costly, and that cost affects the energy required co-workers report that thermal motions of hydrated sodium
to generate the ioff:57 The energetic cost is diminished if —counterions can strongly affect hole transport along DNA double
counterion(s) can come close to the electrogenerated ion, but ifhelices in solutiorf? In their experiments, hole transport along
that process is slow then it can limit the overall rate of charge native B DNA oligomers was compared with that along
transfer. comparable oligomers that had been modified to incorporate

These ideas are illustrated in recent work by Sumner and co-Na'-starved regions into the double-helix region between the
workers (see Figure 2.3) involving an electrochemical system charge injection point and the GG site to which the injected
in which a redox molecule (ferrocene) is positioned in a self- holes ultimately migrate. The extent of hole migration was much
assembled monolayer on a gold electrode in a microenvironmentless for the N&-deficient oligonucleotides than for the native
that does not permit access of counterions to the redox oligonucleotides, in agreement with simulations which suggest
molecule®® Charge transfer between ferrocene and gold is that hole transport is coupled to stochastic fluctuations in the
dramatically slowed when the ferrocene is “buried” in a counterion spatial configurations. This work and the work by
hydrophobic pocket into which anion access is inhibited. In Sumner et al. highlight the manner in which electron (hole) and
contrast, direct exposure of the ferrocene to the contactingion dynamics can become coupled in systems where charge
electrolyte increases the ferrocene oxidation/reduction rate by€Xists in localized states.
over 2 orders of magnitude, despite the fact that the molecular 2.3. Metal/STM Tip—Molecule—Metal Electrode. In con-
“bridge” connecting ferrocene to gold is the same in both cases. trast to homogeneous and interfacial electron transfer, in which
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conducting AFM tip. The scans were stopped at nanoparticle

junctions and the conductances of individual assemblies were
probed as a function of bias voltage, and, in some cases, lateral
force. Multiple measurements were obtained by probing different

nanoparticle junction sites.

One remarkable aspect of the system’s behavior is the
appearance of 145 “quanta” of current. These quanta are
attributed to 1 to 5 dithiols linked to the tip by the intervening
Figure 2.5. Configuration used for multiple conductance measure- nanoparticle(s). Another potential issue is the exact role of the
ments. (Au-S—(CH)n—S—Au—Np—Au) where Au-NP is a ligand- nanoparticle, since Coulomb blockade has been observed for
capped, gold nanoparticle. gold nanoparticles in the 1.1 to 2.0 nm size rakg€.Other

aspects of the charge transport appear to be quite different from
a rate constant is the experimental quantity sought for motifs 3 what is observed in alkanethiol monolayers (by, e.g., electro-
and 6 in Table 1, resistance or conductance (reciprocal of thechemical or STM/AFM measurements). The absolute magnitude
resistance) is the experimental parameter. The conductance i®f the conductance (at low bias) of molecules in metal
given by the Landauét formula, which relates the linear —molecule-metal junctions is close to what can be inferred from
conductanceg of a contact(molecular bridge} contact system  interfacial electron-transfer rate constants measured for related

Meta

to the electron transmission coefficiefit systems. (See section 2.4.) However, the electronic decay
coefficient,, is reduced below the value found for the case of
26? contact to just one electrode. Corresponding to the small value
9="TE) (2.11) of 8 at small <50 mV) bias,$ at high bias (up tat 1 V)

drops substantially with increasing bias. These observations are
whereE is the Fermi level of the contacts at zero voltage bias. difficult to understand. Electronic structure calculations show
ForT=1,g=2¢%h=(12.9 k?)~1, the maximum conductance that the gold Fermi level I|_es_ near the m|ddle_ of the HOMO
per molecule. In principle, the distance dependence of the LUMO gap,/8 so that the dithiol molecular orbitals are some 5

conductance (like that for the rate constant) can be exponential®V away from resonance. Under these conditiBrshould be
about 1.0 (per methylene) and only very weakly dependent on

g =g, exp Bdpa) (2.12) bias. An implication of the observed distance dependence is
that the dithiol energy levels have shifted dramatically with
respect to the gold Fermi level. This raises the issue that the
metal electrodes used to contact molecular conductors may play

00 1/N exp— AE--/R 213 a dominant role in conduction of the overall system, a topic

g PC AEpe/RT) (2.13) dealt with in the next subsection.

where (as above) is the number of repeated residues (e.g., 2.3.2. Role of Metals in Molecular Conducticin important
CHj, etc.). factor that affects the currentoltage characteristics of a

2.3.1. Experimental StudieSeveral types of “MIMs” (metat metal—molec_ul&metal system is the energy of the metal Fermi
insulator-metal) have been devised and studied, with the goal '€Vel Er relative to that of the HOMO and LUMO levels of the
of characterizing the conductance of the (usually organic) Molecule. At equilibrium and with no applied voltage, the Fermi
molecule. In “break” junctions single molecules are trapped levels (chemlcal_ potentials) of th_e two metals will coincide at
between metal electrod@s’? Self-assembled monolayers as ©NergyEr The alignment o« relative to the HOMO or LUMO
described in section 2.2 are interrogated with scanning tunneling &ffécts how readily an applied bias can bring a molecular level
microscopy in dry N2 or under a solvent. Self-assembled into resonance with a metallic conduction state to produce an
thiolate monolayers on gold were probed as a function of thiolate @PParent large turn-on of the current. Before resonance the
with the gold tip of a conducting AFM probe, afidfactors of ~ alignment of Er affects the tunneling decay rafe and this
0.42 A1 and 0.96 A were found for oligophenylene and expo_n_entlally affects the magnitude of the current. Whllg such
alkane, respectivel This distance dependence (measured in S€nsitivity has been suggested for the conductance'#ita,
the presence of dry ) is similar to that found for the shou]q _be.noted that the analogoys dat.a for examining such
electrochemical solution measurements obtained for aqueousSensitivity in the electrochemical kinetféss not available.
media (somewhat surprising, given the potentially large shift Exactly whereEr lines up relative to the molecular levels
in energies on changing the surrounding environment). Wold does not have a simple “universal” answer. The situation is quite
and Frisbie found electronic transport across all-trans alkyl reminiscent of the metal/semiconductor interface, which pro-
chains (in the absence of solvent) to depend critically on whether duces the Schottky barriep. The barrierg is the energy
the chains are chemically bound to the electrodes or not in metal/difference between the metal Fermi le&! and the semicon-
molecule/p-type semiconductor junctions; tunneling of holes in ductor conduction ban&., ¢ = Ec — Er. This problem has
these semiconductor-containing systems is more efficient thanbeen examined extensivelyand we briefly review it here to
that of electrons; indeed, hole tunnelingdn-bonded chains learn the general principles as well as the difficulties in obtaining
appeared similar to electron tunneling through conjugated@nes. a quantitative theory. The simplest estimateyois to set the

The configuration shown in Figure 2.5 has been used to makevacuum levels of the metal and semiconductor equal. This
conductance measurements at more than 4000 “single-molecule’estimate isp = W — y, where W is the metal work function
sites, where it is assumed that the alkanes are in the fully transand y is the electron affinity of the semiconductor. This so-
conformationt® Dithiol bridges were introduced into thiol self-  called “Schottky limit" seldom works because it neglects the
assembled monolayers and then topped with gold nanoparticlescharge transfer and rebonding at the interface, which produces
(“Au102(PPR)21Cls" 7% capped with triphenyl phosphine ligands. interface dipoles. Another limit is the Bardeen limit in which
The assemblies (under toluene) were then probed with aEgis “pinned” at the same level for a particular semiconductor

or “Ohmic”



6674 J. Phys. Chem. B, Vol. 107, No. 28, 2003 Adams et al.

for all metals. In the Bardeen limit all metals produce the same  2.3.3. Electric Field A concept related to that discussed in
barrier ¢. This is observed in many semiconductor/metal section 2.3.2 is the voltage drop profile of the metal/molecule
systems. Tersoff put forward a model of Fermi-level pinning  system under bias and how it affects theV characteristics.
for metal/semiconductors in which the alignment is controlled Mujica et al®* used a simple tight-binding model to find the
by the semiconductor and has little to do with the metal. The voltage profile across a molecular chain. These results are quite
concept is that the metal states with energies within the informative in that they show that the largest potential drop
semiconductor band gap tunnel into the semiconductor, and theoccurs for atoms near the electrodes. Li et?ahave found
tunneling behavior is controlled by the semiconductor. These similar results for dithiolated alkanes connected to Au, where
metal-induced band gap states are filled up to the so-calledthe largest drop occurs between Au and the end S atoms of the
“charge neutrality level” (CNL) of the semiconductor. The CNL molecule.
is where the tunneling states change from valence-band to A nice model to view this behavior comes from the work of
conduction-band character. This theory has been quite successfuTian et al®® They consider the molecular levels as being fixed
and qualitatively explains the data. But for some systems, it under bias, while the two chemical potenti&s and EF (for
too fails. the left and right electrodes) are displaced from each other by

A fully self-consistent electronic structure calculation is able, €V, whereV is the external voltage bias. Electrons that can
in principle, to determine the lineup of a metal/molecule system transfer through the molecule are those within the “energy
since it includes all charge redistribution effects. Xue efal. window” betweenEg andER. If the molecule and its contacts
have used a density functional technique to study phenyldi- are symmetricEk moves down byeV/2 (Ek = Er — eVl2) and
thiolate between Au contacts. They find that dipole effects due EX moves up byeVi2 (EF = Er + eV/2). This produces a
to the sulfur-gold bond affect the lineup, and the results are symmetric—V curve (1(—V) = +1(+V)). At high enough bias,
very encouraging. Tomfohr et & followed up on the Schottky ~ a molecular orbital may enter the energy window betwign
barrier analogy and determined the charge neutrality level of andgR to produce a resonance and a rapid increase in current.
electronic structure calculation. The self-consistent alignment of pias for either positive or negative bias.
of the Fermi level is found to agree well with the CNL of the A symmetric situation is not the norm. Even for a symmetric
molecule. This gives hope that general concepts that give nlecule the left and right chemical contacts may not be the
guidelines may be developed as for Schottky barriers. Clearly same: one contact may be much stronger than the other. Tian
more theoretical work is needed to obtain a comprehensive ot 5182 introduce an asymmetry parametgmwhich raises or
theory for the lineup, andirect comparison with experiment  |gwers the two-electrode Fermi levels (relative to the molecular
is lacking. levels) at different rates under bids; = Er — zeVandEf =

In additon to the issue of the alignment of the Fermi level E_ 4 (1 — y)eV. The difference betweeB: andEF is eV as
relative to the molecular orbitals, the metal contacts can perturbrequired. This asymmetry parameter can produce a very
the molecular states. Clearly, overlap between metallic and asymmetric+V curve. To see this, suppose we have a molecule
molecular states is a prerequisite of electronic coupling, and with a 3 eV HOMO—-LUMO gap, and suppose that the two
overlap produces hybridization. This effect is usually small, metal electrodes line up their Fermi levelsEat which is+1
much less than an eV, which is smaller than effects from ev above the HOMO (or equivalently 2 eV below the LUMO).
polarization and charge transfer at the interface that controls Consider the extreme casepf= 0. This means that the Fermi
the Fermi-level alignments (which can shift (uniformly) states |evel of the left electrode is “locked” onto the molecular levels,
by an eV or more in energyf. The presence of metals is also  while the right metal electrode Fermi level floats up or down
important in determining local electric fields (see section 2.3.3). exactly in line witheV. This might model a system with a strong
An extreme example of this is resonance Raman enhancementghemical contact with the left electrode and a weak one for the
owing to coupling to plasmons in metallic nanoclusters. right. If we apply a bias of-1 V, the energy window between

Electroactive molecules generally have redox-accessible stateEE and E,Ff ranges from 1 to 2 eV above the HOMO (or
that lie within an eV or so of the metal Fermi level, and bonding equivalently 2 eV to 1 eV below the LUMO). The situation
such molecules to metal electrodes may modulate their con-changes drastically under reverse bias. Reverse the bias to
ductivity. It is, however, surprising that significant effects are V. The energy window now ranges from 1 eV to 0 eV above
implicated for then-alkane bridges discussed in section 2.3.1, the HOMO (2-3 eV below the LUMO). Since the energy
as these are inert molecules with highly localized electronic window here has just captured the HOMO, we open up a
states. Thus, it appears that contacting these (electrochemicallyyesonant channel for conduction and the current becomes very
inert molecules to gold electrodes at both ends may have alarge. Instead of thé—V being symmetric, we instead find
profound effect on their conductivity. It could be the case that rectifying-like behavior: a large current (due to resonance with
these metal-induced effects result from a major change in thethe HOMO) with one bias, and little current (no molecular
electronic properties of the system compared to its components.orbital resonance) for the opposite bias. Such rectifying behavior
Alternatively, the changes may be caused by constraining theof an asymmetrically coupled molecule has recently been
conducting molecule to remain attached to the electrodes, simulated using the advanced nonequilibrium Green’s function
eliminating degrees of freedom available to unconstrained technique’*
molecules. Whatever the cause, it is clear that metal contacts The magnitude of the field in reportée-V measurements is
can play a significant role in the electronic properties of a in the range of 10— 1° V/m. (The field used routinely in
metak-molecule-metal nanoscale system. These effects will Stark (electroabsorption) experiments is’100° V/m.) The
have to be characterized and understood, using such tools asield used for thel—V measurements is comparable to that
photoelectron spectroscopy (PES) and 2 photor#1&S, well common in electron-transfer solution experiments: for a
as local probe measurements on well characterized assemblieD—B—A assembly in a solvent of dielectric constant D
This is a necessary step in the rational design of nanoscaleundergoing charge transfer from negatively charged D to neutral
molecular electronic devices that rely on metal contacts. A separated bylba = 1 nm, the field across the molecule is
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10°%Ds VIm—10" to 1 V/m, depending on the solvent used.
As described above, the field need not, and generally will not,
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The simple McConnell superexchange model (for nearest-
neighbor or tight-binding coupling among D, A, and bridge sites)

be uniform across the molecule, and likely there is a reduced may be expressed As%.32:33

field within the molecule and a significant enhancement of the
field at the metal/molecule interfaces.

2.4. Comparison between Electron-Transfer Kinetics and
Conductance in Metat-Bridge—Metal (MBM) Junctions.
The kinetics of electron (or hole) transfer between localized

Hpa = (Hpy)(Hya) Gin(Ep) (2.19)

where the D and A sites are coupled, respectively, to the sites
1 andN of the bridge (taken as a linear sequenceNddites)

molecular donor and acceptor sites, mediated by a molecularand Gy (Ep) is the Green’s function of the bridge, evaluated

bridge or spacer (eq 2.1) or in the related interfacial electron-

at the energy of the donor stak. Note that the coupling

transfer process (eq 2.9), shares many features with conductancgetween D and A is indirect through the bridge, so that there

in related metatbridge-metal (MBM) junctions. Guided by
appropriate dynamical modet%;33.8586 it is important to
appreciate the similarities as well as significant differences

is no direct coupling between the two. Instead, higher order
perturbation theory is needed, which is exactly solved by the
T-matrix, T = H + HGH, leading in the present case to

between the two types of charge-transfer process. While a givenHp, (as in eq 2.19F Tpa = Hp1Gin(Ep)Hna &

DBA entity may be common to both processes, many details

of the system may differ, including the nature of the initial and
final states and the “reservoirs” to which the D and A sites are
coupled?®2086 |t has been proposed recerfl§® that the
Landauer expression (eq 2.11), initially introduced to account

In dealing with the larger context of an MBM junction, one
may attempt to maintain the identity of the DBA moiety
involved in the electron transfer (eq 2.1 or 2.9), as Nitzan has
done?2 but now providing for the coupling of the D and A sites
to metal electrodes (i.e., electronic reservoirs; at the same time,

for coherent electron tunneling, can be reexpressed and generalthe vibronic reservoirs so central to electron-transfer kinetics

ized as follows:

9= €Ky (Eppi(Ep)

where the electron-transfer rate constkst defined by con-
sidering steady-state charge transp&gt € ks9, may include

in parallel both coherent tunneling through the bridgg,X and
incoherent hopping initiated by thermal charge injection onto
the bridge knop) and wherepi(Er) is the initial electrode density
of states (introduced asu(Ef) in eq 2.9):

ket = ktun + khop

We consider now the special limit; = kwn Which occurs
when the energy gaps between resonant initial and final state

(2.14)

(2.15)

and an intermediate charge-transfer state involving the bridge
are sufficiently large. In this case the bridge-mediated tunneling

S,

may be absent or of much less significa#?e¥. In effect, the
model for the isolated DBA systems is broadened to include
the additional “donor” and “acceptor” sites provided by the
metal electrodes. We thus have an extended Green'’s function,
Gpa(Er) which includes the D and A sites as well as tNe
sites of B29:30.32.33

HDlHNAélN(EF)
(EF - ED - ZD(EF))(EF - EA - ZD(EF))

Gpa(Ep) = (2.20)

If the D and A energiesHp, Ea) are assumed to be quite close
to the metal Fermi energ¥f) (e.g., as a result of strong contact
interaction®?), it is essential to include the so-called “self-
energies”,2p and 2 (generally complex), which reflect the
influence of the metal reservoirs. Discrete levels of the molecular
bridge are resonant with the metal continuum of states. The

may be described by superexchange tunneling, as discussed ifhitial molecularo-function density of states broadens into a

section 2.1.27 Dealing first with the DBA system in isolation,

we may express the rate constant for electron transfer betwee

D and A ke, as eq 2.1, and more generally we may write
key= (47°/h)|HpADOS (2.16)

where DOS is the effective density of states associated wit

the standard Golden Rule formulation of the rate constant. For
homogeneous electron transfer, DOS corresponds to FCWD,

the Franck-Condon weighted density of vibronic states control-

ling activated electron transfer when D and A sites are coupled

to vibronic reservoirs (eq 2.£5:3233For electron transfer from

continuous local density of states spectrum with peaks and

rxﬁ/idths described b¥. The self-energies are also crucial if the

ridge sites approach resonance vi?%30 The over bars in
eq 2.20 allow for the fact that incorporating DBA into the
junction may modify the electronic structute; 3385 although
such effects are not included in the treatment below. In terms

i Of Goa, the conductance may be expressed®ds,

2
o) = (%) GonEIP ToEITAE) (220

where the “widths'T' (the imaginary components &) reflect

a molecular adsorbate to a metal electrode, the FCWD due totheagtrength of the MD and A-M coupling. Nitzan has pointed
the electrolyte phase, as well as the molecular modes of theQUt” that whenX is dominated by itd” component (as might

DBA system, is supplemented by an additional fagtar due
to the electronic manifold of the met&f0.62.88(eq 2.10).
DOS= y,,(FCWD) (2.17)

WhenAG° = 0, Franck-Condon weighted density of states

FCWD= [ﬁ] 1 exr{— ﬁ_]

From eq 2.10, withkgT = 0.026 eV (298 K) angw(Er) = 0.3
eV~ for a gold electrod&?8%yy = 0.024.

(2.18)

be expected for strong chemisorptive coupling), then the
following simple relationship betweapandke; emerges (subject
to various assumptiofd:

g~ 8¢’ ( kets)
7T, \PO

Making the plausible assumption tHa$ = I'a ~ 0.5 eV yields
the order of magnitude relationship

(2.22)

g~ 5 x 10 *%,/DOS (2.23)
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TABLE 2: Comparison of Experimental g(2~1) and kg; (s71) Data for Alkane Chain-Mediated Charge Transfer

alkane bridge 5 x 10%/DOSF 8 x 1072%./DOS
(X(CH2)n-2) g(Qv)y (eq2.23) (eq 2.25)
n=38 (10.3+0.5) x 1070 2x10°8 3x 101
n=10 (3.5 0.2) x 10710 (24+1)x 10°° (3+1) x 10712
n=12 (1.240.1) x 1010 (2+1)x 10710 (3+1)x 10713

aX = (CHy) in the conductance measureméfhtdand some of the electrochemidal measurements.In other electrochemical measurements,
X is an amidé&°1(C(O)NH) or estei’ (—C(O)OC) moiety? In the conductance measureméhtdD and A thiolate groups are coupled, respectively,
to a planar gold electrode surface and a gold nanoclusterthe electrochemicél62639%, measurements, the D and A groups are, respectively,
a thiolate linked to a gold electrode surface and a ferrocene group. The room-temperature FCWD was evaluated on the basis of a classical model
using a value of 0.9 eV for the reorganization energy (FC\WD3Xp(—A/4ksT)/(4ks TA)Y2 = 2.95 x 104 eV~1).606291A value of 42 was used
for 1/ym (see eq 2.10).

where the units 0, ke, and DOS are, respectively, reciprocal gradual than observed in thg data (~3—4 per CH grouF®628j,
ohms Q1) seconds (31, and electronvolts (eV}. In egs 2.22 the calculated ratio df to ke increases by an order of magnitude
and 2.23 ket is taken askun (see eq 2.15). over the rangen = 8 to 12. This difference in falloff rates

As an alternative to the limiting case described above (where suggests important sensitivity of the transport rate to details of
T is dominated byl", due to the near resonance of the D and A the contacts between the components of the juncfi®?&The
levels with the Fermi level) we may adopt a model of presence of the gold nanoclusters in the conductance studies
conductance in which the explicit presence of D and A sites is may also play a role.
dropped and the bridge is taken as being directly coupled to Comparisons may also be made for unsaturated bridges. For
generalized donor and acceptor sites, including the metal example, the scalell: value (eq 2.23) for electron transfer

electrodes?! If the coupling is characterized Wy g andHgg, through an oligophenyleneethynylene bridgéd{& within an
and the metal density of states py and pr (Wwhere L and R order of magnitude ofj for conductance through an oligo-
denote the “left” and “right” electrodes), one obtains phenylene bridge (B in a case where the two systems have
similar overall metatmetal separations~18—20 A, corre-
€ Kot HﬁBHéR sponding respectively to two phenyleneethynylene units and
9= 2poslliz 2 G (2.24) three phenylene units).
27 HDBHBA

(by analogy with the notation in eq 2.21, “width§| or I'p

may be defined a| = p H; andTr = prH3g). If the ratio (a)
of Hs is taken as order of unity ang, pr ~ 0.3 eV'! (as

already adopted above for gold following eq 2.18), we obtain

g~ 7 x 10 **k,/DOS (2.25)

(A related analysis has been discussed in ref 31.) (b)

Equations 2.23 and 2.25 provide a convenient approximate
basis for comparing estimates@andke; involving a common
bridge unit. As an example, Table 2 offers experimental 2.5. Calculation of 8. Theory and computation are essential
conductance and electrochemical kinetics re¥fi$291.9hased to interpretation of electron transport mechanisms. The super-
on charge transfer through linear chains comprisedNof  exchange description has been widely used for molecular
framework atoms N = 8, 10, or 12) of types (Chn, electron-transfer processes in solutf@rt the heart of these
C(O)NH(CH)n-2, C(O)O(CH)n-2, all of which have similar calculations is the calculation of the molecular Green'’s function,
lengths (for a given value oN). In the conductance experi- also know as the propagator. The quantum mechanical propaga-
ment38°2alkane bridges are terminated by thiolate groups linked tor describes the propagation of an electron of a given energy
on one end to a planar gold electrode and on the other to athrough the molecule.
gold nanocluster through which contact to the conducting atomic  2.5.1. Calculation off with a Recursion Relatior recursion
force microscope (AFM) tip is made. In the electrochemigal relation has been formulated for the Green’s function for
measurement®;%2°1one end of the bridge is linked to a gold calculating the effective electronic coupling in bridge-assisted
electrode by a thiolate group, and the other end is linked to a electron-transfer systems, within the framework of the tight-
ferrocene group. Thus, in all cases, both bridge termini are binding HamiltoniarP* The recursion expression relates the
covalently linked to their outer neighbors. Green’s function of a chain bridge to that of the bridge that is

Table 2 indicates that the limiting theoretical model repre- one unit less. It is applicable regardless of the number of orbitals
sented by eq 2.23, i.e., with D and A levels nearly resonant per unit. This method has been applied to a ferrocenylcarboxy-
with the Fermi level, accounts for the observed transport data terminated alkanethiol on the Au(111) surface. At larger
to within about 1 order of magnitude, a result which may be numbers of bridge units, the effective coupling strength shows
considered quite satisfactory given the assumptions involved an exponential decay as the number of methylen€H,—)
in the model and the fact that the various experimentally studied units increases. This sequential formalism shows numerical
systems, despite their generic similarities, do exhibit chemical stability even for a very long chain bridge and, since it uses
differences. The alternative (nonresonant) model given by eq only small matrices, requires much less computer time for the
2.25 yields appreciably smaller predictgdalues lying below calculation. Identical bridge units are not a requirement, so the
the experimental values by factors ranging from B8G<(8) to method can be applied to more complicated systems.
400 (= 12)1692Corresponding to the intriguing fact that the 2.5.2. Calculation of with a Complex Bandstructure
falloff of g with n (1.8 per CH group? is appreciably more  Approach. A complex bandstructure approach has recently

L n
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proven valuable in interpreting the conductances of alkane conversion, for example, in battery and fuel-cell electrodes and

dithiols bridging a gold electrode and an AFM #{% The galvanic photoelectrochemical devices. Energy conversion in
complex bandstructure of a periodic system is the conventional such devices nearly always involves creation and/or motion of
bandstructure extended to complex Blokhvectors. Thek charges, therefore energy conversion will always be fastest and

vectors with an imaginary part describe spatially decaying wave most efficient when charges can be generated and moved
functions and arise in, for example, the analysis of impurity without high energetic cost. This idea is quite general, such that
and surface states. They also represent the quantum tunnelingny nanoscale system which transports charge by a site-to-site
states, which are vehicles of electron transport through a barrierhopping mechanism should be strongly affected by the energet-
such as a thin oxide layer or a molecule. Plots of the band energyics of ion generation and motion. The coupled nature of electron
as a function of the distance decay coefficignare used to and ion hopping is widely recognized for charge transport in

determine which bands have sufficiently small valueg db bulk materials such as redox polymétsind the ideas that have
be effective in long-range transfer. For alkane, alkene, and evolved to describe charge transport in such systems should
benzene chains the following results were obtaihpcoviding translate well to nanoscale systems.
In some nanoscale systems involving charge transfer, the
B, Al B, per C situation is less clear. For example, consider the case of charge

transfer between two metal electrodes connected via a single
bridging molecule. Charge transfer can occur across such a two-

NN 0.79 ~1 terminal structure in the absence of electrolyte or solvent without
ever generating a fixed charge; thus, the energetic cost of

NANANANANS 0.27 0.34 generating and moving ions is expected to have relatively little
effect on the rate (current). In such a structure, charge transport

=\ __ //\ __ 0.7 coulq also occur by a hopping m.echanism involvjng transient

N\ / — \ / — : creation of charged sites on the bridge. Three-terminal molecular

devices in which a third electrode is brought into close proximity
to an electron donor or acceptor in the bridge to achieve control
over the charge transfer across the bridge are also of interest,
Gﬁjrimarily for applications in molecular electronics and infor-

' mation processing. It seems likely that the energy associated
with forming and transporting ionic sites could be important
in such structures. The question of how one should think about
the charge balance in such structures is an open one, since
ionic sites are presumably generated but charge-compensating
counterions need not be present to transport charge. These
systems present an opportunity for improved understanding of
charge transport on the nanoscale.

a direct link with experiment. The form of the complex

bandstructure clearly elucidates the molecule length dependenc
of the tunneling current. In formulas such as eqs 2.19 or 2.21
the effect of tunneling manifests itself through the Green’s
function, which depends on the electron’s energy within the
HOMO—-LUMO gap of the bridge. The Green’s function can

theoretically be composed of a sum of contributions from Bloch-
like wavevectors, with the wavevectors being complex (expo-
nentially damped instead of oscillating). For long molecules,
one need only keep the smallest complex wavevector (the

smallests value) to arrive at a simple, yet exact in principle, . . .
w ) pie, ¥ b P Metal nanoparticles and nanopatrticle arrays comprise another

method to estimate the Green’s function. The structure of the nanoscale system in which fixed ionic sites may effect charge
complex bandstructure also suggests a scheme to align the Ferm[|

level of the metal with the molecular orbital energies, similar ransport. Metal nanoparticles can transport charge by a hopping

) . - : mechanism involving transient charging of the nanoparticle
to Schottky barrier alignment in metal semiconductor systems. . .
26. G L] for the F 261 Methods f (treating the particle as a nanoscale capacit@¥and/or by a
6. General Issues for the Future.2.6.1. Methods for metal-like transport mechanism involving significant electron
Collection of Statistically Significant Data Setdany studies

. delocalization among the particl&Particle size and spacing,
of th_e conductance of molecule_s (entry 3in '_I'able 1) have beenthe dielectric properties of the medium in which the particles
carried out one molecule at a time. It is desirable to be able to

- are immersed, and the presence of free ions (electrolyte) in the
efficiently collect sets of data for a large number of molecules.

S ; local medium will be crucial to the behavior of such materials.
Utilization of self-assembled monolayers offers one solution to A unified picture of charge transport in such materials has not
this problemt®16.95 put other approaches, such as use of

. ) yet emerged, and the development of such a picture constitutes
pattlt(ejrrll)ed %:eCtLOd de arraé/s ortl)to Wh'c.z the molecules of INterestynother significant opportunity in the area of nanoscale charge
could be adsorbed, need to be in wide use. transfer.

2.6.2. Coupled Electron and lon Motio@harge transfer in
classical chemical systems involves motion of fixed ionic
charges, often via a combination of long-range electron transfer
and counterion motion. The overall reaction driving force and  Although there are many manifestations of charge transport
rate in such systems are greatly affected by the electrostaticat interfaces, the nature of electron transport at the interface of
interactions of ions with their local environment and with each a metal with a single molecule or molecular nanostructure is
other. Charge balance is usually simple since no electrons orcritically important for understanding a broader array of
ions are added from external sources, and one can usuallyinterfacial phenomena and for many technological issues. For
consider the system in isolation. As discussed in section 2.2, example, the drive toward electronic processing of information
electrochemical systems are more complex because charges duiato the nm dimensional regime will require a major shift from
to electron transfer may be generated at one electrode whilecurrent silicon-based MOS device structures. Molecular and
charge-compensating counterions are generated at anothenanoscale organic materials offer a potential new paradigm, but
electrode that is usually positioned far away. The coupled nature our understanding of these phenomena is limited. Many of the
of electron and ion transfer is certain to be important in many proposed schemes for a molecule-based nanoelectronic device
other nanoscale systems involving charge transfer. This will require making electronic contacts to one or a group of
include nearly all systems utilizing nanoscale materials in energy moleculest®®-1%8 |n this regard, electronic interaction between

3. Electron Transport at Interfaces



6678 J. Phys. Chem. B, Vol. 107, No. 28, 2003 Adams et al.

a metal electrode and a molecule determines not only contact
resistance but also the functional nature of the molecular device.
For a small molecule contacted by two metal electrodes, the
complete system could be regarded as an interface problem.
The transfer of electrons through such interfaces can also directly
influence the effectiveness of energy conversion processes
important to advanced fuel cell development, solar energy
harvesting, or photocatalysis.
From scattering theory, the electrical conductargefdr a

single molecular orbital coupled to two electrodes may be

described through the expression (which is equivalent to eq 2.21
in section 2.43°30 Figure 3.1. Molecular resolution STM images of flat-lying pentacene
monolayer (left) andr-stacked multilayer (right) on the Au(111)
g=gAA G? (3.1) surface. The scale bar is 10 A. The molecules are vapor deposited onto
L&R ’ the surface in ultrahigh vacuum at a substrate temperature 6€25
(J.-H. Kang and X.-Y. Zhu).

whereg,. (= 2€%/h) is the quantum of conductanc&; andAg
represent the electronic coupling strength between the molecularshows STM images of pentacene molecules at monolayer and
orbital and the left and right electrodes, respectively; &nd multilayer coverages on the Au(111) surface. The strong
the Green'’s function matrix element for the molecular bridge. molecule-metal interaction leads to the formation of a new
This approach separates the problem into two parts: the contacmolecular lattice structure:z-stacking, as opposed to the
problem and the bridge problem. This formalism clearly shows herringbone structure observed for the bulk pentacene crystal.
that the contacts are as important as the molecular structure inNote that these images reveal the density of electronic states
governing electron transpoi®110 In reality of course, the  with submolecular resolution, but an actual determination of
molecular bridge itself can be strongly influenced by and not nuclear coordinates and chemical identity is not such an easy

strictly separable from the contads. task. Recent experiments on inelastic tunneling with STM have
The conceptual starting point for treating the contact can be allowed the recording of vibrational spectroscopy of single
the Newns-Anderson chemisorption mod&#-112but the one- molecules on metal surfac&$. This development provides a

dimensionality of the metal in this model is a significant powerful means of structural determination on the single
limitation. An improvement treats the metal electrode as a semi- adsorbate level. However, SPM techniques are of limited use
infinite continuum, the so-called “jellium” modél3 More recent when the substrate deviates from a flat, single-crystal surface.
treatments employ atomistic models of contacts and reveal the Other bulk-based probes, such as X-ray absorption fine
sensitivity of interfacial electron transfer to structural details of structure, X-ray photoelectron diffraction, and electron diffrac-
the contact, such as surface coordination number, bond distancetion, are also sensitive to interfacial structure, but these
symmetry, and chemical identi#y*115These structural factors  techniques provide ensemble averages. Although these tech-
determine the electronic configurations of the interfaces. A niques are useful and can provide detailed information on
limitation for all of these theoretical approaches is the absence molecular configuration at well-defined interfaces, it remains a
of dynamics, i.e., the time scale for electron transfer and great challenge to obtain similar levels of understanding for
electror-nuclear coupling. An accurate account of dynamic molecular configurations at interfaces useful for nanoscale
factors will necessitate inclusion of the breakdown of the Born  electron transport, particularly when the interface is buried, such
Oppenheimer approximation. as in a metatmolecule-metal device. The knowledge of
Here we briefly examine the key issues involved in interfacial molecular configuration in such a “sandwich” is critical to the
electron transfer mainly from an experimental perspective and interpretation of experimental observations in molecular devices,
for meta-molecule and metalnanoparticle assemblies in the such as the negative differential resistance observed re-
absence of solvent and electrolyte. We illustrate some directionscently102193 However, we may need to infer this knowledge
and concepts for elucidating these issues:Sttjicture— what from model moleculemetal systems until breakthroughs in
atoms are present at the interface and where are they located@xperimental techniques are found.
(2) Electronic configuration— what are the electronic states of 3.2. Electronic Configuration at the Metal—Molecule
the molecules at the interface and how are they coupled to thelnterface. Given a molecular configuration on a metal surface,
electronic states of the metal? Bynamics— what is the time we need to understand and describe the electronic structure of
scale for electron transport and for response of the system tothe coupled metatmolecule system. In some cases it may
the electron transport? suffice to describe the electronic configuration of the molecular
3.1. Structure at the Metat-Molecule Interface. Molecular system and then to understand the couplings of this system with
systems are strongly influenced by interaction with different the metal. In other cases, especially where covalent bonding
phases present at an interface. To the extent that the-Born between the molecule and the metal occurs, this may be
Oppenheimer approximation is suitable for describing molecular insufficient and a complex description is necessary. Key issues
systems, it is critical to know how the atomic species are include (a) the extent of charge redistribution due to adsorption
configured as a first step toward defining the electronic and the resulting surface dipole; (b) the alignment of molecular
configurations of these species. We also recognize that the localorbital (MO) energies to the metal Fermi level; and (c) the
environment, whether gaseous or liquid or solid, does and canstrength of electronic coupling (wave function mixing) between
influence very strongly the atomic configurations. discrete molecular orbitals and continuous metal bands. Charge
The development of scanning probe microscopy (SPM), redistribution at the molecutemetal interface produces an
particularly scanning tunneling microscopy (STM), has revo- electrostatic field. Such an electrostatic potential rectifies
lutionized our capability to determine experimentally molecular interfacial electron transport; this is similar to the rectifying
configurations at interfaces, and many studies have demonstrate@ffect of a Schottky barrier. Moreover, at the nanometer scale
the efficacy of these techniques. As an illustration, Figure 3.1 of concern here, these fields may strongly influence energy
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T T T the oscillating tail of the mixed MO. A weakening in electronic
coupling between the molecule and the metal should result in
a decrease in amplitude of this tail and, thus, a decrease in
photoemission yield. This effect is observed experimentally in
a recent 2PPE study ofsEs on hydrogen passivated Cu(111),
Figure 3.2119 With increasing coveraged(= 0—0.34 ML) of
preadsorbed atomic H, which systematically weakens the
electronic interaction betweenfes and Cu(111), the 2PPE yield
from the low-energy, unoccupied MO (LUMO) of ¢ks
decreases by more than 1 order of magnitude. These results
demonstrate the critical importance of the chemical state of the
interface in governing the electronic coupling strength. Note
that with a decrease in electronic coupling strength, we expect
the lifetime of the transiently populated LUMO to increase
significantly beyond the value o£10 fs on clean Cu(118}
These time-resolved experiments are underway.

] ) o In addition to the general issues discussed above, the specific
Figure 3.2. 2PPE spectra of bilayergEs on H/Cu(111) at the indicated gy stem of thiolate metal contact is of particular interest. Self-

surface hydrogen coverages (0.6330 ML). The inset shows .
schematically the 2PPE process involving an initial metal state below assembled monolayers of thiols on metal surfaces have been

the Fermi level, an intermediate molecular orbital (MO), and a final POPular choices for the construction and testing of molecular
free-electron state above the vacuum level. The arrows represent photorelectronic device$?2:103.106108 The facile reactive formation of
absorption the thiolate-gold contact provides an attractive method to
connect molecular components to metal electrodes. The effect
of covalent linkage and the role of contact resistance have been
explored by a number of transport measuremé&g120.12an
important question is: What is the electronic configuration of
the thiolate-metal contact? Recent 2PPE measurements and ab
initio calculations on model SAM/Cu(111) systeffshave
shown the presence of twif states localized to the €S—Cu
linker. For symmetry reasons, these localizedstates intro-
duced by the anchoring bond cannot couple to the delocalized

M 2 ML CgFy/H/Cu(111)

Photoelectron intensity

E- EFen‘ni (eV)

levels within molecular units that are not directly involved
in bonding. Experimentally, this kind of interfacial charge
redistribution can be probed by surface work function measure-
ments.

The energetic position of molecular orbitals with respect to
the Fermi level determines the so-called charge injection
energetics in molecule-based electronic or optoelectronic de-
vices. Beyond the immediate contact, a precise knowledge of

g'iﬁ;?rget?gna;'g;r?ﬁrgéﬁ;rr]'its'(;ﬁ;toi&fuu;ﬁesigzggﬂgsﬁggg? * states within a conjugated molecular framework. Thus the
assisteg tunnellion resonant chér e ho gin and band_"kethiolate contact can be considered “insulating” for electron
9 9 ppIng, transport through a self-assembled monolayer of molecular

ballistic transport. Experimentally, energetic positions of oc- . - 4
. P Xp Y, energ P wires. On the other hand, the model ab initio cluster calculations
cupied and unoccupied molecular orbitals of adsorbates can be : .
| . . : show that ther HOMO is delocalized between the molecular
determined by photoelectron spectroscopies, including one-

NN e framework and the metal surface via th&— bridge. Therefore,
photon photoemission, inverse photoemission, and two-photon.

o . . . 'in contrast to electron transport, the thiolate contact may be
photoemission spectroscopy. Alternatively, scanning tunneling conducting for hole transport. This prediction is suoported b
spectroscopy is capable of determining both occupied and g port. P bp y

unoccupied MOs on surfaces with spatial resolution on the A a recent e?‘p.e.”me"‘ using Hg as a contacting elec_ﬂﬁtjﬁ.@
Scalell?.118 model ab initio calculations cannot, of course, yield reliable

values of the Fermi energy for the SAM modified system. An
example of semiempirical adjustment of such gaps has been

mixing) between a molecule and a metal surface, i.e.,Athe given3® Analogous studies of alkane thiols on silver have been

terms in eq 3.1. The extent of electronic coupling determines reported:*®

not only the energetics discussed above but also the dynamics From the examples above, we may see that there are now
of interfacial electron transfer. Electronic coupling has been S0me powerful tools available that can provide information
traditionally difficult to quantify experimentally, but the recent ~ concerning the electronic structure of molecules bound to or
development of two-photon photoemission (2PPE) spectroscopyn€ar & meta_l interface. As this type of information becomes more
has shed light on this iss§éThe inset in Figure 3.2 illustrates ~ readily available, we can anticipate a much more complete
the principle of 2PPE. The interaction between a molecular gnderstandmg of the coupling of metals to mqlecules at the metal
orbital (MO) and the metal band structure is illustrated by a |nterf§ce. It also should be noted that techniques such as those
mixed wave function, with the major part of the wave function described here can be augmented and supported by comparisons
localized to the molecule and a minor oscillating tail in the With classical electrochemical measurements.

periodic substrate lattice. This tail is a quantitative measure of 3.3. Dynamics of Charge Transport at the Metal-
electronic coupling. The first photon excites an electron from Molecule Interface. Ultimately we need to understand not only
an occupied metal state to the mixed molecular state; this isthe static aspects of electron transport at moleenietal
electron transfer from the metal to the molecular resonance. Theinterfaces but also the dynamics. Key questions include: what
second photon ionizes the transient molecular anion for detec-is the time scale for the electron to cross the interface? What is
tion. The kinetic energy of the photoemitted electron provides the time scale for localization or delocalization of the charges
the energetic position of the molecular orbital. The rate of in response to electron transport? What are the conductance or
photoemission in this mechanism is proportional to the square transmission coefficients? These are indeed challenging prob-
of the amplitude of the transition dipole moment (metal-to- lems, and at the present time there is no general methodology
molecule electron transfer) or the square of the amplitude of for attacking these issues. It is clear that single-molecule

Perhaps the most important issue regarding interfacial elec-
tronic configuration is the electronic coupling (wave function
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experiments provide the opportunity to examine the dynamics s g s Vacuum Level
of individual molecules or groups of molecules. It is also clear EA ~
that photoexcitation provides a valuable means for initiating an 2eV
electron-transfer event, following which the dynamic response EA~48¢eV
can be measured with femtosecond resolution. Thus we will
provide here a few examples to demonstrate some of the
capabilities to use photoexcitation and to monitor some of the E;=35.0eV ©

N\A/‘J\
dynamics of electron transport in some systems. T
y p Yy ,\_fv\_}{' E ~20eV

The two-photon photoemission experiment can be carried out ®
in a time-resolved mann&f125to directly establish the lifetime
of the transiently populated MO. In most cases, the measured E,>4eV
lifetime is determined by the ultrafast rate of electron transfer
from the MO to the metal substrate. Thus, the lifetime provides Metal
a quantitative measure of the electronic coupling matrix element
for interfacial electron transfer. For the system illustrated in

Figure 3.2, pump-probe experiments witgFgon clean Cu(111) A

CdSe

Insulator

have shown that the lifetime of the transiently populated LUMO A LD
increases from-7 fs at 1 ML to~32 fs at 5 ML coveragé?® E
This dependence of the lifetime on coverage suggests that the g hv
electronic coupling between the LUMO and the metal surface
weakens as film thickness increases. With increasing film
thickness, the wave function delocalizes in thdirection; this --
leads to an increased distance of the center-of-gravity of the

wave function from the surface and a diminishing amplitude of

the tail inside the metd&t ’ ~————

A critical question is: how do we probe the dynamics of Dark State: lonized Nanocrystal
electron-nuclear coupling and localization at molectlmetal Bright State: Neutral Nanocrystal
interfaces? For fast localization dynamics, one approach is time'Figure 3.3. Schematic representation for charge transfer in photo-
resolved 2PPE. If the transiently populated MO is delocalized excited CdSe nanoparticles.
within the molecular layer, i.e., dispersed in the surface plane,

the dynamics of localization may be studied by measuring the gependence implies electron tunneling from the nanocrystal
disappearance of dispersion as a function of time. The feasibility excited state into the graphite. (4) The hole is probably self-
of this approach was demonstrated by Harris and co-workerstrapped on the surface of the nanocrystal creating a large induced
who showed that image state electrons in the alkane/Ag(111) dipole moment.
system can be trapped at the surface of the alkane film, leading sjngle-molecule fluorescence combined with near-field optical
to the formation of small polarori? The dynamics of image  gcanning microscopy can provide very important details of the
state decay to localized small polarons was directly followed gynamics of charge transfer gingle moleculeat the interface
in time- and angle-resolved 2PPE. A second and more generalyth conductors and semiconductors. At the heart of molecular
approach may rely on a time-resolved technique with sensitivity |eve| electronics ultimately lies the connection of a molecule
to nuclear movements. A promising candidate is time-resolved tg an electrode and the movement of electrons between the two.
sum-frequency generaticf’ Thus there is a need for experiments designed to probe the
Semiconductor nanocrystal luminescence provides a powerful discrete electronic and molecular dynamic fluctuations of single
probe of charge transfer dynamics. Brus and co-workers havemolecules near electrodes in the microsecond and longer time
studied extensively the blinking of the luminescence from regime. As indicated above, local molecular and surface
individual CdSe nanoparticles near metallic substrates understructural variations may lead to unique local environments for
intense optical excitatiot:'28 The blinking phenomenon can  each molecule which can dramatically influence observed rates
be explained through the scheme outlined in Figure 3.3. Optical of electron transfer. Moreover, stochastic fluctuations in time
excitation normally creates heteslectron pairs that can recom-  of the oxidation state of a molecule and molecular dynamical
bine emitting luminescence. However, if the electron tunnels processes that influence the electrical behavior are expected to
through an insulating layer into the metal, then the particle will result in a type of “noise” associated with molecular electronics.
be left ionized in a nonluminescing state. More recently this Research into this behavior of single molecules may eventually
hypothesis has been confirmed through electric force microscopylead to new control mechanisms for electron flow in molecular
(EFM) studies, which provide a particularly powerful tool for systems. Single-molecule spectroscopy (SMS) has evolved as
examination of charge transport in these syst&hd3! These an important method for the study of the fluorescent behavior
techniques involve direct imaging of particles through conven- of single molecules in ambient environments and has been used
tional atomic force microscopy as well as mapping of the to probe motional and excited-state electronic processes of
corresponding charge distribution and dielectric response undermolecules'®2-135 Monitoring the fluorescence of a single
various conditions including optical excitation. For example, molecule makes possible the elucidation of complex phenomena
experiments reported to date show the following. (1) CdSe that are normally obscured in ensemble-averaged measurements.
nanocrystals develop a single positive charge if stored for weeksFluctuations in the fluoresceneéime trajectories contain
in room light. (2) These crystals on graphite photoionize with detailed molecular level statistical and dynamical information
yield of about 10° per photon. The photoinduced hole is stable of the system.
for about 1 h. The efficiency depends on surface passivation Adams and colleagues have been developing prototype
and distance from surface. (3) The linear intensity or fluence molecular electronic systems and methodology to study
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Decay kinetics. (D) Blinking phenomena.

photoinduced interfacial ET between single molecules and
electroded36-138 They have built a combined near-field scan-

ning optical microscope and scanning confocal microscope that

Time (s)
Figure 3.4. Electron transport at pyrene compounds adsorbed onto conducting substrates. (A) Schematic diagram. (B) Energy level diagram. (C)

dynamics where intensity changes arise from increased or
decreased absorption of the polarized laser light.
In these experiments, the single molecules at the electrodes

allows them to measure the electron-transfer rate, to determineserve as probes of how a molecule with discrete energy levels

the orientation of a molecular dipole in three dimensions, and
to adjust the electron-transfer driving force for by application
of an electric field via the metal-coated near-field probe.

couples to an electrode with a spatially varying continuum of
states, an energetically varying density of states, and trap sites.
It is not exactly clear whether single exponential behavior should

Through this research it should be possible to relate for a single be expected for a single molecule ET. If a molecule can transfer

molecule the kinetics of interfacial electron transfer to distance,
molecular structure and dynamics, and energetics.

an electron to a continuum of states and possibly different
distinct trap sites and with different rates, should the result be

For example, recent experiments have been directed atsingle exponential? Can an electron escape into the continuum?

measuring the single-molecule electron transfer in a chromo-

Experiments of this sort are currently directed at using near field

phore/linker/electrode system where a perylene chromophoremethods with polarized light to follow molecular orientation

is covalently attached to a modifiable alkyl-carboxylic linker
(Cy1 in this case) and self-assembled at low concentration in

and dynamics and using electric fields to modulate the driving
force of ET. Eventually it should be possible to use this method

monolayers onto semiconductive and conductive electrodes sucho study transistor type molecules in self-assembled monolayers

as indium tin oxide and gold, Figure 3.4A This is done by
repetitively exciting one molecule and determining the distribu-
tion of “on” and “off” times. Optical excitation of a single
perylene from the ground stateofSat a rate Kexd leads to
creation of an excited state;jSvhich decays either radiatively
at a rate I) or by charge injection into the conduction band
(or trap states) of the electrode, Figure 3.4B. The electron
returns to the molecule at a rate for back electron trankgfgy. (

without the need to connect to three electrodes. Application of
an electric field could gate the flow of electrons between
different legs of a trigonal molecule probed by optical methods.
3.4. Summary and ConclusionsTo understand the phe-
nomena relating to charge transport at the interface of a molecule
with a metal or semiconductor, it is clearly critical to elucidate
the actual nuclear configuration of the molecule at the interface
(which can deviate considerably from the molecular configu-

The fluorescence of single molecules near electrodes in self-ration in solution or in the gas phase) and to elucidate the
assembled monolayers display blinking behavior with charac- corresponding electronic configuration (at least in the Born
teristic millisecond off periods (Figure 3.4D). Since the molecule Oppenheimer approximation). It is also necessary to understand
is not fluorescent in the charge transfer state, these off periodsthe coupling of the molecule in its interfacial configuration to
may be ascribed to discrete electron-transfer events. Thethe metal or semiconductor. On the basis of this characterization,
fluorescence blinking is not seen for molecules on polymer- theory and new experimental techniques can help us develop a
coated glass surfaces since these provide no acceptor states. Ttaetailed understanding for both the static and dynamic behavior
electron-transfer rates can thus be obtained from an analysis ofof charge transport at the interface. Several experimental tools

the fluorescence time trajectoieis straightforwardly related
to the average off time kg, while the average on timedy)
is related to the excitation rakgy: times the quantum yield for
the forward ET processi{e) and can be used to estimdig
(tOFF)_l = kpetand (bN)_l = Kexc Ked (ke + Ke) = Kexc Per. FOr

have been developed to help provide the needed characterization.
These include scanning probe techniques such as STM and AFM
along with new capabilities such as EFM. They also include
new spectroscopies including, for example, photoemission
spectroscopy and, in particular, two photon photoemission

many molecules, single-exponential behavior is observed for (2PPE). These spectroscopic techniques have been demonstrated
both forward and back ET processes. Typical fits of the to provide a wealth of static and dynamic information. In
experimental data for forward and back processes are shown inaddition, single-molecule or single-particle luminescence tech-
Figure 3.4C. Also apparent in fluorescence traces are discreteniques are proving to be very valuable tools for direct explora-
jumps in fluorescence intensity (Figure 3.4D) on a time scale tion of charge-transfer phenomena. Extension of this exploration
of seconds, which may be the result of molecular reorientation to nanoparticle-organic systems of the type discussed in section
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5.2 will be important to utilization of assemblies for energy (6) A Langmuir-Blodgett monolayer of a bistable [2]

conversion. With our present capabilities it is possible to begin catenane, with a naphthalene group as one “station” and
to explore the fundamentals for charge transport at interfacestetrathiafulvalene as the second “station”, and a tetracationic
for selected systems. However, much additional work and new catenane hexafluorophosphate salt traveling on it like a “train”
tools will be required to develop a comprehensive understandingon a closed track, were deposited on poly-silicon as one

for this important field. electrode and toppedyba 5 nm Tilayer and a 100 nm Al
electrode. The currentvoltage plot is asymmetric as a function
4. Toward Functioning Molecular Electronics of bias (which moves the train on the track), and a succession

of read-write cycles shows that the resistance changes stepwise

Interest in fabricating devices based on active molecular as the train(s) move from the lower-conductivity station(s) to
components has been driven by both the fundamental interestthe higher-conductivity station($3%
in understanding how chemistry can be used to build function (7) Unimolecular rectification across a LangmuBlodgett
at the molecular level and by the looming technological monolayer of hexadecylquinolinium tricyanoquinodimethanide
expectation of the end of Moore’s law. Can molecules be \yas first detected between Mg and Pt electrétféd®and later
designed and incorporated into device structures to obtain solid-gpserved between Al electrod®8;14%150most recently even
state analqgues of tvyo-termmal diodes and memory qlewces anthetween oxide-free Au electrod&3;152to be a variant of the
three-term_lnal transistors? By whz_at mechanisms will each_ (_)f Aviram—Ratner mechanis##3 The original proposal suggested
t_hese d_ev_lces operate? Each device must _be stable,_ providingy p—Bs—A molecule connecting an electron donor moiety to
little shift in turn-on or threshold voltage with operation and  5n electron acceptor moiety through an insulating saturated
time, and from device-to-device the turn-on or threshold voltage “sigma” bridge B; the mechanism of action involves inelastic
must be the same. tunneling through the molecule from its first electronic excited-

4.1. Recent AdvancesSome recent advances toward the state D'—B,—A" to the less polar ground staté-BB,—A0.153
understanding of the electronic properties of molecules are The first confirmed rectifier was a ground-state zwitterioh-D
outlined below. B.—A~, connected by a twisted bridge and used inelastic

(1) Scanning tunneling spectroscopy measurements of aro-tunneling from the lower-polarity excited-staté-£B,—A° to
matic thiols incorporated into self-assembled monolayers of the higher-polarity ground staté?
alkanethiols on Au(111) show higher conductivity for molecules  (8) Most recently, two new monolayer rectifiers have been
having aromatic versus aliphatic chaig. found when sandwiched between gold electrdde¥¢The first

(2) Using a revolutionary “break junction” technique, the is a pyridinium salt, in which the rectification seems to be due
resistance of 1,4-benzenedithiol was measured to be severato back-charge transfer from the anion to the pyridinium*tn.
MQ,24*much larger than Landauer’s quantum of resistdi2ze? The second is dimethylaminophenylazafullerene, which has a
= 12.9 kQ,"* possibly arising from either a mismatch between tremendous rectification ratio (as high as 20,000): here,
the Fermi level of Au and the relevant molecular orbital of the however, the bulk of the forward current seems to be due to
molecule, or because of other effects such as Coulomb blockadethe formation of stalagmites of gold, which do not pierce the

(3) Molecules of Z.amin0_4_ethyny|pheny|.’%thyny|pheny|_ monolayer tOtaIIy, bUt, once formed, behave 0hm|0ﬁfy
2'-nitro-1-benezenthiolate self-assembled onto a Au bottom 4.2. An Alternative Approach Using Quantum Cellular
electrode and then topped by low-temperature evaporation of aAutomata. Section 2.3.3 discusses how an electric field
Au electrode exhibit negative differential resistancel Vv influences the distribution of charges within molecules exposed
characteristicd?2 The same molecules between Au electrodes to the field. Field-induced charge movement within a properly
exhibit low and high-conductivity states, with an exponential designed molecule could be used for transmitting or processing
decay of the high-conductivity state of 800 s at 260 K: this information in a cellular automaton architecture. In the quantum-
has been interpreted as a molecular random access memorylot cellular automata (QCA) architectuf®,bit information is
cell 10 While negative differential resistance and changes in stored in the charge configuration of cells constructed from
conductivity are observed only in nitro-derivatized molecules, quantum dots. Charges move within the cells in response to
stochastic switching in the conductivity of a single to a few external inputs or the electrostatic influence of neighboring cells.
molecules of the same ethynylphenylene backbone derivatizedThe cell-cell electrostatic interaction means that contacts must
with and without nitro and amine substituents have been only be made at the edges of an array of QCA cells, and that
observed in STM% no current need flow through the cells.

(4) The Landauer quantum of resistance, 1Z89%has been QCA has been experimentally demonstrated at 80 mK in
measured at room temperature between a single-walled carbomearly a dozen devicé&?including QCA cells, wires, and logic
nanotube, glued to a conducting AFM tip, and a pool of liquid elements (AND/OR gates), and a clocked memory cell. A power
Hg.141 gain of 2.1 was measured for the last deViteRecent efforts

(5) Field-effect transistors having carbon nanotubes as the have focused on implementing QCA at the molecular size scale,
semiconducting channel, fabricated by stretching nanotubesin which case each “quantum dot” would consist of a single
across source and drain electrodes, show p-type conduction with'edox center and the “tunneling junction” would be an organic
good switching behavidr2143More recently, n-type semicon- ~ Or inorganic bridging group. Molecular QCA is predicted to
ducting behavior in single-walled carbon nanotubes was dem- function at room temperature, and many mixed-valence mol-
onstrated by either vacuum annealing or K-doping the nanotube;ecules would be suitable as QCA ceffs.
this enabled p- and n-type regions to be fabricated within a single  Recent ab initio calculatioA® show that the electrostatic
nanotube and the demonstration of an intramolecular voltage forces between adjacent molecules are strong enough to cause
inverter with a gain of 1.6%4 Single-electron transistor behavior,  significant charge transfer to occur. For example, the 1,4-diallyl
characterized by Coulomb blockade, was reported in single- butane radical cation is a model two-dot QCA cell. It possesses
walled carbon nanotubes by defining@0 nm coherent segments  two redox centers (the allyl groups) locate A apart, separated
by kinking the tube on either side with an AFM #f# by a butane bridge, and has a single positive charge that can be
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a) 150 . Double Aviram molecie, 7 Ang. separation . times typical of diffusion. The larger the molecule/ion and the
longer the distances it is required to move will limit the time
. scale for switching. Moving protons over short distance3,
100r ’ ] A, has been proposed for switching and may provide the fastest
obtainable switching speed for a system based on diffusion.
sol i Reductior-oxidation and conformational molecular changes

may provide the fastest{picosecond) time scales for switching.
If, for example, reductioroxidation is stabilized by the
presence of ions, the time scale for switching will depend on
the concentration and diffusion of ions, presumably limiting

-Quadrupole moment {Debye-Ang)
=]
T
"

-sof ] switching once again to microsecond time scales. There is at
present a lively debate about whether each practical molecular
100l ] device must be as fast as possible (thus necessitating electronic
W- processes for the molecular states involved in the device

function) or if slower devices (involving translation or molecular

0 i L L " " i i

b) 5 3 2 ] o i 2 3 4 conformation) are acceptable, because, in a massively parallel
-Driver dipole moment {e-Ang) architecture (Teramac), redundant interconnects with a fault-

e

finding algorithn#%> may yield an acceptably fast computer.

As discussed in section 2.3.3, intentional or unintentional
incorporation of ions may dramatically change the device
behavior. If ions stabilize reductieroxidation, removing the
ions may change both the time scale for switching and the
voltage for switching (which may or may not still be accessible).
Environmental effects (ions, stray charges within a molecular
layer or at an interface) may create electric fields that shift turn-
on/threshold voltages in molecular devices.

4.3.1. Intrinsic Limits to Molecular ElectronicShe Bohr
Figure 4.1. Two molecules of 1,4-diallylbutane radical cation, fixed ~radius of an electron is 0.1 to 1.0 nm in “insulating” media.

7 A apart, and driven by a single positive charge that slides along the Because electrons will tunnel between wires spaced less than a
path indicated by the black arrow. The driver is at the bottom of its few nm apart, “nanoelectronics” is the limit for circuits with
path at left and at the top at right. Gaussian 98 calculation using electrons as charge carriers. Since electron tunneling cannot be
Hartree-Fock theory and the STO-3G basis set. (a) Quadrupole moment aygided, we should exploit differential electron tunneling in
gsafunctlon of d_rlve_r polarization; switching is nonlinear and stror_lgly nanoelectronics. A design for a nanotransistor that exploits
istable. (b) Orbital isosurface (LUMO shown) at extremes of driver , - .
position. (c) Isopotential surface (red indicates positive charge) at tiS @pproach could connect source and drain electrodes through
extremes of driver position. an oligophenylene bridge containing ferrocene as a molecular
gate. The effective electron tunneling distance depends on
located on either allyl site. Figure 4.1 shows a setup where two the structure of the bridge; it is large for the aromatic unit
of these molecules are fixed adjacent to a single positive charge(1/8 = 2.0 to 2.5 A) and quite small for saturated (alkane)
(the “driver”). When the driver moves over a distance of 7 A, bridges § = 0.7 to 1.1 A). How rapidly could such a gate
it causes the positive charge in the neighboring molecule to Switch? If the electronic coupling (and thus level broadening)
switch from one a||y| group to the Other; this perturbation in is limited to the order OkT, the tunneling rate will be of the
turn causes the positive charge in the next molecule to switch. order 2rks(300 K)h = (25 fs)™. Such a rate would allow
Note that the molecule farthest from the driver winds up with 1 THz gates if the circuit capacitances are sufficiently small.
its positive charge at the same side of the molecule as the driver, The achievable density of molecular devices in a larger
showing that it responds to the electrostatic forces imposed by architecture will also be limited at the nanoscale by unavoidable
the intervening molecule electronic tunneling as it may give rise to crosstalk between

4.3. Issues and Needdn diodes, it is desirable to obtain a  discrete devices. While the field is still focused on understand-
high rectification ratio, with little leakage current, and an ing discrete molecular devices, at some point the need may
accessible and stable turn-on voltage. In memory devices, thearise to develop synthetic routes to insulate devices and limit
issues are switching time, on/off ratio, stability, volatility, and crosstalk and to develop electronic schemes to take advantage
the turn-on/off voltage. In transistors, what is the speed (related of differential conductance and bistability in molecular struc-
both to “effective carrier mobility,” if it can be defined) and tures.
the channel length, the current modulation (aka-off ratio), 4.3.2. Energy Dissipation in Nanostructur@erhaps the most
the threshold voltage, and its stability? frequently heard objection to single-molecule electronics is

The speed of switching depends on the mechanisms driving “won’t the current densities roast the molecule.” The objection
the change in the state of the molecule, giving rise to the is based on an extrapolation of macroscale resistance to the
measured change in resistance. Mechanisms based on mechamanoscale. This extrapolation is not valid. Once the size of a
ical motion, which for example are the mechanistic basis of structure falls below the electron mean-free-path (several
ring motion in molecules such as rotaxanes and catenanes, aréundred A at room temperature), normal scattering processes
inherently slow. Solution-phase NMR measurements of ring no longer play a role. The electron moves from one point to
motions in solution are-500 times per second3 These motions another (taking a semiclassical view) with a velocity given by
may also be constrained by other molecules or interfaces in thedE/dk (of course, if there is no delocalizationEfdk = 0!). In
solid state. Mechanisms based on molecular diffusion or this picture there is no scattering and so there is no classical,
requiring ionic diffusion should lead to microsecond switching ohmic resistance and no power dissipation. Resistance (in the

©)
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sense that current in a given field is not infinite) arises purely ~ When is a contact ohmic? How does one make an ohmic
from a transmission coefficient through the nanostructure that contact between an inorganic metal and an organic molecule?
is less than unity, i.eR = h2eT| (eq 2.11), a form of the Making contact to molecules means contacting metal electrodes
well-known Landauer equation. For a metallic nanojunction without damaging the molecule; an interesting new method is
where the metal atomic states in the junction are degeneratethe “cold gold” method>1152At one extreme, if the metal probe
with the bulk, |T| = 1 andR = 12.9 kQ. In contrast, in is too far, then one has a tunneling gap, not an ochmic contact.
small alkanes, where states are far from the metallic Fermi level, At the other extreme, if the metal probe is too close, then the
R~ 10° Q. This does not mean that the power dissipated in molecules must be compressed, and the energy levels of the
the junction isV¥/1(® Q! Rather, only one electron in $@ets molecules will be greatly modified by the contact. When the
through the junction. Currents of up @ have been measured metal probe is at the “right” distance, then the series resistance
in junctions containing one or a few molecules with no long- between the metal electrode(s) and the molecule may be at a
term degradation of the junctions. The important factors are the minimum. One might use nanopositioners (piezo drives) to find
applied bias and the presence of electroactive contamination,empirically when the contact resistance is minimized or when
both of which lead to irreversible electrochemical degradation the resistance is small and there is no spectroscopic evidence
of the molecule. An intriguing question remains in the case of of damage to the molecule. Alternatively, the contact problem
a nanoscale system containing redox centers. These trap ocan be addressed chemically, by incorporating into the molecule
donate charge because of coupling to nuclear motions. This isa functional group designed to bind the metal electrode as
clearly a more complex situation than described by the Landauerdiscussed above.
approach. 4.3.4. How Much Potential Can a Monolayer Withstand?
4.3.3. The Right Molecules/Material®ne may imagine an ~ The breakdown potential of dry air is about 30 000 V per cm,
all-organic computer, with molecular electronic devices con- Of 3 x 10°V/m. What is surprising is that potentials much larger
nected by, for example, a suitable organic conducting polymer than this are experienced by molecules in scanning tunneling
“backplane”. However, at present, the lack of enough sturdy Microscope experiments (1 V/2 nm) 5 x 10° V/m. Mono-
and fast molecular electronic devices suggests that for thelayers sandwiched between electrodes 2.5 nm apart of diameter
foreseeable future, inorganic metal contacts will be used to 0-2 to 0.5 mmf can withstand between 2'%and even 5 >t
access these devices. To the degree that such contacts remaifhich corresponds to a maximum of 2 10° V/m. This
important, there is a need for improved characterization and "esistance to breakdown in monolayers is remarkable, but
understanding of the thermodynamics, kinetics, and electronic deserves careful further study.
properties of the contact (see section 3) and for improved . .
chemical stability. Binding to a metal may simply result from 5. Architectures for Energy Conversion

van der Waals forces (as in LangmuiBlodgett films) or Conversion and storage of solar energy requires efficient

through dative (e.g., Ngi or covalent bonding. Despite the  yhnion capture, charge separation and transport, and, finally,
formation of a strong covalent bond when a thiol binds a gold  gficient utilization or storage by chemical or electrochemical
substrate, the resulting thiolates on Au can be oxidized 10 neans. The high surface area of nanostructures can immensely
sulfoxides with time, creating local Schottky barriers with  gnpance light-collection efficiency. Efficiencies of catalytic
attendant band bending. In addition, gold atoms are quite mobile, sequences used for utilization and storage are enhanced by the
and can move within the monolayer at certain (sufficient?) high surface area, as well. Thus there is the expectation that
potentialsi>t nanoscale systems can advance solar photoconversion and that
At present the scientific community has reported examples advances in the understanding of the relevant charge transfer
of molecular “wires”, switches, and rectifiers. The yields of these and the strongly related energy transferocess to energy
devices are typically only~1%, and reliable assembly of conversion will be central to this progress. As discussed in
molecules and deposition of electrodes is required in the nearsection 1, the nanostructures include molecular wires, nanopar-
term, to gain understanding of the behavior of molecular devices, ticles, both of semiconductor and metal, nanotubes, electrodes,
and in the long term, for practical application of molecular and the connectors that attach these objects to create larger
devices. structures. Other motifs, such as filled zeolites, aerogels,
Most recent measurements (except for (5) above) have beerdendrites, and layered polymers, also offer enormous potential
for two-electrode systems. A crucial stumbling block for for accomplishment of useful chemical functions. Some simple
molecular electronics is that power gain (i.e., amplification) must assemblies are illustrated in Figure 5.1
be demonstrated in some device before the array of molecular This section addresses our current utilization and understand-
electronic components is considered to be sufficient for seriousing of nanostructures and their complex assemblies in light
assembly and circuit design. A great experimental challenge, harvesting (5.1), light-induced charge transport (5.2), and charge
at present under development by several laboratories simulta-storage in advanced conductive aerogels (5.3).
neously, is the construction of three- or four-metal electrodes, 5.1. Nanoscale Energy Transfer, Charge Transfer, and
or points, or shards, which are within 1 to 2 nm of each other. Energy Conversion in Molecular AssembliesDuring the past
Approaches include complicated break junctions; burning nar- 50 years, much has been learned about the factors that control
row interconnects by bursts of electrical power or by allowing energy transfer in molecular systems. The primary mechanisms
strands of conducting polymers to grow between slightly larger for energy transfer in molecular systems arester dipole-
gaps in metal electrodes, or using carbon nanotubes. When sucldipole coupling®® and Dexter exchange transfér.
electrode systems become available, then one can hope to think More recently the focus has turned to the study of energy
of bridging the gap between them by a novel single molecule transfer processes in supramolecular structures consisting of
whose constituents are such that power gain is obtained fromcovalently or noncovalently bound assemblies of two or more
such a device. Fabricating such electrodes and synthesizing thendividual molecular chromophores (Figure 5!%Much of this
“right” molecule to direct its assembly within the gap are work has been inspired by the natural photosynthetic apparatus
important challenges. in which a large number of individual light-absorbing chro-
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Figure 5.1. Simple assemblies of elementary nanoobjects: A wire
connecting two electrodes, a wire connected to a metal or semiconductor
(SC) nanoparticle, two particles connected by a molecular connector,
metallized semiconductor particles, and a collection of nanoparticles
held together by sintering or by van der Waals forces.

Figure 5.2. A synthetic light-harvesting array. (Reprinted with
permission frond. Am. Chem. So4999 121, 8604-8614. Copyright
1999, American Chemical Society.)

mophores that are assembled on &20 nm length scale by a
protein scaffold are able to efficiently harvest optical energy
and transfer it to a reaction center where the optical energy is
stored as electrical potenti®-170 (b)

Some of the noteworthy supramolecular assemblies that
mimic the light harvesting function of the natural photosynthetic Figure 5.3. Supramolecular assembly consisting of 21 tetrarylporphyrin
apparatus consist of arrays of porphyrin-type chromophores. units. (a) Space-filling model of molecule. (b) High-resolution STM
Early work in this area utilized assemblies of two or three image of molecules ona Cu(111) surface. (Reprinted f@tem. Lett.
porphyrinst”® but, more recently, examples have appeared in 1999 1193-1194.)
which structures are well-defined at the molecular level and  Self-assembly provides another route into nanoscale as-
contain as many as 20 individual porphyrin chromophores semblies that can carry out the energy transfer and conversion.
(Figure 5.3)72173These assemblies have dimensions on the A number of recent examples consist of chromophoric units
10-nm length scale, and they have been investigated using aself-assembled by hydrogen-bond formation or electrostatic and/
number of optical methods to establish the mechanism andor solvophobic interactions (Figure 51§.18+185
pathways for energy transport and migration among the  Conjugated polymers can very efficiently transfer energy over
individual chromophoric units’* distances as large as-5000 nm. For example, near-field optical

Another approach to construction of supramolecular light scanning microscopy has been used to demonstrate that singlet
harvesting arrays is the synthesis of dendrimers containing manyexcitons can diffuse over length scales as large as 50 nm in
individual chromophores that efficiently transfer their energy thin films consisting of MEH-PPV 18 A related phenomenon
to a single low-energy chromophot®: 177 The spherical shape is “amplified quenching” of conjugated polyméef&:18°|n this
of the dendrimers is believed to be optimal for energy transfer; process a single electron or energy acceptor quenches the singlet
however, the trap site is usually in the core, which may limit exciton located on an entire conjugated polymer chain compris-
its accessibility to engage in chemical processes. Polymersing more than 1000 individual monomer repeat units. The key
containing pendant chromophores can also serve as light-step in this process is believed to be ultrafast exciton diffusion
harvesting arrays that operate with reasonable efficiéffcy° along the polymer chaitf8189Although it is possible that the
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Figure 5.4. Self-assembled light harvesting arrays. (Reprinted with permissionJr@ng. Chem2001, 66, 6513-6522 and]. Org. Chem2001,
66, 4973-4988. Copyright 2001, American Chemical Society.)

mechanism involves one or more1Bter transfer steps, the Low solar fluxes could be imagined to imply little need for
details of the process have yet to be worked out. very fast charge transport. However fast transport is desirable
The process of exciton diffusion in conjugated polymers is in order to prevent charge recombination and to prevent high-
closely related to the mechanism of exciton diffusion in dye energy charges from reacting with oxygen or other impurities.
aggregateS, a phenomenon that has been known for many yearghel’e are few measurements of the time scales for Charge
because of the importance of dye aggregates to silver haiidetransport in molecular WireS, so this is a research need. One of
photography®® Kuhn and co-workers demonstrated long-range the major challenges of the next few decades will be to develop
exciton diffusion in J-aggregates formed in LangmiBlodgett tools and methods to extrapolate the fundamental processes of
films containing cyanine dye$! Very recently, Whitten and molecular electron and energy transfer into supramolecular
co-workers demonstrated exciton diffusion over 50 nm in assemblies having dimensiorts100 nm. An approach to
J-aggrega{es formed in poiymers Containing pendan[ Cyaninefabricating materials that can transfer and transduce energy on
dyes'®2 The diffusion lengths are even greater (up to 200 nm) length scales of 100 nm or longer will be to use supramolecular
when the dye aggregates are templated on nanoscale colloidaPuilding blocks such as those described above to create
clay particles. Another interesting example of energy transport hanoscale assemblies. One example of this approach is the
and transduction over nm length scale is in assemblies of dyesfabrication of layer-by-layer films consisting of conjugated
loaded into nanometer-sized zeolite particles. The dyes arepolyelectrolytes? With this approach it is possible to fabricate
constrained so they are unable to form aggregates, yet efficientﬁlms consisting of many individual bilayers. Access to variable
exciton diffusion occurs over 300 nml93 band gap conjugated polyelectrolytes will allow the fabrication
Oligomers or polymers that may serve as molecular wires of films having thickness of100 nm that contain an energy

have been created and investigated for use in molecular9radient to drive the excitation to a selected film interface.
electronic81245.117.1941% Sych wires could also serve as aids Nanostructured layered materials of this type can also be
to efficient solar energy conversion and storage. Good nanoscald@pricated Ei/ zgzpm-coatmg or LangmeiBlodgett deposition
molecular wires must be excellent charge carriers, even at verytechnlque§. '

long lengths, while satisfying the somewhat contradictory =~ One can also envision the design of molecular wires that can
requirement that their energetics not change drastically with rapidly direct energy (or charge) in one direction. For example,
length. They should be reasonably immune to the effects of construction of a di- or tri-block conjugated polymer consisting
stray charges or other impurities; a requirement that will place of blocks of variable band gap could be used to separate charge
more stringent demands on molecular design as the wiresat the junction between the blocks (Figure 5.5, top) or to channel
become longer. For use in energy production they should have€Xxcitation energy in one direction (Figure 5.5, bottom). Some
energy levels appropriate to accept charges from viable donors €xamples of block conjugated polymers are already kriS#wi®
which may be molecules, assemblies of molecules, or semi-Another advantage of using block copolymers is their propensity
conductors, or nanoparticles in their ground or excited states. to self-organize into well-defined nanoscale phase-segregated
They must be reasonab]y durable and readiiy produced_ Themorph0|ogies in the solid stat&”-29%8Such materials can be used
durability requirement is a substantial hurdle for electronics to self-assemble nanoscale composites that contain light harvest-
applications, where, if current devices are used, substantialing polymers and metal or semiconductor particles which add
currents must be maintained for long periods of time. For functionality such as catalyst8?21°

transferring charges created by sunlight, currents are likely to  5.2. Nanostructured Photovoltaic CellsPhotoelectrochemi-

be low in each wire. It is therefore possible to imagine that cal cells based on dye-sensitized nanocrystalline Tiée been
molecular wires, first developed for electronics, could find as known for over a decac!212Because of the very high surface
much or more use in energy conversion. area of the nanocrystalline support, relatively thin films of the
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Wire 1 Wire 2
-
CB
VB
h*
[
CB
VB Figure 5.6. Examples of organic-capped semiconductor and metal
nanoparticles.
h*
EET 5.2.2. Interaction of Semiconductor and Metal Nanoparticles

with Organic MoleculesAssembling nanoparticles as spatially

- i well-defined arrays is crucial in retaining the electronic proper-
conjugated polymer blocks of different band gap. CB and VB represent, .. S . S .. .
respectively, the energy levels of the conduction and valence bands ofties of individual particles. While it is beneficial to obtain robust

the polymers. Arrows indicate the expected drift of photogenerated architectures for light-harvesting applications, close packing of

electrons (g) and holes (h). EET = electronic energy transfer. metal and semiconductor nanoparticles will cause aggregation
effects. For example, a red shift in the plasmon absorption is
seen when metal nanoparticles undergo aggregatfofi® It

dye sensitizer effectively harvest most of the incident light at should be possible to maintain the spatial distance in 3-D

wavelengths absorbed by the dyes. Much effort has beengssemplies by binding these nanoparticles with suitable organic

expended to optimize the efficiency of these cells and t0 molecules (e.g., alkane thiols). The distance separating the

understand the fundamental mechanisms for their operé&on. adjacent nanoparticles would then be determined by the length

Solar-to-electrical energy conversion efficiencies approaching o the alkyl chain. If, on the other hand, photoactive molecules
11% have been achieved. While there has been considerable,re chemically bound to the semiconductor or metal surface

enthusiasm for this technology, more work is required to ;s 4 functional end group such asSH or —NR,, it can serve

in_crease the ef_ficie_ncy of the dye-sen_sitized cells before g gyql purpose of spatial distribution as well as absorption of
W'diSpreﬁd aplpllcgtlon becotr)nes gccl)nomlcal. i the effici incident photons. A layer-by-layer assembly of functionalized
There has also been a substantial increase |n1;c € elliCIenCypanoparticles and redox couples can also provide the desired
of phOtOVOAtaIC ansﬁpased.on Ergang: mater?ﬁfs? ldn l;nost ._architecture to obtain a-3D array on an electrode surface.
cases, ennanced eliciencies have been achieved by Cre"?"“n%ignificant efforts have been made to synthesize quantum dots
nanostructured heterOJunctlons,.Whmh result in interpenetration of semiconductor nanoparticles with narrow size distributions.
of the donor and acceptor materié$='"The nanoscale phase- Steigerwald et at%6:237 synthesized nanometer sized CdSe
segregated morphology overcomes a principal problem with the clusters using organometallic reagents in inverse micellar

earller devices based on “flat .heterOJunctllons, .e., the large solution followed by chemical modification of the surface of
distance that excitons must diffuse to arrive at the denor . . -
. . X . the clusters. Later the trioctylphosphine oxide (TOPO) méfod
acceptor junction. It is likely that further increases in the ; .
O ) . S was developed to synthesize size-controlled CdSe nanocrystal-
efficiency of organic photovoltaics will arise from the develop- . . . . e
. e lites of the highest monodispersity (standard deviation less than
ment of nanostructured materials that control the diffusion of . . -
. . . . - 5%). Capping CdSe colloids formed at high temperature (300
excitons and charge carriers within the active material, °C) with TOPO stabilizes the particles against further growth
5.2.1. Inorganie-Organic Hybrid Structures for Light Energy Capping with a larae band F; semicgnductor suchgas Zn-S
Corwersion and StorageNanoscale materials are important pping arg gap s
enhances the radiative recombination of photogenerated charge

in developing a new generation of electronic and optical . . .
nanodevice$>218-222 Of particular interest are the semiconduc- carriers. Although this method has been widely adopted for
synthesis of quantum dots having narrow absorption and

tor and noble metal nanoclusters which display size-dependent™ "™ bands in th tire visibl implified method
optical, electronic, and chemical properties (see for example emission bands in the entre ViSIbie range, a simplined metho

refs 18 and 223231). It is a challenge for chemists to exploit of preparing such colloids gnder &}mbient cpnditions remains
these unique properties in systems that carry out photochemicalto be developed. The organic capping mater_|al usually contro_ls
conversion and storage of light energy. Despite the breakthroughthe nature of surface states and hence excited-state dynamics.

represented by demonstration that nanostructured semiconduct0r Particles of less than 2 nm, the majority of the atoms are at
tor-based photochemical solar cells can operate with powerthe surface and so are in contact with the adjacent organic layer.

Figure 5.5. Schematic diagram of a diblock copolymer comprising

conversion efficiencies of 1011%22 barriers remain toward Although most published reports focus on the synthesis
improving the overall photoconversion efficiency. New strate- of organic capped gold nanoparticles, limited effort has been
gies that exploit the architecture of metdlluorophore nano- made to understand the mode of interaction of metal nano-

assemblies, as well as metalemiconductor semiconducter particles with organic capping agents and solvétftdluclear
semiconductor composite structures, have to be designed tomagnetic resonance (NMR§-244and surface enhanced Raman
achieve efficient charge separation and transport of chargescattering (SERSY>246as well as the spectroscopies described
carriers. The key to creation of these hybrid structures is to in section 3, are useful techniques to probe the surface-induced
understand the chemistry at a fundamental level. Elucidation structural distortion of the molecular geometry and nano-
of the excited-state interactions with semiconductor and metal particle-molecule bonding sites and binding strength. Because
nanoparticles will continue to be a major research topic in the of the photocatalytic activity of semiconductor colloids, one has
coming years. to look into the photostability issues of capping ageéhtsA
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Figure 5.7. Dye sensitization of semiconductor nanostructures is the modulation of fluorophore properties.
primary photochemical event in a photochemical solar cell.

selves need to be understood fully before implementing them
recent study has pointed out the instability of hydrophilic thiol- for long-term applications. Gold nanoparticles capped with

capped CdSe colloics8 organic molecules are able to retain the charge when subjected
5.2.3. Photoinduced Charge Separation in Semiconductor to an electric field>25° Control of gold nanoparticle charging
Sensitizer and Metal ParticteSensitizer Nanoassembli@he thus becomes an important factor if one is interested in

possibility of tailoring semiconductor or metal nanoparticle modulating the interaction between the gold nanocore and a
surfaces with organic molecules has generated overwhelmingsurface-bound fluorophore (Figure 5.8). Understanding the
interest in the design of light harvesting nanoassemblies. properties of a surface-bound molecule can provide valuable
Moreover, metal nanoparticles are excellent building blocks for information concerning the charge transfer interactions as well
inorganic-organic hybrid structures that can be tailored to carry as the microenvironment near the metal nanocore. If indeed the
out multifunctional tasks— from light energy harvesting to  gold particles act as electron acceptors, it should be possible to
charge storage and delivery. modulate the electron transfer quenching of the excited fluo-
The sensitizing dyes bound to semiconductor nanoparticlesrophore by charging the gold nanoparticle at an electrode
participate in interfacial charge transfer under photoexcitation surface. While the collective charging effects in organic-capped
(Figure 5.7). The efficiency of charge separation can be greatly gold nanoparticles can be monitored from the shift of plasmon
improved by employing surface modifiers, composite systems, band to lower energies? surface bound fluorophores can
and sacrificial donors/acceptors. One collective way to utilize provide useful information on the mechanism and kinetics of
these photoinduced charges in semiconductor nanoclusters ighe charge-transfer events. Furthermore, the newly developed
to assemble them on a conducting surface in the form of thin electronic force microscopy (EFM) could be used to monitor
films. The photogenerated charges in these semiconductorcharging effects on individual particl&$:
nanoclusters can then be utilized collectively to generate 5.2.4. SemiconducteiMetal CompositesThe functional
photocurrent or carry out selective redox processes. properties of nanomaterials can be greatly improved by capping
The scope of ultrafast transient absorption spectroscopy forthe semiconductor or metal nanocluster with another layer of
probing excited-state interactions on semiconductor surfacescompatible material. Such corshell geometry not only
needs to be extended to the single-particle level so that we canimproves the stability of the nanoparticles but also expands
gain a better understanding of the photosensitization phenom-the scope of composite nanoclusters in a wide array of
enon at the single particle level. The heterogeneity observed inapplications such as luminescent displays, microelectronics,
charge-transfer rate constants needs to be understood based grhotochemical solar cells, sensors, and memory de¥#ée¥?>
morphology, particle dispersity, and electronic coupling between Some examples of coreshell type nanomaterials include

the sensitizing dye and the semiconductor. semiconductorsemiconductoté®-270 semiconductormetal?’t
Earlier studies have shown that photoactive molecules boundmetal-semiconductof/? 2’4 meta-metal?’>278 and metat
to a bulk metal surface are inactive when exposed to ftfht>? metal oxidé>227%-281 systems.

Both energy-transfer and electron-transfer processes are con- One of the major goals behind designing semiconduetor
sidered to be the major deactivation pathways for the excited metal composite nanoparticles is to improve the charge recti-
fluorophore on metal surfacé®2#Although similar quenching  fication and to improve the interfacial charge-transfer kinetics
of excited states in nanoparticle systems has been noted in gFigure 5.9). The storing and shuttling of electrons by gold
few studies, no major effort has yet been made to elucidate thenanoparticles has been demonstrated by monitoring molecule-
excited-state deactivation processes of a surface-bound fluorodike charging effect® 25 and Fermi-level equilibration with
phore in nanostructures. The nature of the charge-transfersemiconductor nanostructur#d:284 A thermally activated
interaction of fluorophores with the gold surface dictates the electron hopping from one gold particle to another has been
pathways via which the excited state deactivat@3>>258 proposed as a possible way of conducting charge through
Exploring ways to utilize these photoactive metaénsitizer nanostructured gold film#5 The mechanism of charge transport
nanoassemblies for light energy conversion offers a challengeat the semiconductemmetal interface as well as charge recti-
for the coming years. fication still remains an intriguing issue and needs to be explored

As for molecular electronics applications, photocatalytic further. Probing the charging effects in composite particles using
processes such as oxidation of the thiol ligands on the surfacesingle-molecule spectroscopy techniques and or EFM techniques
of nanoparticles and/or passivation of the nanoparticles them-will provide a better understanding of the interfacial events.
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Conducting
electrode

o Figure 5.10. Assembling nanoparticles and molecules for light
X harvesting applications. Atfullerene—aniline dyad assembly (bottom)
Figure 5.9. Interfacial charge-transfer processes in a metal illustrates the principle of photoinduced electron transfer and collection
semiconductor nanoparticle. of electrons at gold nanocore.

Semiconductormetal nanocomposite particles have been investigate the distance dependent electron/energy transfer
found useful in improving the efficiency of photocatalytic and processes between the metal nanoparticle and fluorophore.
photoelectrochemical conversion of light energy (see, for 5.3. Designing Three-Dimensional PoreSolid Architec-
example, ref 284 and references therein). Photogenerated holetures as Advanced Electrochemical Materials for Charge
in semiconductor materials such as Fi@re strong oxidants  Storage and Energy ConversionDisordered and amorphous
and are capable of oxidizing metals such as Au at the materials are critical components in numerous technologies of
semiconductor interface. Such oxidation events in composite societal and military importance. Examples of such materials,
films will not only disrupt the TiQ—metal interface but will in which charge transport is required for the technological end
also create new electrefhole recombination centers. The use, include amorphous semiconductors (for photovoltaics or
contribution of these recombination centers is likely to be electrophotographic imaging); superconducting cuprates and
counterproductive for photoelectrochemical and photocatalytic magnetoresistive manganates whose properties derive from
operation. Questions remain regarding the identity of oxidized localized defects (for motors and ferroelectrics, respectively);
metal ions and their role in altering the energetics of the and insertion solids such as carbon and metal oxides or -hydrides
semiconductor. EXAFS studies can provide insight into the (for electrochemical power storagé¥. In particular, it has
neighboring atoms as well as the oxidation state of the recently been recognized that nanoscale, poorly crystalline,
intercalated metal ions. Whereas modification of the semicon- charge-insertion solids function as high-performance materials
ductor surface with metal nanoparticles promotes interfacial in power source®8® such as lithium-ion batterie®8%-2% direct
charge transfer, it is important to tackle the problems associatedmethanol fuel cells (DMFCs¥® and reformate-fed fuel
with metal oxidation at the semiconductemetal interface. cells2°7-29 The difficulty of analytical and physicochemical

5.2.5. Light Hapesting NanoassemblieExploring ways to characterization of disordered-to-amorphous materials is further
improve photoinduced charge separation in deramceptor type compounded when the materials and phases are nanoscopic.
dyads and triads by binding them to metal nanostructures and/ 5.3.1. Importance of Irregular/Nonperiodic Architecturds
or semiconductor composites will aid in mimicking artificial an example of the pervasiveness of the disordered realm,
photosynthesis with improved efficiency. Fundamental under- surfaces are actually nanoscale, often highly disordered, domains
standing of the dynamics and kinetics of the electron-transfer that differ from the underlying bulk and dictate many of the
process will allow us to optimize design strategies for such units. technologically most relevant catalytic, optical, or electrical
The basic role of the gold nanoparticle will be to promote charge properties of the solid. In that the electrified interface mediates
separation and shuttle photogenerated electrons from a fluoro-the properties and performance of all electrochemical power
phore or from a doneracceptor dyad assembly to a collecting sources, understanding the nature of the surface, dependently
surface. Based on a similar concept, efforts have recently beenand independently of bulk properties, has been a long-pursued
made to fabricate devices using a fluorescein photoreceptor ongoal of electrochemical surface sciefé&Because our experi-
an Au/TiO/Ti multilayer structure?®® mental bias lies toward synthesizing and characterizing ordered

By anchoring a redox moiety along with the fluorophore materials, the physical and chemical nature of the most
molecule, it should be possible to achieve photoinduced chargetechnologically relevant states are often poorly understood,
separation in these molecutametal nanoparticle assemblies especially when they are present only at a surface, under as-
(Figure 5.10). Anchoring a doneracceptor dyad (e.g.,de— used conditions, or as nanoscale nonorder amidst ordered
aniline dyad or Ru(bpg§t—viologen dyad with a—SH bulk 288.301
functional group) on the gold surface can further advance the Conventional X-ray diffraction, and other traditional tech-
concept of achieving charge separation in these photoactiveniques used to determine the structure of materials, may be the
nanoassemblies. The fullerenaniline dyad in Figure 5.10  place to start when characterizing any new material, but it is
illustrates the principle of this concept. This dyad has been not the place to finish when working with charge-insertion
shown to undergo efficient charge separation and to producenanomaterials of interest in batteries, supercapacitors, ultra-
photocurrent in a photoelectrochemical @&llBy choosing a capacitors, electrochromics, photovoltaics, fuel cells, and elec-
proper linker group it should be possible to systematically trocatalysis. Even with averaging spectroscopic techniques,
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SCHEME 1: Ruthenium Dioxide—An Example of the Spectrum of Properties for One Metal Oxide as Disorder Creeps
into Order
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which are thought to provide reliable information on nanoma- (see Figure 5.11&}2 But EXAFS is an averaging structural
terials because such materials and objects have a large surfacaechnique, which can mask the true nature of this and other
to-volume ratio (a 2-nm Au particle has 63% of its atoms on charge-transport materials, even on the nanoscale. When a
the surface), evidence is accumulating that interior vs. interface/ medium-range structural analysis is performed on this family
surface still matters for nanomateridfg-304 of materials, using atomic-pair density functional analysis of
As an example of the need to understand heterogeneity andhigh energy X-ray diffraction patterns, the reason for retention
disorder even in nanometer-scale solids, Scheme 1 illustrates aof metallic conductivity (even in Ru&~2H,O) becomes
spectrum of properties for Ry@s disorder creeps into order. apparent: nanocrystalline Ryg@ersists at a volume fraction
Single-crystal Ru@is a metallic conductor with a conductivity — sufficient for a percolation path for electrofis:34In essence,
approaching 19S/cm3% The anhydrous, polycrystalline form  RuQyxH,O innately forms a bifunctional nanocomposite (Figure
retains good electronic conductivity-(0? S/cm) and finds use  5.11b) in which the types of carriers that transport charge are
in thick-film resistors and as thin-film barrier layers to prevent determined by the composition of the nanocomposite: an
oxygen diffusion between silicon and the ferroelectric oxide in electron nanocrystalline wire (which becomes the majority
DRAM capacitorg©6:397When the surface of Rupolycrys- volume fraction as Ru@xH,0 is dehydrated) is always present,
talline films is made defective and becomes hydrous, the while protons are transported only in the disordered hydrous
electronic properties remain dominated by the polycrystalline phase. With the structurgproperty insight made possible by
bulk, but the surface becomes catalytically active and can storedetermining the medium-range structure of RwBI,O, the

electron and proton charge in the damaged surface ¥&8/eow nature of mixed conduction in this technologically important
temperature, selgel preparations produce bulk, highly disor- charge-insertion oxide, and perhaps other charge-insertion oxides
dered hydrous ruthenium oxide (Rt&H>0 or RuQHy), which and materials, offers a new design strategy to optimize the

stores electron and proton charge as a (nonlinear) function of properties of materials that are functionally, physically, and
the amount of structural water; an optimal storage of 720 F/g chemically heterogeneous, rather than compositionally and
(F, capacitance) occurs for Rg®©.5 H,O (high-surface-area  structurally uniform.
carbon supercapacitors storel00 F/g%9). When platinized, Determining medium-range structure is critical to understand-
RuQHy has recently been shown to be a more active catalytic ing properties of disordered materials, disordered components
state for direct methanol oxidation than the current best DMFC within ordered materials, and disordered interfaces, but the
catalyst PtRu bimetallic allo§?6-310 current state-of-the-art requires intensive instrumentation: (1)
As Scheme 1 indicates, when charge transport in a metal variable coherence or fluctuation microscop$216(2) pulsed,
oxide is predominantly electronic (i.e., the charge carrier is an inelastic, wide or small angle, anomalous diffraction and
electron) rather than electrical in nature (i.e., mixed electron scattering techniques that use X-ray or neutron soufc¢e®?
plus ion or ion-only transport), the critical structuneroperty and (3) high-field magnetic resonance spectroscépi?r!
predictor is crystalline structureand the absence of disorder. Pragmatic drawbacks to these approaches as routine structure
For RuQ, catalytic and charge/energy storage properties are determinants (unlike the manner in which conventional XRD
enhanced when proton conductivity arises and the physico-is widely available and routine) include the likely prerequisite
chemical disorder at the surface or in the bulk increases. Metallic of a regional instrumentation facility; high-energy 20 keV
conductivity in hydrous ruthenium oxide persists even when synchrotron-derived) X-rays; nonthermal neutrons; high-voltage
long-range order, as determined by conventional X-ray diffrac- electron microscopes or high-field resonance spectrometers; the
tion, is absent (even to compositions of Rex®,0, where amount or form of sample necessary for the analysis (grams
X = 2). When high-surface area Rpp®2H,0 (>50 n¥/g) is worth of nanoparticles for some of the scattering and diffraction
dehydrated by heating in air, diffraction lines characteristic of approaches; transmissive films or powders for electron micros-
the rutile habit only appear once the mole fraction eOHirops copy); high vacuum for the microscopy approaches (which may
to x ~ 0.3, at which point the charge-storage capacity of the not serve to establish the innate nature of the nanomaterial);
solid drops from 720 F/gx(= 0.5) to 530 F/g! and the difficulty of data analysis because the structural
The local structure of RugxH,0, as determined by EXAFS  assignments are coupled to intricate modeling.
(extended X-ray absorption fine structure), indicates that the If disorder or amorphousness is a desired state for a functional
bond distances in the RyQyctahedra of Ru@~2H,0O are material (or phase within it) in applications requiring charge
highly distorted from those that characterize the rutile structure transport, the challenge then becomes how to maintain the
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Figure 5.11. Structure and charge-transport properties of high-surface-aread®d@he magnitude of charge stored in the oxide (pseudocapacitance)

are all correlated, but the structure modeled for RuB,O once long-range order is lost depends on whether the spectroscopy is sensitive to
averaged local structure (a) or medium-range structure (b).

(b)

desired local structure in the face of thermodynamic forces include membrane-templated materi#&®erogel$0-29 and
inherent to the application. In technologies dependent on chargelyotropically templated metals and metal oxidésSchematic
transport, such driving forces would include the operating representations of these architectures, which contain nanostruc-
temperatures of a fuel cell; electron-volts (eV) of stored (and tured solid and 2-, 3-, or 1-dimensional nanostructured porosity,
cycled) energy in a battery; and harvesting several eV of respectively, are shown in Figure 5.12.

photonic energy in a solar cell. Conversely, the functional = When disorder and nanoarchitecture intersect, recent literature
material may exhibit greater performance tolerance under indicates that charge-insertion stoichiometries, rates of charge
operating conditions because highly disordered materials havedischarge, and electrochromic efficiencies are greater than those
a manifold of physically possible but energetically similar obtained for the crystalline, dense materifsThe Li-to-V,Os
structures, rather than a unique structiffe. stoichiometry increases to4 for sol-gel-derived \JOs5-xH0,

5.3.2. Importance of Nothing in Nanoarchitectursthing— as processed to yield minimal collapse of the pore network
free volume-is important in many charge-transfer situations (thereby forming an aerogel or ambigel), while dense, poly-
because reacting species or solvating molecules or mobile ionscrystalline \AOs stores at most one Li per ®s.291292 The
(or all three) must be transported to and from the reaction site, mechanism(s) by which the ultraporougQ®4-xH,O nanoarchi-
whether that site is another molecule or an electrified interface tectures store the extra charge are under discus¥iéPEbut
or a fabricated nanoscopic feature. As the rules of charge the number density and nature of the defects may play a critical
transport on the nanoscale are explored and discerned, optimizedole in the increased charge storage available witiOsV
charge-transport performance on the nanoscale will be realizedaerogels.
by fabricating supramolecular hierarchies, nanostructured ma- Recent evidence supports the role of lattice defects on Li-
terials, or nanoarchitectures for specific applications. A case is ion capacity in even micrometer-sized crystallites ofOy.
being made that the performance and rate of electrochemicalDeliberate atmosphere/temperature treatments to induce anion
processes improve when the “nothing” (i.e., porosity) is defects lowered the Liion capacity (relative to the as-received
incorporated at the design stage in order to integrate effective V,Os powder), while treatment to induce proton-stabilized cation
paths for mass transport to (and away from) the nanostructureddefects increased the Li-ion capacity by 23%Changes in
electroactive materi@P>323324Examples of such preplanned the long-range order of either the anion-defective or the proton-
pore-solid architectural design of electrochemical materials stabilized, cation-defective X0s were not apparent by conven-
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Figure 5.12. Representations of three types of peselid architectures providing improved electron turnover (chadjsecharge rates in batteries

or moles of fuels oxidized per gram of electrocatalyst in fuel-cell electrodes). Left-to-right: membrane-templated lithium-ion insertaeslectr
[adapted from http://www.chem.ufl.eduérmartin/]; metal oxide aerogels or electron-wired composite aerogels [adapted from ref 295]; and
lyotropically templated porous metals [Ni-coated silica; adapted from ref 326].

tional XRD:#?® medium-range structural analysis should offer space to explore as new nanomaterials are designed and
some insight into these systems as well. Approaches to nano-synthesized and new nanoarchitectures are fabricated.
materials that invoke soft chemistry, control of disorder, and

deliberate design of poresolid architectures offer exciting new 6. Summary and General Needs

ways to improve the performance of charge-transporting materi-

als of technological importance. Along the way, new insights . . o
into charge transfer on the nanoscale are inevitable. and_ can _be created is remgrka_ble a_nd their potential Impact for
. . ) basic science and for applications is very great. There will be
As the examples above indicate, the physicochemical databasg,eeqs and therefore challenges. Prominent will be connections

and intuition that we bring to the study of charge-transporting 5.4 structure. For many of the assemblies discussed here,
nanomaterials, from our historical understanding of macroscopic .hemical and physical connectors are needed to guide objects
(or ordered or homogeneous) materials, often needs realignment, alignment and then hold them together. Some connectors,
on the nanometer scale. Recent computational and calorimetrigxe the gold-thiol bond, are widely used yet still far from well

studies of nanoscale oxides and oxyhydroxides indicate that|,,qerstood. Many other connectors are needed but not yet

energy differences between polymorphs are small on the, ented and are therefore wholly unknown. Research into
nanoscale and that a polymorph or phase transition characteristic.onnectors will be important and essential.

on the macroscale is not necessarily the dominant form or  \anoscience will also demand new developments in tech-
331 i . . .
process on the nanoscdfé. ! Expecting quantum dots or 465 for determination of structure. A strength of nanostruc-
nanowires to retain the stability inherent to the constituent o5 is their capacity for elaboration and complexity, but a
compounds or metal (even noble metals) can thwart the effort .,hsequence is the need for new way to characterize them. The
invested to fabricate such nanostructured materials. PraC“Calchallenges are very great when disorder is intentionally intro-
stability usually requires environmental “hardening” (such as qyced. Chemistry can progress in an Edisonian manner, but
using capping ligands or passive layers) to avoid surface cerainly the greatest and most satisfying advances have come
chemistry dominated by reactions with water or oxygen that 5 gh knowledge of molecular structure and insights from
prove deleterious to the desired properties of the nanoSTrUCthe%rincimes based on that knowledge. Nanoscience is developing
material. When stability in air and water is necessary for charge \ith a host of new techniques in microscopy. These and more

transport, wiring a nanoarchitecture with an electron- or mixed il be needed to know the structures of the amazing objects
conducting metal oxide provides one means to do so, as seery e tg pe created.

for a silica aerogel internally wired with 4-nm-wide laths of

The breadth of assemblies of nanosized objects that have been
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Appendix A. Notation and Conversions

Ket first-order electron-transfer rate constantt s
Hpa electronic coupling between the donor and acceptor sites
A nuclear reorganization parameter
h Planck’s constant, 3.9% 1015 eV—s/molecule,
6.26 x 1073 J—s/mol
ks Boltzmann constant, 1.48 1072° eV/K—molecule
AG® standard free-energy change for the electron transfer
p attenuation factor for electronic coupling with distance
oM effective density of electronic states in a metal electrode
at the Fermi level
Eapp applied potential B = —Egap£)
E° reduction potential of the redox species

€ energy of a particular electrode level relative to the Fermi
level of the electrode

Er energy of the Fermi level

e elementary charge 1.60 102 C/proton;
—1.60 x 1071° Clelectron

energy lev=160x 101°J
conversions

F Faraday, 9.65¢< 10* C/mol
C Coulomb, one amperes, A—s; 6.24x 10'8 electrons/C
f(e) Fermi—Dirac distribution of occupied states in the metal

f(e) = 1/[1 + exple/ksT)]
g conductance, reciprocal of resistan€e?, (C%J—s);
quantum per mode is 2 = (12.8 kQ)™*

T electron transmission coefficient

T transfer matrix

Landauer g = (2¢/h)T(Eg); relates the linear conductangeof a

formula contact-(molecular bridge)-contact system to the elec-

tron transmission coefficient

I current

R resistance

Q ohm

S Siemens, unit of conductanc®;*

Ohmic behavior described by Ohm'’s law/ = IR, typically

behavior exhibited by metals, but also observable for molecular

contacts provided the voltage range probed is suf-
ficiently small

FCWD Franck-Condon-weighted density of states

NDR negative differential resistand® where 1R = dl/dV
becomes negative for some restricted range of V

STM scanning tunneling microscopy

AFM atomic force microscopy

EFM electronic force microscopy

SPM scanning probe microscopy (general term)

D—-B—A donor—bridge—acceptor assembly

QCA guantum dot cellular automata

F Farad, unit of capacitance

References and Notes

(1) Barbara, P. F.; Meyer, T. J.; Ratner, M. A.Phys. Cheml1996
100, 13148-13168.

(2) Holstein, T.Ann. Phys1959 8, 343-389.

(3) Jortner, J.; Bixon, MAdv. Chem. Phys1999 106, 1-734.

(4) Marcus, R. A.; Sutin, NBiochim. Biophys. Actd985 811, 265—
322.

(5) Ratner, M. A.; Jortner, J. INMolecular ElectronicsRatner, M. A.,
Jortner, J., Eds.; Blackwell: Oxford, UK, 1997; pp-B2 and references
therein.

(6) Ratner, M. A.; Davis, B.; Kemp, M.; Mujica, V.; Roitberg, A.;
Yaliraki, S. Ann. N.Y. Acad. Scll998 852 22—37.

(7) Datta, SElectronic Transport in Mesoscopic Syste@ambridge
University Press: Cambridge, 1995.

J. Phys. Chem. B, Vol. 107, No. 28, 2008693

(8) Jortner, J., Ratner, M., Ed#84olecular Electronics Blackwell
Science: Cambridge, MA, 1997.

(9) Aviram, A., Ratner, M., EdsMolecular Electronics Science and
TechnologyAnnals of the New York Academy of SciejicEse New York
Academy of Sciences: New York, NY, 1998; Vol. 852.

(10) Templeton, A. C.; Wuelfing, W. P.; Murray, R. WAcc. Chem.
Res.200Q 33, 27-36.

(11) Bumm, L. A,; Arnold, J. J.; Dunbar, T. D.; Allara, D. L.; Weiss,
P. S.J. Phys. Chem. B999 103 8122-8127.

(12) Cygan, M. T.; Dunbar, T. D.; Arnold, J. J.; Bumm, L. A.; Shedlock,
N. F.; Burgin, T. P.; Jones, L., Il; Allara, D. L.; Tour, J. M.; Weiss, P. S.
J. Am. Chem. S0d.998 120, 2721-2732.

(13) Claypool, C. L.; Francesco Faglioni, W. A. G., lll; Gray, H. B;
Lewis, N. S.; Marcus, R. AJ. Phys. Chem. B997 101, 5978-5995.

(14) Giancarlo, L. C.; Flynn, G. WAnnu. Re. Phys. Chem1998 49,
297-336.

(15) Dorogi, M.; Gomez, J.; Osifchin, R.; Andres, R. P.; Reifenberger,
R. Phys. Re. B 1995 52, 9071-9077.

(16) Cui, X. D.; Primak, A.; Zarate, X.; Tomfohr, J.; Sankey, O. F.;
Moore, A. L.; Moore, T. A.; Gust, D.; Harris, G.; Lindsay, S. Mcience
2001, 294, 571-574.

(17) Haram, S. K.; Quinn, B. M.; Bard, A. J. Am. Chem. So2001,
123 8860-8861.

(18) Nirmal, M.; Dabbousi, B. O.; Bawendi, M. G.; Macklin, J. J.;
Trautman, J. K.; Harris, T. D.; Brus, L. BNature 1996 383 802-804.

(19) Hicks, J. F.; Templeton, A. C.; Chen, S.; Sheran, K. M.; Jasti, R.;
Murray, R. W.; Debord, J.; Schaaff, T. G.; Whetten, R.Anal. Chem.
1999 71, 3703-3711.

(20) (a) Stuchebrukhov, A. AAdv. Chem. Phys2001, 118 1—-44. (b)
Stuchebrukhov, A. A.; Marcus, R. Al. Phys. Chem1995 99, 7581~
7590.

(21) Winkler, J. R.; Gray, H. BChem. Re. 1992 93, 369-379.

(22) Langen, R.; Chang, I.-J.; Germanas, J. P.; Richards, J. H.; Winkler,
J. R.; Gray, H. BSciencel995 269, 1733-1735.

(23) Chidsey, C. E. DSciencel991, 251, 919-922.

(24) Reed, M. A.; Zhou, C.; Muller, C. J.; Burgin, T. P.; Tour, J. M.
Sciencel997, 278 252-254.

(25) Slowinski, K.; Fong, H. K. Y.; Majda, MJ. Am. Chem. S04999
121, 72577261.

(26) Bezryadin, A.; Dekker, Cl. Vac. Sci. Technol. B997, 15, 793~
799.

(27) Holmlin, R. E.; Haag, R.; Chabinyc, M. L.; Ismagilov, R. F.; Cohen,
A. E.; Terfort, A.; Rampi, M. A.; Whitesides, G. Ml. Am. Chem. Soc.
2001, 123 5075-5085.

(28) Wold, D. J.; Frisbie, C. DJ. Am. Chem. So00Q 122, 2970.

(29) Mujica, V.; Kemp, M.; Ratner, M. AJ. Chem. Phys1994 101,
6849.

(30) Mujica, V.; Kemp, M.; Ratner, M. AJ. Chem. Physl1994 101,

856.

(31) Segal, D.; Nitzan, A.; Ratner, M.; Davis, W. B. Phys. Chem. B
200Q 104, 2790-2793.

(32) Nitzan, A.J. Phys. Chem. B001, 105 2677-2679.

(33) Nitzan, A.Annu. Re. Phys. Chem2002 52, 681—750.

(34) Mujica, V.; Roitberg, A. E.; Ratner, M. Chem. Phys200Q 112,
6834-6839.

(35) Sutin, N.Prog. Inorg. Chem1983 30, 441-498.

(36) Newton, M. D.Chem. Re. 1991, 91, 767—792.

(37) Davis, W. B.; Wasielewski, M. R.; Ratner, M. A.; Mujica, V.;
Nitzan, A.J. Phys. Chem. A997 101, 6158-6164.

(38) Siddarth, P.; Marcus, R. A. Phys. Chenil99Q 94, 2985-2989.

(39) McConnell, H. M.J. Chem. Phys1961, 35, 508.

(40) Newton, M. D.; Cave, R. J. IMolecular ElectronicsRatner, M.
A., Jortner, J., Eds.; Blackwell: Oxford, UK, 1997; pp-7B18.

(41) Brunschwig, B. S.; Ehrenson, S.; Sutin NAmM. Chem. Sod984
106, 6858-6859.

(42) Yu, Z. G.; Song, XPhys. Re. Lett. 2001, 86, 6018-6021.

(43) Renger, T.; Marcus, R. A., to be submitted.

(44) Woitellier, S.; Launay, J. P.; Spangler, C. Worg. Chem.1989
28, 273.

(45) Reimers, J. R.; Hush, N. S. HElectron lon Transfer Condens.
Media: Theor. Phys. React. KineProc. Conf; Kornyshev, A. A., Ed.;
World Scientific: Singapore, 1997; pp 32846.

(46) Closs, G. L.; Johnson, M. D.; Miller, J. R.; Piotrowiak, . Am.
Chem. Soc1989 111, 3751-3753.

(47) Shephard, M. J.; Paddon-Row, M. N.; Jordan, Kabem. Phys.
1993 176

(48) Yonemoto, E. H.; Saupe, G. B.; Schmehl, R. H.; Hubig, S. M.;
Riley, R. L.; Iverson, B. L.; Mallouk, T. EJ. Am. Chem. S0d.994 116
4786-4795.

(49) Tong, G. S. M.; Kurnikov, I. V.; Beratan, D. NI. Phys. Chem. B
2002 106, 2381-2392.

(50) Murphy, C. J.; Arkin, M. R.; Jenkins, Y.; Ghatlia, N. D.; Bossmann,
S. H.; Turro, N. J.; Barton, J. KSciencel993 262 1025-1029.



6694 J. Phys. Chem. B, Vol. 107, No. 28, 2003

(51) Fukui, K.; Tanaka, KAngew. Chemlint. Ed. Engl.1998 37, 158—
161.

(52) Jortner, J.; Bixon, M.; Langenbacher, T.; Beyerle, M. E.; Langen-
bacher, T.; Beyerle, M. EProc. Nat. Acad. Scil998 95, 12759.

(53) Jortner, J.; Bixon, M.; Langenbacher, T.; Beyerle, MPEac. Natl.
Acad. Sci.1998 95, 12759.

(54) Giese, B.; Amaudrut, J.; Kaer, A.-K.; Spormann, M.; Wessely,
S. Nature 2001, 412, 318-320.

(55) Davis, W. B.; Svec, W. A.; Ratner, M. A.; Wasielewski, M. R.
Nature 1997, 396, 60.

(56) Davis, W. B.; Hess, S.; Naydenova, |.; Haselsberger, R.; Ogrodnik,
A.; Newton, M. D.; Michel-Beyerle, M. EJ. Am. Chem. So@002 124,
2422-2423.

(57) Levich, V. G. InAdvances in Electrochemistry and Electrochemical
Engineering Delahay, P., Tobias, C. W., Eds.; Interscience: New York,
1966; Vol. 4.

(58) Royea, W. J.; Fajardo, A. M.; Lewis, N. $.Phys. Chem. B997,
105 11152-11159.

(59) Gosavi, S.; Marcus, R. Al. Phys. Chem. R00Q 104, 2067
2072.

(60) Smalley, J. F.; Feldberg, S. W.; Chidsey, C. E. D.; Linford, M. R.;
Newton, M. D.; Liu, Y.-P.J. Phys. Chem1995 99, 13141.

(61) Gosavi, S.; Qin Gao, Y.; Marcus, R. A.Electroanal. Chen2001,
500, 71-77.

(62) Weber, K.; Hockett, L.; Creager, 3. Phys. Chem. B997 101,
8286.

(63) Sachs, S. B.; Dudeck, S. P.; Hsung, R. P.; Sita, S. R.; Smalley, J.

F.; Newton, M. D.; Feldberg, S. W.; Chidsey, C. E.D.Am. Chem. Soc.
1997 119 10563-10564.

(64) Sikes, H. D.; Smalley, J. F.; Dudek, S. P.; Cook, A. R.; Newton,
M. D.; Chidsey, C. E. D.; Feldberg, S. \8cience2001, 291, 1519-1523.

(65) Creager, S.; Yu, C. J.; Bamdad, C.; O'Connor, S.; MacLean, T;
Lam, E.; Chong, Y.; Olsen, G. T.; Luo, J.; Gozin, M.; Kayyem, JJF.
Am. Chem. Sod 999 121, 1059-1064.

(66) Smith, C. P.; White, H. SAnal. Chem1992 64, 2398-2405.

(67) Fawcett, W. RJ. Electroanal. Chem1994 378 117-124.

(68) (a) Vakarin, E. V.; Holovko, M. F.; Piotrowiak, Zhem. Phys.
Lett. 2002 363 7—12. (b) Sumner, J. J.; Creager, S.EPhys. Chem. B
2001 105, 8739-8745.

(69) Marcus, R. AJ. Phys. Chem. B998 102 10071-10077.

(70) Barnett, R. N.; Cleveland, C. L.; Joy, A.; Landman, U.; Schuster,
G. B. Science2001, 294, 567-571.

(71) Landauer, RIBM J. Res. De. 1957, 1, 223-231.

(72) Kerqueris, C.; Bourgoin, J.-P.; Palacin, S.; Esteve, D.; Urbina, C.;
Magoga, M.; Joachim, (Phys. Re. B 1999 59, 12505-12513.

(73) Selzer, Y.; Salomon, A.; Cahen, D.Am. Chem. So@002 124,
2886-2887.

(74) Brown, L. O.; Hutchison, J. El. Am. Chem. S0d.997 119, 9,
12384-12385.

(75) Chen, S.; Ingram, R. S.; Hostetler, M. J.; Pietron, J. J.; Murray, R.
W.; Schaaff, T. G.; Khoury, J. T.; Alvarez, M. M.; Whetten, R.%cience
1998 280, 2098-2101.

(76) Tomfohr, J. K.; Sankey, O. RPhys. Re. B 2002 65, 245105~
245112.

(77) Monch, W.On the physics of metal-semiconductor interfaces
Reports on Progress in Physi@99Q 53, 221-278.

(78) Tersoff, JPhys. Re. Lett. 1984 52, 465-468.

(79) Xue, Y.; Datta, S.; Ratner, M. A. Chem. Phy2001, 115 4292-
4299.

(80) Shen, C.; Kahn, A.; Hill, I. G. InConjugated Polymer and
Molecular InterfacesSalaneck, W. R., Seki, K., Kahn, A., Pireaux, J. J.,
Eds.; Marcel Dekker: New York, 2001; pp 35200.

(81) Zhu, X. Y.Annu. Re. Phys. Chem2002 53, 221-247.

(82) Li, J.; Tomfohr, J. K.; Sankey, O. F. to be published.

(83) Tian, W.; Datta, S.; Hong, S.; Reifenberger, R.; Henderson, J. |.;
Kubiak, C. P.J. Chem. Phys1998 109, 2874-2882.

(84) Taylor, J.; Brandbyge, M.; Stokbro, Rhys. Re. Lett. 2002 89,
138301138301, 138304.

(85) Segal, D.; Nitzan, A.; Davis, W. B.; Wasielewski, M. R.; Ratner,
M. A. J. Phys. Chem. B00Q 104 38173829.

(86) Yaliraki, S. N.; Roitberg, A. F.; Gonzalez, C.; Mujica, V.; Ratner,
M. A. J. Chem. Phys1999 111, 6997.

(87) McConnell, H. M.J. Chem. Phys508 35, 508.

(88) Sumner, J. J.; Creager, S.JEAmM. Chem. So200Q 122 11914~
11920.

(89) Lewis, N. SJ. Phys. Chem. B998 102, 4843-4855.

(90) Economou, E. NGreen’s Functions in Quantum Physi&pringer-
Verlag: Berlin, 1983; Chapter 4.

(91) Sumner, J. J.; Weber, K. S.; Hockett, L. A.; Creager, S. Bhys.
Chem. B200Q 104, 7449.

(92) Cui, X. D.; Primak, A.; Zarate, X.; Tomfohr, J.; Sankey, O. F.;
Moore, A. L.; Moore, T. A,; Gust, D.; Nagahara, L. A.; Lindsay, S. M.
Phys. Chem2002 106, 8609-8614.

Adams et al.

(93) Wold, D. J.; Haag, R.; Rampi, M. A;; Frisbie, C. D.Phys. Chem.
B 2002 106, 2813-2816.

(94) Hsu, C.-P.; Marcus, R. Al. Chem. Phys1997 106, 584—598.

(95) Fan, F.-R. F.; Yang, J.; Dirk, S. M.; Price, D. W.; Kosynkin, D.;
Tour, J. M.; Bard, A. JJ. Am. Chem. So@001, 123 2454-2455.

(96) Murray, R. W., Ed.Molecular Design of Electrode Surfaces;
Techniques of Chemistry Serjelohn Wiley & Sons: New York, 1992;
Vol. 22.

(97) Hicks, J. F.; Zamborini, F. P.; Osisek, A.; Murray, R. W.Am.
Chem. Soc2001, 123 7048-7053.

(98) Feldheim, D. L.; Keating, C. DChem. Soc. Re 1998 27, 1-12.

(99) Sampaio, J. F.; Beverly, K. C.; Heath, J.JRPhys. Chem. B001,
105 8797-8800.

(100) Metzger, R. M.; Chen, B.; Hopfner, U.; Lakshmikantham, M. V.;
Vuillaume, D.; Kawai, T.; Wu, X.; Tachibana, H.; Hughes, T. V.; Sakurai,
H.; Baldwin, J. W.; Hosch, C.; Cava, M. P.; Brehmer, L.; Ashwell, G1.J.
Am. Chem. Sod 997 119, 10455-10466.

(101) Collier, C. P.; Wong, E. W.; Belohradskil.; Raymo, F. M.;
Stoddart, J. F.; Kuekes, P. J.; Williams, R. S.; Heath, IS&encel999
285 391-394.

(102) Chen, J.; Reed, M. A.; Rawlett, A. M.; Tour, J. Bciencel999
286, 1550-1552.

(103) Donhauser, Z. J.; Mantooth, B. A.; Kelly, K. F.; Bumm, L. A;
Monnell, J. D.; Stapleton, J. J.; Price, D. W., Jr.; Rawlett, A. M.; Allara,
D. L.; Tour, J. M.; Weiss, P. SScience2001, 292 2303-2307.

(104) Service, R. FScience2001, 294, 2442-2443.

(105) Pease, A. R.; Jeppesen, J. O.; Stoddart, J. F.; Luo, Y.; Collier, C.
P.; Heath, J. RAcc. Chem. Re®001, 34, 433-444.

(106) Kagan, C. R.; Afzali, A.; Martel, R.; Gignac, L. M.; Solomon, P.
M.; Schrott, A. G.; Ek, BNano Lett.2003 3, 119-124.

(107) Lee, J.-O; Lientschnig, G.; Wiertz, F.; Martin Struijk, R. A. J. J.;
Egberink, R.; Reinhoudt, D. N.; Hadley, P.; Dekker,Nano Lett.2003
3, 113-117.

(108) Schia, J. H.; Meng, H.; Bao, ZNature 2003 422, 92.

(109) Yaliraki, S. N.; Ratner, M. AJ. Chem. Phys1998 109, 5036.

(110) Yaliraki, S. N.; Kemp, M.; Ratner, M. Al. Am. Chem. So02999
121, 3428.

(111) Newns, D. MPhys. Re. Lett. 1969 178 1123.

(112) Anderson, P. WPhys. Re. Lett. 1961 124, 41.

(113) Lang, N. D.Phys. Re. B 1995 52, 5335.

(114) Seminario, J. M.; Zacarias, A. G.; Tour, J. MAm. Chem. Soc.
1999 121, 411.

(115) Magoga, M.; Joachim, ®hys. Re. B 1997, 56, 4722.

(116) Stipe, B. C.; Rezaei, M. A.; Ho, Wsciencel998 280, 1732.

(117) Hu, J.; Odom, T. W.; Lieber, C. MAcc. Chem. Redl999 32,
435.

(118) Avouris, PhJ. Phys. Chem199Q 94, 2246.

(119) Dutton, G.; Zhu, X.-YJ. Phys. Chem. B001 105 10912.

(120) Selzer, Y.; Salomon, A.; Cahen, D.Am. Chem. So2002 123

(121) son, K. A.; Kim, H. I.; Houston, J. Rhys. Re. Lett. 2001, 86,
5357.

(122) Vondrak, T. W. H.; Winget, P.; Cramer, C. J.; Zhu, X.3Y Am.
Chem. Soc200Q 122, 4700-4707.

(123) Miller, A. D.; Gaffney, K. J.; Liu, S. H.; Szymanski, P.; Garrett-
Roe, S.; Wong, C. M.; Harris, C. B. Phys. Chem. 2002 106, 7636~
7638.

(124) Petek, H.; Ogawa, ®rog. Surf. Sci1998 56, 239.

(125) Harris, C. B.; Ge, N.-H.; Lingle, R. L.; McNeill, J. D.; Wong, C.
M. Annu. Re. Phys. Chem1997, 48, 711.

(126) Gahl, C.; Ishioka, K.; Zhong, Q.; Hotzel, A.; Wolf, Maraday
Discuss.200Q 117, 191.

(127) Bonn, M.; Hess, C.; Wolf, MJ. Chem. Phys2001, 115 7725.

(128) Nirmal, M.; Brus, L. EAcc. Chem. Red.999 32, 407.

(129) Krauss, T. D.; Brus, L. BPhys. Re. Lett. 1999 83, 4840.

(130) Krauss, T. D.; O'Brien, S.; Brus, L. B. Phys. Chem. BR001,
105 1725-1733.

(131) Cherniavskaya, O.; Chen, L.; Islam, M. A.; Brus,Nano Lett.
2003 3, 497-501.

(132) Xie, X. S.; Trautman, J. KAnnu. Re. Phys. Chem1998 49,
441-480.

(133) Van-Hulst, N. F.; Veerman, J. A.; Garcia-Parajo, M. F.; Kuipers,
L. J. Chem. Phys200Q 112, 7799-7810.

(134) Nie, S. M.; Zare, R. NAnn. Re. Biophys. Biomol. Strucfl997,
26, 567-596.

(135) Moerner, W. EJ. Phys. Chem. B002 106, 910-927.

(136) Zang, L.; Liu, R.; Holman, M. W.; Nguyen, K. T.; Adams, D. M.
J. Am. Chem. So002 124, 10640-10641.

(137) Holman, M. W.; Liu, R.; Zang, L.; Adams, D. M. Am. Chem.
Soc, submitted.

(138) Liu, R.; Holman, M. W,; Zang, L.; Adams, D. M. Phys. Chem.
A, submitted.



Review Article

(139) Bumm, L. A.; Arnold, J. J.; Cygan, M. T.; Dunbar, T. D.; Burgin,
T. P.; Jones, L., II; Allara, D. L.; Tour, J. M.; Weiss, P. Sciencel996
271, 1705-1707.

(140) Reed, M. A.; Chen, J.; Rawlett, A. M.; Price, D. W.; Tour, J. M.
Appl. Phys. Lett2001, 78, 3735-3737.

(141) Frank, S.; Poncharal, P.; Wang, Z. L.; de Heer, WSAience
1999 280, 1744-1746.

(142) Tans, S. J.; Verschueren, R. M.; Dekker,Nature 1998 393
49.

(143) Martel, R.; Schmidt, T.; Shea, H. R.; Hertel, T.; Avouris, Rppl.
Phys. Lett.1998 73, 2447.

(144) Derycke, V.; Martel, R.; Appenzeller, J.; Avouris, Rtano Lett.
2001 1, 453-456.

(145) Postma, H. W. C.; Teepen, T.; Yao, Z.; Grifoni, M.; Dekker, C.
Science2001, 293 76—79.

(146) Collier, C. P.; Mattersteig, G.; Wong, E. W.; Beverly, K.; Sampaio,
J.; Raymo, F. M.; Stoddart, J. F.; Heath, J.SRience200Q 289, 1172
1175.

(147) Ashwell, G. J.; Sambles, J. R.; Martin, A. S.; Parker, W.
Szablewski, M.J. Chem. Soc., Chem. Commui®29Q 1374-1376.

(148) Martin, A. S.; Sambles, J. R.; Ashwell, GRhys. Re. Lett.1993
70, 218-221.

(149) Chen, B.; Metzger, R. Ml. Phys. Chem. B999 103 4447
4451.

(150) Vuillaume, D.; Chen, B.; Metzger, R. M.angmuir 1999 15,
4011-4017.

(151) Metzger, R. M.; Xu, T.; Peterson, |. BR. Phys. Chem. BR001
105, 7280-7290.

(152) Xu, T.; Peterson, I. R.; Lakshmikantham, M. V.; Metzger, R. M.
Angew. Chem., Int. EQ®001, 40, 1749-1752.

(153) Aviram, A.; Ratner, M. AChem. Phys. Lettl974 29, 277—
283.

(154) Baldwin, J. W.; Chen, B.; Street, S. C.; Konovalov, V. V.; Sakurai,
H.; Hughes, T. V.; Simpson, C. S.; Lakshmikantham, M. V.; Cava, M. P.;
Kispert, L. D.; Metzger, R. MJ. Phys. Chem. B999 103 4269-4277.

(155) Baldwin, J. W.; Amaresh, R. R.; Peterson, I. R.; Shumate, W. J.;
Cava, M. P.; Amiri, M. A.; Hamilton, R.; Ashwell, G. J.; Metzger, R. M.
J. Phys. Chem. B002 106, 12158-12164.

(156) Metzger, R. M.; Baldwin, J. W.; Shumate, W. J.; Peterson, |. R;
Mani, P.; Mankey, G. J.; Morris, T.; Szulczewski, G.; Bosi, S.; Prato, M.;
Comito, A.; Rubin, Y.J. Phys. Chem. B003 107, 1021-1027.

(157) Baldwin, J. W.; Amaresh, R. R.; Peterson, I. R.; Shumate, W. J.;
Cava, M. P.; Amiri, M. A.; Hamilton, R.; Ashwell, G. J.; Metzger, R. M.
J. Phys. Chem. B002 106, 12158-12164.

(158) Lent, C. S.; Tougaw, P. DProc. IEEE1997, 85, 541-557.

(159) Amlani, I.; Orlov, A.; Toth, G.; Bernstein, G. H.; Lent, C. S;
Snider, G. L.Sciencel999 284, 289-291.

(160) Kummamuru, R.; Timler, J.; Toth, G.; Lent, C. S.; Ramasubra-
maniam, R.; Orlov, A. O.; Bernstein, G. H.; Snider, G.App. Phys. Lett.
2002 81, 1332-1334.

(161) Lieberman, M.; Chellamma, S.; Varughese, B.; Wang, Y.; Lent,
C. S.; Bernstein, G. H.; Snider, G. L.; Peiris, F. &an. N.Y. Acad. Sci.
2002 960, 225-239.

(162) Lent, C. S.; Isaksen, B.; Lieberman, 31.Am. Chem. So2003
125 1056-1063.

(163) Balzani, V.; Gomex-Lopez, M.; Stoddart, J.Acc. Chem. Res.
1998 31, 405-414.

(164) Aviram, A.; Seiden, P. E.; Ratner, M. A. Molecular Electronic
Devices Carter, F. L., Ed.; Marcel Dekker: New York, 1982; p 5.

(165) Heath, J. R.; Kuekes, P. J.; Snider, G. S.; Williams, Fsc&nce
1998 280, 1716-1721.

(166) Faster, T.Faraday Discuss1959 27, 7—17.

(167) Dexter, D. LJ. Chem. Phys1953 21, 836-850.

(168) Gust, D.; Moore, T. A.; Moore, A. LAcc. Chem. Re2001, 34,
40-48.

(169) McDermott, G.; Prince, S. M.; Freer, A. A.; Hawthornthwait-
elawless, A. M.; Papiz, M. Z.; Cogdell, R. J.; Isaacs, N. Néture 1995
374, 517-521.

(170) Yang, M.; Agarwal, R.; Fleming, G. R. Photochem. Photobiol.

A 2001, 142 107-119.

(171) Wasielewski, M. RChem. Re. 1992 92, 435-461.

(172) Sugiura, K.; Tanaka, H.; Matsumoto, T.; Kawai, T.; Sakata, Y.
Chem. Lett1999 1193-1194.

(173) Kuciauskas, D.; Liddell, P. A.; Lin, S.; Johnson, T. E.; Weghorn,
S. J.; Lindsey, J. S.; Moore, A. L.; Moore, T. A.; Gust, D.Am. Chem.
Soc.1999 121, 8604-8614.

(174) Lammi, R. K.; Ambroise, A.; Balasubramanian, T.; Wagner, R.
W.; Bocian, D. F.; Holten, D.; Lindsey, J. 3. Am. Chem. So200Q 122,
7579-7591.

(175) Devadoss, C.; Bharathi, P.; Moore, JJSAm. Chem. S0d.996
118 9635-9644.

G.;

J. Phys. Chem. B, Vol. 107, No. 28, 2008695

(176) Yeow, E. K. L.; Ghiggino, K. P.; Reek, J. N. H.; Crossley, M. J.;
Bosman, A. W.; Schenning, A. P. H. J.; Meijer, E. W.Phys. Chem. B
2000 104, 2596-2606.

(177) Adronov, A.; Frechet, J. M. Chem. Commur200Q 1701-1710.

(178) Webber, S. EChem. Re. 199Q 90, 1469-1482.

(179) Fox, M. A.Acc. Chem. Red.999 32, 201-207.

(180) Fleming, C. N.; Maxwell, K. A.; DeSimone, J. M.; Meyer, T. J.;
Papanikolas, J. MJ. Am. Chem. So001, 123 10336-10347.

(181) Deng, Y. Q.; Roberts, J. A.; Peng, S. M.; Chang, C. K.; Nocera,
D. G. Angew. Chem.nt. Ed. Engl.1997, 36, 2124-2127.

(182) Sessler, J. L.; Sathiosatham, M.; Brown, C. T.; Rhodes, T. A.;
Wiederrecht, GJ. Am. Chem. So2001, 123 3655-3660.

(183) Labhiri, S.; Thompson, J. L.; Moore, J.B5.Am. Chem. So200Q
122, 11315-11319.

(184) shi, X. X.; Barkigia, K. M.; Fajer, J.; Drain, C. M. Org. Chem.
2001, 66, 6513-6522.

(185) Rucareanu, S.; Mongin, O.; Schuwey, A.; Hoyler, N.; Gossauer,
A.; Amrein, W.; Hediger, H. UJ. Org. Chem2001, 66, 4973-4988.

(186) Nguyen, T. Q.; Schwartz, B. J.; Schaller, R. D.; Johnson, J. C;
Lee, L. F.; Haber, L. H.; Saykally, R. J. Phys. Chem. B001, 105 5153~
5160.

(187) Zhou, Q.; Swager, T. Ml. Am. Chem. Sod.995 117, 12593~
12602.

(188) Chen, L.; McBranch, D. W.; Wang, H.-L.; Helgeson, R.; Wudl,
F.; Whitten, D. G.Proc. Natl. Acad. Sci. U.S.A999 96, 1228712292.

(189) Harrison, B. S.; Ramey, M. B.; Reynolds, J. R.; Schanze, K. S.
Am. Chem. So00Q 122, 8561-8562.

(190) Higgins, D. A.; Reid, P. J.; Barbara, P.F.Phys. Chem1996
100, 1174-1180.

(191) Kuhn, H.; Miius, D. Angew. Chem.Int. Ed. Engl.1971, 10,
620-637.

(192) Jones, R. M.; Lu, L. D.; Helgeson, R.; Bergstedt, T. S.; McBranch,
D. W.; Whitten, D. G.Proc. Natl. Acad. Sci. U.S.£2001 98, 14769
14772.

(193) Calzaferri, G.; Pauchard, M.; Maas, H.; Huber, S.; Khatyr, A.;
Schaafsma, TJ. Mater. Chem2002 12, 1—13.

(194) Tour, J. M.Chem. Re. 1996 96, 537-553.

(195) Harriman, A.; Ziessel, RCoord. Chem. Re 1998 171, 331—
339.

(196) Dekker, C.; Tans, S. J.; Geerligs, L. J.; Bezryadin, A.; Wu, J.;
Wegner, GNATO ASI Ser.Ser. E1997, 341, 129-138.

(197) Jiang, B.; Yang, S. W.; Bailey, S. L.; Hermans, L. G.; Niver, R.
A.; Bolcar, M. A,; Jones, J.; Wayne, EEoord. Chem. Re 1998 171,
365—-386.

(198) Jestin, |.; Frere, P.; Blanchard, P.; RoncalAdgew. ChemiInt.

Ed. 1998 37, 942-945.

(199) Swager, T. MAcc. Chem. Red99§ 31, 201—207.

(200) Decher, GSciencel997, 277, 1232-1237.

(201) Kim, J.; McQuade, D. T.; Rose, A.; Zhu, Z.; Swager, T. M.
Am. Chem. So2001, 123 11488-11489.

(202) Levitsky, I. A.; Kim, J.; Swager, T. Ml. Am. Chem. S0d.999
121, 1466-1472.

(203) Bazan, G. C.; Miao, Y. J.; Renak, M. L.; Sun, BJJAm. Chem.
Soc.1996 118 2618-2624.

(204) Francke, V.; Rader, H. J.; Geerts, Y.; MullenMacromol. Rapid
Commun.1998 19, 275-281.

(205) Kukula, H.; Ziener, U.; Schops, M.; Godt, Macromolecules
1998 516Q 0—5163.

(206) Li, W.; Wang, H.; Yu, L.; Morkved, T. L.; Jaeger, H. M.
Macromolecules999 32, 3034-3044.

(207) Fasolka, M. J.; Banerjee, P.; Mayes, A. M.; Pickett, G.; Balazs,
A. C. Macromolecule00Q 33, 5702-5712.

(208) Leclere, P.; Parente, V.; Bredas, J. L.; Francois, B.; Lazzaroni,
R. Chem. Mater1998 10, 4010-4014.

(209) Balazs, A. C.; Ginzburg, V. V.; Qiu, F.; Peng, G. W.; Jasnow, D.
J. Phys. Chem. B00Q 104 3411-3412.

(210) Fogg, D. E.; Radzilowski, L. H.; Blanski, R.; Schrock, R. R.;
Thomas, E. LMacromoleculesl997 30, 417—426.

(211) O’'Regan, B.; Gitzel, M. Nature 1991, 353 737—740.

(212) Hagfeldt, A.; Grtzel, M. Acc. Chem. Re200Q 33, 269-277.

(213) Grazel, M. Nature 2001, 414, 338-344.

(214) Peumans, P.; Forrest, S.Appl. Phys. Lett2001, 79, 126-128.

(215) Brabec, C. J.; Sariciftci, N. S.; Hummelen, JA@v. Funct. Mater.
2001, 11, 15-26.

(216) Yu, G.; Gao, J.; Hummelen, J. C.; Wudl, F.; Heeger, Aclence
1995 1789-1791.

(217) Granstrom, M.; Petritsch, K.; Arias, A. C.; Lux, A.; Andersson,
M. R.; Friend, R. H.Nature 1998 395 257-260.

(218) Hickman, J. J.; Ofer, D.; Laibinis, P. E.; Whitesides, G. M.;
Wrighton, M. S.Sciencel991 252 688-691.

(219) Elghanian, R.; Storhoff, J. J.; Mucic, R. C.; Letsinger, R. L.;
Mirkin, C. A. Sciencel997, 277, 1078-1081.



6696 J. Phys. Chem. B, Vol. 107, No. 28, 2003 Adams et al.

(220) Markovich, G.; Callier, C. P.; Henrichs, S. E.; Remacle, F.; Levine, (267) Bedja, |.; Kamat, P. VJ. Phys. Chem1995 99, 9182-9188.

R. D.; Heath, J. RAcc. Chem. Red999 32, 415-423. (268) Kamalov, V. F.; Little, R.; Logunov, S. L.; El-Sayed, M. A.
(221) Willner, I.; Willner, B.Pure Appl. Chem2001, 73, 535-542. Phys. Chem1996 100, 6381-6384.
(222) Gomez-Romero, FAdv. Mater. 2001, 13, 163-174. (269) Mews, A.; Kadavanich, A. V.; Banin, U.; Alivisatos, A. Phys.
(223) Henglein, ABer. Bunsen-Ges. Phys. Chel895 99, 903-913. Rev. B 1996 53, 13242-13245.
(224) Wang, Y.; Herron, NSciencel996 273 632-634. (270) Kamat, P. V. Ilsemiconductor NanoclustersPhysica] Chemical
(225) Kamat, P. VProg. Inorg. Chem1997, 44, 273-343. and Catalytic AspectsMeisel, D., Ed.; Elsevier Science: Amsterdam, 1997;
(226) Alivisatos, A. PJ. Phys. Chem1996 100, 13226-13239. pp 237259.
(227) Pileni, M. P.New J. Chem1998 693-702. (271) Kraeutler, B.; Bard, A. IJ. Am. Chem. Sod.978 100, 4317
(228) Henglein, ALangmuir1998 14, 6738-6744. 4318.
(229) Link, S.; El-Sayed, M. AJ. Phys. Chem. B998 103 4212 (272) Shanghavi, B.; Kamat, P. V. Phys. Chem. B997, 101, 7675
4217. 7679.
(230) Kim, S.-H.; Medeiros-Ribeiro, G.; Ohlberg, D. A. A.; Williams, (273) Pastoriza-Santos, |.; Koktysh, D. S.; Mamedov, A. A.; Giersig,
R. S.; Heath, J. RJ. Phys. Chem. B999 103 10341-10347. M.; Kotov, N. A,; Liz-Marzan, L. M. Langmuir200Q 16, 2731-2735.
(231) El-Sayed, M. AAcc. Chem. Re001, 34, 257-264. (274) Schreder, B.; Schmidt, T.; Ptatschek, V.; Winkler, U.; Materny,
(232) Fujiwara, H.; Yanagida, S.; Kamat, P.).Phys. Chem. B999 A.; Umbach, E.; Lerch, M.; G. Miler, G.; Kiefer, W. W.; Spanhel, LJ.
103 2589-2591. Phys. Chem. BR00Q 104, 1677-1685.
(233) Porter, L. A.; Ji, D.; Westcott, S. L.; Graupe, M.; Czernuszewicz, (275) Marignier, J. L.; Belloni, J.; Delcourt, M. O.; Chevalier, J. P.
R. S.; Halas, N. JLangmuir1998 14, 7378-7386. Nature 1985 317, 344—345.
(234) Westcott, S. L.; Oldenburg, S. J.; Lee, T. R.; Halas, NChem. (276) Freeman, R. G.; Hommer, M. B.; Grabar, K. C.; Jackson, M. A;;
Phys. Lett.1999 300, 651-655. Natan, M. J.J. Phys. Chem1996 100, 718-724.
(235) Brust, M.; Kiely, C. J.; Bethell, D.; Schiffrin, D. 3. Am. Chem. (277) Mulvaney, P.; Giersig, M.; Henglein, Al. Phys. Chem1993
Soc.1998 120, 12367 12368. 97, 7061-7064.
(236) Steigerwald, M. L.; Alivisatos, A. P.; Gibson, J. M.; Harris, T. (278) Henglein, AJ. Phys. Chem. B00Q 104, 6683-6685.
D.; Kortan, R.; Muller, A. J.; Thayer, A. M.; Duncan, T. M.; Douglass, D. (279) Lawless, D.; Kapoor, S.; Kennepohl, P.; Meisel, D.; Serpone, N.
C.; Brus, L. E.J. Am. Chem. S0d.988 110, 3046-3050. J. Phys. Chem1994 98, 9619-9625.
(237) Steigerwald, M. L.; Brus, L. EAcc. Chem. Re4.99Q 23, 183— (280) Liz-MarZan, L. M.; Giersig, M.; Mulvaney, PLangmuir 1996
188. 12, 4329-4335.
(238) Murray, C.; Norris, D.; Bawendi, MJ. Am. Chem. Sod 993 (281) Hardikar, V.; Matijevic, EJ. Colloid Interface Sci200Q 221,
115 8706-8715. 133-136.
(239) Kamat, P. VJ. Phys. Chem. B002 106, 7729-7744. (282) Wood, A.; Giersig, M.; Mulvaney, Rl. Phys. Chem. R001,
(240) Badia, A.; Demers, L.; Dickinson, L.; Morin, F. G.; Lennox, R. 105 8810-8815.
B.; Reven, L.J. Am. Chem. S0d.997, 119 11104-11105. (283) Chandrasekharan, N.; Kamat, P.JVPhys. Chem. R00Q 104,
(241) Badia, A.; Cuccia, L.; Demers, L.; Morin, F. G.; Lennox, RJB. 10851-10857.
Am. Chem. So00Q 119, 2682-2692. (284) Subramanian, V.; Wolf, E.; Kamat, P. ¥..Phys. Chem. B001,
(242) Hostetler, M. J.; Templeton, A. C.; Murray, R. Y\angmuir1998 105 11439-11446.
15, 3782-3789. (285) Bethell, D.; Brust, M.; Schiffrin, D. J.; Kiely, Cl. Electroanal.
(243) Kohlmann, O.; Steinmetz, W. E.; Mao, X.-A.; Wuelfing, W. P.; Chem.1996 409, 137—143.
Templeton, A. C.; Murray, R. W.; Johnson, C.5.Phys. Chem. B001, (286) McFarland, E. W.; Tang, Nature 2003 421, 616-618.
105 8801-8809. (287) Sudeep, P. K.; Ipe, B. I.; George Thomas, K.; George, M. V;
(244) Thomas, K. G.; Zajicek, J.; Kamat, P. Yangmuir 2002 18, Barazzouk, S.; Hotchandani, S.; Kamat, P.NAno Lett.2002 2, 29—-35.
3722-3727. (288) Eckert, J.; Stucky, G. D.; Cheetham, A.Mater. Res. Bull1999
(245) Chen, M. C.; Tsai, S. D.; Chen, M. R.; Ou, S. Y.; Li, W. H.; Lee, 24, 31-41.
K. C. Phys. Re. B 1995 51, 4507-4515. (289) Carlin, R. T.; Swider-Lyons, K. EAMPTIAC Quarterly(free
(246) Keating, C. D.; Kovaleski, K. K.; Natan, M. J. Phys. Chem. B download at: http://amptiac.iitri.org/amp/jsp/journal/ampjournal 02,
1998 102 9414-9425. 6, 25—30.
(247) Kamat, P. VChem. Re. 1993 93, 267—300. (290) Owens, B. B.; Passerini, S.; Smyrl, W.Hectrochim. Actal 999
(248) Aldana, J.; Wang, Y. A,; Peng, X. G@. Am. Chem. So001 45, 215-224.
123 8844-8850. (291) Harreld, J. H.; Dong, W.; Dunn, BAater. Res. Bull1998 33,
(249) Avouris, Ph.; Persson, B. N. J. Phys. Chem1984 88, 837— 561—-567.
848. (292) Dong, W.; Rolison, D. R.; Dunn, Electrochem. Solid-State Lett.
(250) Saito, K.J. Phys. Chem. B999 103 6579-6583. 200Q 457-459.
(251) Pagnot, T.; Barchiesi, D.; Tribillon, Q\ppl. Phys. Lett1999 (293) Kim, J.; Manthiram, ANature 1997, 390, 265-267.
75, 4207-4209. (294) Manthiram, A. K.J. Chem. Mater1998 10, 2895-2909.
(252) Makarova, O. V.; Ostafin, A. E.; Miyoshi, H.; Norris, J. R.; Meisel, (295) Rolison, D. R.; Dunn, BJ. Mater. Chem2001, 11, 963—980.
D. J. Phys. Chem. B999 103 9080-9084. (296) Long, J. W.; Stroud, R. M.; Swider-Lyons, K. E.; Rolison, D. R.

(253) Dulkeith, E.; Morteani, A. C.; Niedereichholz, T.; Klar, T. A.;  J. Phys. Chem. B00Q 104, 9772-9776.
Feldmann, J.; Levi, S. A.; van Veggel, F. C. J. M.; Reinhoudt, D. N.; Moller, (297) Mukerjee, S.; Lee, S. J.; Ticianelli, E. A.; McBreen, J.; Grgur, B.

M.; Gittins, D. I. Phys. Re. Lett. 2002 89, art. no. 203002. N.; Markovic, N. M.; Ross, P. N.; Giallombardo, J. R.; De Castro, E. S.
(254) Maier, S. A.; Brongersma, M. L.; Kik, P. G.; Atwater, H. Rhys. Electrochem. Solid State Leit999 2, 12—15.

Rev. B 2002 65, art. no. 193408. (298) Camara, G. A; Ticianelli, E. A.; Mukerjee, S.; Lee, S. J.; McBreen,
(255) George Thomas, K.; Kamat, P. ¥.Am. Chem. So200Q 122 J.J. Electrochem. SoQ002 149 A748-A753.

2655-2656. (299) Zhang, H. Q.; Wang, Y.; Fachini, E. R.; Cabrera, CERctro-
(256) Ipe, B. I.; George Thomas, K.; Barazzouk, S.; Hotchandani, S.; chem. Solid-State Lett999 2, 437—439.

Kamat, P. V.J. Phys. Chem. B002 106, 18—21. (300) Kolb, D. M. Angew. Chem., Int. ER001, 40, 1162-1181.
(257) Lakowicz, J. RAnal. Biochem2001, 298 1—24. (301) Rolison, D. R.; Bessel, C. A.; Senaratne, C.; Baker, M. D.; Zhang,
(258) Geddes, C. D.; Lakowicz, J. B. Fluorescenc002 12, 121— J.J. Phys. Chem. B996 100 8610-8611.

129. (302) Kaatz, F. H.; Harris, V. G.; Rolison, D. R.; Kurihara, L.; Edelstein,
(259) Chen, S.; Murray, R. WJ. Phys. Chem. B999 103 9996~ A. S. Appl. Phys. Lett1996 67, 3807—3809.

10000. (303) Stroud, R. M.; Long, J. W.; Swider-Lyons, K. E.; Rolison, D. R.
(260) Templeton, A. C.; Pietron, J. J.; Murray, R. W.; MulvaneyJ P. Microsc. Microanal.2002 8, 50-57.

Phys. Chem. R00Q 104, 564—-570. (304) Zach, M. P.; Ng, K. H.; Penner, R. Il8cience200Q 290, 2120-
(261) Jiang, J.; Krauss, T. D.; Brus, L. E.Phys. Chem. R00Q 104, 2123.

11936-11941. (305) Scliger, H.; Schneidereit, G.; Gerhardt, \&. Anorg. Allg. Chem.
(262) Bechinger, C.; Ferrere, S.; Zaban, A.; Sprague, J.; Gregg, B. A. 1962 319, 327-336.

Nature 1996 383 608-610. (306) Green, M. L.; Gross, M. E.; Papa, L. E.; Schnoes, K. J.; Brasen,
(263) Klein, D. L.; Roth, R.; Lim, A. K. L.; Alivisatos, A. P.; McEuen, D. J. Electrochem. Sod985 132 2677-2685.

P. L. Nature 1997 389 699-701. (307) Kim, S. H.; Hong, J. G.; Streiffer, S. K.; Kingon, A.J. Mater.
(264) Sotomayor, J.; Will, G.; Fitzmaurice, D.Mater. Chem200Q Res.1999 14, 1018-1025.

10, 685-692. (308) Trasatti, SElectrochim. Actal991, 36, 225-241.
(265) Hagfeldt, A.; Grizel, M. Chem. Re. 1995 95, 49-68. (309) Conway, B. EElectrochemical Supercapacitors-Scientific Fun-

(266) Haesselbarth, A.; Eychmueller, A.; Eichberger, R.; Giersig, M.; damentals and Technological Applicatipiduwer Academic: New York,
Mews, A.; Weller, H.J. Phys. Chem1993 97, 5333-5340. 1999.



Review Article

(310) Swider-Lyons, K. E.; Love, C. T.; Rolison, D. R. Direct
Methanol Fuel CellsNarayanan, S. T., Zawodzinski, T., Gottesfeld, S.,
Eds.; Electrochemical Society: Pennington, NJ, 2001; pp4®

(311) Zheng, J. P.; Cygan, P. J.; Jow, T.JRElectrochem. Sod.995
142 2699-2703.

(312) McKeown, D. A.; Hagans, P. L.; Carette, L. P. L.; Russell, A. E.;
Swider, K. E.; Rolison, D. RJ. Phys. Chem. B999 103 4825-4832.

(313) Swider-Lyons, K. E.; Bussmann, K. M.; Griscom, D. L.; Love,
C. T.; Rolison, D. R.; Dmowski, W.; Egami, T. [8olid State lonic Deices
II—Ceramic Sensor®Vachsman, E. D., Weppner, W., Eds.; Electrochemical
Society: Pennington, NJ, 2000; Vol. PV206682, pp 148-156.

(314) Dmowski, W.; Egami, T.; Swider-Lyons, K. E.; Love, C. T.;
Rolison, D. R.J. Phys. Chem. B002 106, 12677 12683.

(315) Treacy, M. M. J.; Gibson, J. Mcta Crystallogr1996 A52 212—
220.

(316) Voyles, P. M.; Gibson, J. M.; Treacy, M. M.Jl.Electron Microsc.
2000Q 49, 259-266.

(317) Mamontov, E.; Egami, T.; Brezny, R.; Koranne, M.; TyagiJS.
Phys. Chem. R00Q 104, 111106-11116.

(318) Meneau, F.; Greaves, G. N.; Winter, R.; Vaills,JY Non-Cryst.
Solids2001, 293 693-699.

(319) Mao, G.; Saboungi, M. L.; Price, D. L.; Armand, M. B.; Howells,
W. S.Phys. Re. Lett.200Q 84, 5536-5539.

(320) Lamparter, P.; Steeb, 5.Non-Cryst. Solid4988 106, 137—-146.

J. Phys. Chem. B, Vol. 107, No. 28, 2008697

(321) Kordas, GJ. Non-Cryst. Solid2001, 281, 133-138.

(322) Huff, N. T.; Demiralp, E.; Cagin, T.; Goddard, W. A. Non-
Cryst. Solids1999 253 133-142.

(323) Martin, C. R.; Mitchell, D. T. IrElectroanal. ChemBard, A. J.,
Ed.; Marcel Dekker: New York, 1999; Vol. 21, pp-Z4.

(324) (a) Anderson, M. L.; Stroud, R. M.; Rolison, D. Rano Lett.
2002 2, 235-240. (b) Rolison, D. RScience2003 299, 1698-1701.

(325) Patrissi, C. J.; Martin, C. Rl. Electrochem. So001, 148
A1247-A1253.

(326) Nelson, P. A,; Elliott, J. M.; Attard, G. S.; Owen, J. ®iem.
Mater. 2002 14, 524-529.

(327) Long, J. W.; Qadir, L. R.; Stroud, R. M.; Rolison, D. R Phys.
Chem. B2001, 105 8712-8717.

(328) Swider-Lyons, K. E.; Love, C. T.; Rolison, D. Bolid State lonics
2002 152-153 99-104.

(329) Blonski, S.; Garofalini, S. HSurf. Sci.1993 295 263-274.

(330) McHale, J. M.; Auroux, A.; Perrotta, A. J.; Navrotsky, $cience
1997 142, 788-791.

(331) zhang, H. Z.; Banfield, J. B. Phys. Chem. B0O0OQ 104, 3481~
3487.

(332) Ryan, J. V.; Berry, A. D.; Anderson, M. L.; Long, J. W.; Stroud,
R. M.; Cepak, V. M.; Browning, V. M.; Merzbacher, C. |.; Rolison, D. R.
Nature200Q 406, 169-172.



