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Foreword 
 
This volume summarizes the scientific content of the 2008 Research Meeting on Condensed 
Phase and Interfacial Molecular Science (CPIMS) sponsored by the U. S. Department of 
Energy (DOE), Office of Basic Energy Sciences (BES). This marks the fifth meeting of CPIMS.  
 
Since its founding, the CPIMS Contractors’ Meeting has fostered connections across BES 
research programs based on common topical interests. In keeping with that notion, we have 
invited two investigators who are funded under the BES Separations and Analysis Program to 
speak about their research: Jan Miller (University of Utah) and Frank Bright (University at 
Buffalo, The State University of New York). We have also invited an investigator from the 
Atomic, Molecular, and Optical Sciences (AMOS) Program: Kelly Gaffney (Stanford Linear 
Accelerator Center). We hope that the blending of these external experts with the CPIMS 
principal investigators will provide an interesting and useful cross-fertilization of ideas and 
concepts that benefits both groups. 
 
This year’s speakers are most gratefully acknowledged for their investment of time and for their 
willingness to share their ideas with the meeting participants. Thanks go to William Millman 
for consultations regarding the Separations and Analysis Program and to Jeffrey Krauss and 
Michael Casassa for consultations regarding the AMOS Program. Finally, this meeting would 
not be possible without the excellent logistical support it receives from Diane Marceau from our 
Division, Margaret Lyday and Camella Mitchell from the Oak Ridge Institute of Science and 
Education, and the staff of the Airlie Conference Center. Finally, we thank Larry Rahn for his 
expert help in assembling this volume. 
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U. S. Department of Energy 
Office of Basic Energy Sciences 

2008 Meeting on Condensed Phase and Interfacial Molecular Sciences 
 

Sunday, October 19 
3:00-6:00 pm  **** Registration **** 
6:00 pm  **** Reception (Whistling Swan Pub, No Host) **** 
7:00 pm  **** Dinner (Airlie Room) **** 
 

Monday, October 20 
7:00 am  **** Breakfast (Airlie Room) **** 

8:30 am Introductory Remarks 
  Gregory J. Fiechtner, DOE Basic Energy Sciences 

 
Session I Chair:  Michael D. Morse, University of Utah 

8:45 am Catalysis at Metal Surfaces Studied by Non-Equilibrium and STM Methods 
Ian Harrison, University of Virginia 

9:15 am Pump-Probe Studies of Photodesorption and Reaction on TiO2(110) 
Mike G. White, Brookhaven National Laboratory 

9:45 am Ultrafast Reaction Dynamics in a Bimolecular Adlayer: Carbon Monoxide and 
Oxygen on Palladium 
Nicholas Camillone III, Brookhaven National Laboratory 

10:15 am  **** Break **** 

10:45 am Probing Catalytic Activity in Defect Sites in Transition Metal Oxides and 
Sulfides Using Cluster Models:  A Combined Experimental and Theoretical 
Approach 
Caroline Chick Jarrold, Indiana University 

11:15 am Thermochemistry and Reactivity of Transition Metal Clusters and Their Oxides 
Peter B. Armentrout, University of Utah 

11:45 am Gas Phase Investigation of Condensed Phase Phenomena 
Lai-Sheng Wang, Pacific Northwest National Laboratory 

12:15 pm  **** Lunch (Airlie Room) **** 

 

Session II    Chair:  Shawn Kathmann, Pacific Northwest National Laboratory 

4:00 pm Interfacial Surfactant Structures and their Significance in Particle Separation by 
Froth Flotation 
Jan D. Miller, University of Utah 

4:30 pm Interfacial Solvation under Aggressive Conditions 
Frank V. Bright, University at Buffalo - The State University of New York 

 
5:15 pm            **** Reception (No Host, Jefferson Room) **** 
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6:00 pm  **** Dinner (Airlie Room) **** 
Session III    Chair:  Robert A. Crowell, Brookhaven National Laboratory 

7:00 pm Computational Studies of Liquid Interfaces, CO2 Capture, and Ionic Liquids 
Liem X. Dang, Pacific Northwest National Laboratory 

7:30 pm Understanding Nanoscale Confinement Effects in Solvent-Driven Chemical 
Reactions 
Ward H. Thompson, University of Kansas 

8:00 pm Statistical Mechanical and Multiscale Modeling of Surface Reaction Processes 
Jim Evans, Ames Laboratory 
 
 

Tuesday, October 21 

7:00 am  **** Breakfast (Airlie Room) **** 

 
Session IV Chair:  Bret E. Jackson, University of Massachusetts 

8:30 am Probing Catalytic Activity in Defect Sites in Transition Metal Oxides and 
Sulfides Using Cluster Models:  A Combined Experimental and Theoretical 
Approach 
Krishnan Raghavachari, Indiana University 

9:00 am The Role of Electronic Excitations on Chemical Reaction Dynamics 
at Metal, Semiconductor and Nanoparticle Surfaces 
John Tully, Yale University 

9:30 am Structures and Dielectric Properties of Atomic Clusters 
Koblar Jackson, Central Michigan University 

10:00 am  **** Break **** 

10:30 am Laser Dynamic Studies of Photoreactions on Single-Crystal & Nanostructured Surfaces 
Richard Osgood, Columbia University 

11:00 am Laser Induced Reactions in Solids and at Surfaces 
Wayne P. Hess, Pacific Northwest National Laboratory 

11:30 am Structural Dynamics in Chemical Systems 
Kelly J. Gaffney, Stanford Linear Accelerator Center 

12:00 pm  **** Lunch (Airlie Room) **** 

 

Session V Chair:  Daniel M. Chipman, Notre Dame Radiation Laboratory 

4:30 pm Influence of Medium on Radical Reactions 
David M. Bartels, Notre Dame Radiation Laboratory 

5:00 pm Ionic Liquids: Radiation Chemistry, Solvation Dynamics and Reactivity Patterns 
James F. Wishart, Brookhaven National Laboratory 

5:30 pm X-ray Spectroscopy of Volatile Liquids and their Surfaces 
Richard J. Saykally, Lawrence Berkeley National Laboratory 
  

- iii - 



6:15 pm  **** Reception (No Host, Jefferson Room) **** 

7:00 pm  **** Banquet Dinner (Airlie Room) ****  

 

Wednesday, October 22 

7:00 am  **** Breakfast (Airlie Room) **** 

Session VI Chair:  Greg A. Kimmel, Pacific Northwest National Laboratory 

9:00 am Photochemistry at Interfaces 
Kenneth B. Eisenthal, Columbia University  

9:30 am Solvation/Fluidity on the Nanoscale, and in the Environment 
James P. Cowin, Pacific Northwest National Laboratory 

10:00 am Fundamentals of Solvation under Extreme Conditions 
John L. Fulton, Pacific Northwest National Laboratory 

10:30 am Model Catalysis by Size-Selected Cluster Deposition 
Scott Anderson, University of Utah  

11:00 am Closing Remarks 
  Greg Fiechtner, DOE Basic Energy Sciences 

11:30 am  **** Lunch (Airlie Room) **** 
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Interfacial Surfactant Structures and their Significance in Particle Separation by Froth Flotation 
 

J. D. Miller 
Department of Metallurgical Engineering 

College of Mines and Earth Sciences 
University of Utah 

 
Froth flotation is a physico-chemical process that is used to separate particles in an aqueous 
suspension via differences in hydrophobicity as established by the interaction of various reagents 
at the solid/water, solid/gas and water/gas interfaces.  The use of this technology is perhaps most 
significant in the mineral industry where in the U.S. alone over 500,000 tons/day of nonsulfide 
minerals are processed by flotation.  Flotation technology is of critical importance to the energy 
and mineral industries which contribute substantially to our nation’s economy. The estimated 
value of all nonfuel mineral materials processed in the United States during 2006 totaled $542 
billion. 
 
Research is in progress to examine nonsulfide flotation phenomena such as interfacial water 
structure, surfactants at surfaces, and the hydrophobic surface state.  All of these matters provide 
a fundamental foundation for a better understanding of the flotation chemistry of nonsulfide 
minerals with the intent to improve flotation technology for the recovery and utilization of 
energy and mineral resources.  Techniques such as In-situ FTIR Internal Reflection Spectroscopy 
and Sum Frequency Vibrational Spectroscopy (SFVS), Molecular Dynamics Simulations 
(MDS), and Atomic Force Microscopy (AFM), in addition to more traditional surface chemistry 
techniques, have been used to examine interfacial characteristics. Topics discussed include 
interfacial water structure/nanobubble stability, and surfactant organization at hydrophobic and 
hydrophilic surfaces. The attractive hydrophobic force such as that which occurs in the 
attachment of an air bubble to a hydrophobic particle during the flotation separation is examined 
at short range (~1nm) and at long range (~100nm) considering the results from SFVS, MDS, and 
in-situ AFM force and imaging measurements. The organization of surfactant hemimicelles at 
hydrophobic carbon surfaces seems to have little dependence on surfactant charge as revealed 
from in-situ AFM imaging taking into consideration the effect of crystallinity. These AFM 
results for hydrophobic surfaces are compared to the results from MDS. Finally, surfactant 
organization (alkylamines) at hydrophilic silica surfaces from monolayer to micelle structures is 
dependent on charge and these structures are discussed based on results from in-situ AFM 
images, MDS, and SFVS. Of particular interest is a pH dependent interfacial dehydration 
reaction which occurs during amine adsorption under certain conditions creating a strong 
hydrophobic character.  
 
 
 

Condensed Phase and Interfacial Molecular Science (CPIMS 2008) 
Sponsored by DOE Office of Basic Energy Science  

Airlie Conference Center 
Warrenton, VA 

19-22 October 2008 
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Interfacial Solvation under Aggressive Conditions 

 

Frank V. Bright 

Department of Chemistry, University at Buffalo, The State University of New York, 
Buffalo, New York 14260-3000, 716-645-6800 x 2162 (voice), 716-645-6963 (FAX), 
chefvb@buffalo.edu (e-mail) 

 

Solvation plays an important role in the outcome of chemical reactions and modern 
separations. Over the past several years we have been studying solute solvation at 
silica surfaces that are in contact with supercritical fluids (e.g., CO2, CO2/alcohol 
mixtures) or ionic liquids (e.g., [BMIM]+[Tf2N]-, [C4mpy]+[Tf2N]-, and [P(C6)3C14]+[Tf2N]-).  
These particular solvent classes are considered by many to be “environmentally 
friendly”; silica remains the most common support matrix. 
 
Production of pure H2 is one piece to an “H2 economy” that could provide H2 as a clean, 
renewable source of energy. A key step in obtaining pure H2 is its separation from other 
gaseous molecules, mainly CO2, that often accompany H2 in industrial-scale reactions. 
Polymeric membranes are amongst the most studied H2 purification platforms; however, 
H2 production at economically viable levels requires membranes to operate under 
conditions where the gas stream mixture is above its critical point. Under these 
conditions, dilation and/or plasticization become major issues. Recently, we set out to 
elucidate the phenomena that occur within polymeric membranes when they are 
operated under viable H2 purification conditions. Toward this end, we began by creating 
and studying the solvation of relevant monolayer structures formed on the surface of 
silica when they are contacted with pure CO2 over the gas, liquid and supercritical 
range. 
 
This presentation will describe our motivation; summarize some of our previous efforts 
on solute solvation at silica surfaces (capped and end-capped) in alcohol-modified 
supercritical CO2, and present preliminary results on the local dynamics within silica-
bonded monolayers when they are subjected to pure CO2 over the gas, liquid and 
supercritical range. Our primary measurement tools are steady-state and time-resolved 
fluorescence spectroscopy. 
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Structural Dynamics in Chemical Systems 
Kelly J. Gaffney, PULSE Institute, Photon Science, SLAC,  

Stanford University, Menlo Park, CA 94025 
Telephone:  (650) 926-2382 

Fax:  (650) 926-4100 
Email:  kgaffney@slac.stanford.edu 

 
I. Scientific Progress: The successful achievement of the scientific objectives of the ‘Structural 
Dynamics in Chemical Systems’ grant requires the development of experimental techniques and 
tools applicable to a wide range of ultrafast x-ray science. The LCLS will produce intense 
femtosecond x-ray pulses with a first harmonic upper energy range up to 8 keV, a narrow spectral 
width of ~20 eV FWHM, and limited frequency tuning capability in the beginning. All of these 
attributes make x-ray emission spectroscopy (XES), x-ray absorption near edge spectroscopy 
(XANES), and resonant inelastic x-ray scattering (RIXS) the preferred spectroscopic techniques 
for the LCLS. These techniques are ideally suited to studying electron transfer in organometallic 
compounds because they provide easily interpretable information about the oxidation state, spin 
multiplicity, and the local coordination of the metal centers in these complexes.  

I.A. X-ray spectroscopy studies of electron dynamics in organometallic chemistry: A key 
component of our research will be utilizing x-ray spectroscopy to probe the charge, spin, and 
covalency dynamics in photoexcited organometallic complexes. Organometallic structures 
catalyze a wide range of chemical reactions, most prominently in metallo-enzymes, but the time 
evolution of the electronic structure during photochemical reactions cannot be robustly 
determined with standard UV/visible spectroscopy. We have decided to emphasize manganese 
and iron based complexes given their prominence and diversity in metallo-enzymatic systems, as 
well as the compatibility of their x-ray absorption K-edges with the energy range of the LCLS. 
 This project has been focusing on two key developments. Firstly, the construction of an 
ultrafast laser system for probing photochemical dynamics with time resolved electronic and 
vibrational spectroscopy. We are finalizing the commissioning of the UV/visible pump-probe set-
up with our first test experiment, and we have already begun collecting data with our ultrafast 
vibrational spectroscopy set-up. Secondly, developing the ability to perform and interpret x-ray 
emission and resonant inelastic x-ray scattering (RIXS) experiments. We have made significant 
progress in this area as well, having submitted our first x-ray spectroscopy manuscript in 2008. 

I.B. Vibrational spectroscopy studies of dynamics in ionic solutions: Aqueous ionic solutions 
lubricate the chemical machinery of natural and biological systems and electrical energy storage 
devices currently rely on organic solvents with high concentrations of dissolved salts. We utilize 
time resolved vibrational spectroscopy to study the dynamics on these ionic solutions.  

We initiated our investigations with aqueous sodium perchlorate solutions. In these studies 
we have utilized multidimensional vibrational correlation spectroscopy (MVCS) to study the 
exchange between water-water hydrogen bonds and water-ion hydrogen bonds. Aqueous 
perchlorate solutions have a hydroxyl stretch absorption spectrum that has a peak that originates 
from hydroxyl groups that donate a hydrogen bond to a perchlorate ion and a peak that originates 
from hydroxyl groups that donate a hydrogen bond to another water molecule. With MVCS we 
can characterize the dynamics of each of these sub-ensembles separately, as well as determine 
how quickly these sub-ensembles interconvert. These studies have demonstrated that water 
molecules equilibrate within there local hydrogen bond structure before exchanging hydrogen 
bond environments. We have established a collaboration with Micheal Odelius of Stocklholm 
University to conduct ab initio molecular dynamics simulations of the system aqueous sodium 
perchlorate. We have submitted our first manuscript describing data collected with this system. 
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VUV Mass Spectra of reacted squalane 

“Investigating atoms to aerosols with vacuum ultraviolet radiation” 
 

Musahid Ahmed, Kevin R. Wilson and Stephen R. Leone 
Chemical Dynamics Beamline, MS 6R‐2100, 1 Cyclotron road 

Lawrence Berkeley National Laboratory, University of California, Berkeley, CA 94720 
mahmed@lbl.gov 

 
The Chemical Dynamics Beamline at the Advanced Light Source (ALS) is a synchrotron user facility dedicated to 
state‐of‐the‐art  investigations  in  combustion dynamics, aerosol  chemistry, nanoparticle physics, biomolecule 
energetics, spectroscopy, kinetics, and chemical dynamics processes using tunable vacuum ultraviolet light for 
excitation  or  detection.  The  broad  goals  of  the  Chemical  Dynamics  Beamline  are  to  perform  high  quality 
investigations  in  chemical physics and dynamics utilizing  vacuum ultraviolet  (VUV)  light, while providing  the 
user community with efficient access to the synchrotron and its sophisticated equipment, and at the same time 
fulfilling the missions and interests of the Department of Energy. 

Aerosol Chemistry ‐ Heightened concern over global climate change has led to increased scrutiny of 
the direct and  indirect effects of aerosols on radiative forcing, and particle size and chemical composition are 
important factors  in determining the magnitude of such effects. Heterogeneous reactions of organic aerosols 
(OA) with gas‐phase oxidants can alter both composition and  size,  in  some  cases activating  the particles  for 
cloud  formation. Furthermore, as a  result of volatilization of OA, oxidative aging may also  liberate a host of 
volatile organic compounds (VOCs) that are potentially  important  intermediates  in photochemical cycles such 
as smog formation. Here we report recent experiments on the oxidative aging of OA with OH radicals using a 
photoionization aerosol mass spectrometry experimental setup at the ALS/LBNL.10,19 We have determined that 
OH  reactions with  simple particle phase  alkanes,  such  as  squalane  (Sq) proceeds  via  a  sequential oxidation 

mechanism.   Furthermore we  find  that  there  is an average of 1 
oxygen  atom  added  for  every  squalane molecule  consumed  in 
the reaction. Depending on OH concentration and exposure time, 
these  simple  oxidation  products,  i.e.  SqO,  SqO2,  SqO3,  etc 
(products  consisting  of  the  Sq  hydrocarbon  chain  with 
progressively  added  oxygen  atoms)  account  for  50‐80%  of  the 
particle by mass. The  formation mechanisms of  these particular 
products  can be well understood by  some analogous gas phase 
reactions  between  OH  and  small  alkanes.  In  addition  to  these 
mechanistic  details,  a  relative  rates  technique  is  used  to 
determine  the  heterogeneous  reaction  rates  of  OH  with 
squalane.  The  reactive  uptake  coefficient  depends  upon  OH 
concentration and  is observed  to  increase as OH concentrations 
approach atmospheric  levels. One explanation for an  increase  in 

reactive uptake coefficient with decreasing OH concentration is the role of heterogeneous secondary chemistry 
occurring  in  the  particle  phase.  These  results  could  have  important  implications  for  understanding  the  loss 
mechanism of organic molecules in ambient aerosols in the troposphere. 

Molecular  nano‐imaging‐  Advancements  in  imaging  techniques  have  been  instrumental  in  recent 
progress  in  the  fields of biology and material  science.   However,  techniques  for  imaging  samples with both 
chemical specificity at the molecular  level and nanoscale spatial resolution remains a challenge. Our group  is 
developing  a  novel  technique  utilizing  tunable  vacuum  ultraviolet  (VUV)  synchrotron  radiation  to  probe 
localized chemistry of heterogeneous  systems.   The basic principle  is built upon  secondary  ion/neutral mass 
spectrometry  (SIMS/SNMS) microscopy, where  a  focused beam of primary  ions desorb  charged  and neutral 
molecules  from  the  surface  of  interest.    In  the  present  setup,  an  Ion‐Tof  TOF.SIMS  5 mass  spectrometer 
coupled  to  a  VUV  synchrotron  light  terminal  is  used  to  desorb  and  post‐ionize  sputtered  neutral  surface 
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100x100µm2 (256x256 pixels) Images of 
Cu grid embedded in In. (a) and (b) are PI 
images of In and Cu, respectively. (c) and 
(d) are SIMS images. 

species. So far, we have applied the post‐ionization (PI) method to 
obtain  mass  spectra  and  photo‐ionization  efficiency  curves  for 
several systems such as Au, Cu, Pt, Si, Zn, Ge, Ga, as well as GaAs 
and  a  copper  grid  embedded  in  indium  to  characterize  its 
capabilities.     

With SIMS, where the desorbed ions are detected, signals 
can fluctuate dramatically from spot to spot on the sample due to 
sensitivity  of  the  ionization  mechanisms  on  the  local  chemical 
environment.  This can sometimes result in artifactual mass spectra 
that are more reflective of the trace chemical contaminants on the 
surface  instead of  the  sample  itself.   We have demonstrated  that 
these so‐called matrix effects are less prominent in SNMS, allowing 
for  cleaner, and more  chemically  reflective mass  spectra  that  are 
easier  to  interpret  (see mass spectra below).   Furthermore, single 
photon  ionization  (SPI)  bypasses  intermediate  dissociative  states 
that might be accessed  in multi‐photon  ionization techniques, and 
our group has shown that  it holds promise as an efficient method 
of ionizing fragile molecules.11 

  The mass‐to‐charge  ratio  and  photon  energy  dependence  of  the molecular  signals  are  unique 
fingerprints of each molecule, reducing the ambiguity of molecular assignments to each observed mass peak.  
This enhanced molecular specificity is essential to probe complex, chemically heterogeneous systems such as 
biological  cells  where  thousands  of 
different  chemical  compounds  may  be 
present.    An  additional  advantage  of 
imaging  by  chemical  species mass  is  that 
labeling  is  not  required  due  to  the  high 
molecular  specificity  of  the  mass 
spectrometry method.   Thus, coupled with 
sub‐micron  resolution  (theoretical  lateral 
limit ~5‐10 nm, with depth profiling at the 
monolayer  level) and enhanced  sensitivity 
to  the  chemicals  present  at  the  surface, 
SNMS‐PI  shows  great  promise  in  tackling 
the  yet unsolved problems  in biology  and 
material science.   

Laser  ablation  and  cluster  chemistry‐  Our  vigorous  program  in  using  VUV  light  to  study  laser 
ablated16,17 species and hydrogen bonded clusters continues. In collaboration with Ricardo Metz (U Mass), we 
measured the thermodynamic properties of PtC, PtO and PtO2.

1 The molecules are prepared by laser ablation 
of a platinum tube, followed by reaction with CH4 or N2O and supersonic expansion.   These measurements 
provide  the  first  directly measured  ionization  energy  for  PtC.  The  direct measurement  also  gives  greatly 
improved  ionization  energies  for  the  platinum  oxides.  The  ionization  energy  connects  the  dissociation 
energies of the neutral and cation, leading to greatly improved 0 K bond strengths for the neutrals. Much of 
the  error  in  previous  Knudsen  cell measurements  of  platinum  oxide  bond  strengths  is  due  to  the  use  of 
thermodynamic  second  law  extrapolations.  Third  law  values  calculated  using  statistical  mechanical 
thermodynamic functions are  in much better agreement with values obtained from  ionization energies and 
ion energetics. This work has been extended to study the thermodynamic properties of H‐Pt‐H, Pt‐CH2 and H‐
Pt‐CH3 and TaOx (up to x=6) generated using the ablation apparatus.  
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MATI spectrum of C2H2. Upper trace is PIE 

Extending our carbon cluster work,4,6,15  in collaboration with Ralf Kaiser (U Hawaii), we are studying 
the  reactions of  small  carbon  clusters with N2O which  gives  rise  to  a  series of CnO  and CnN  clusters,  and 

reactions with diacetylene and acetylene which produce a series 
of  carbon  rich  hydrocarbon  species.  The  thermodynamic 
properties of organo silicon molecules are of paramount  impor‐
tance  in  understanding  the  formation  of  silicon‐bearing  nano‐
structures together with their precursors from the ‘bottom up’ in 
the  interstellar medium,  in  our  Solar  System,  and  in  chemical 
vapor  deposition  processes.  Towards  this  end we  have  started 
performing  reactivity  studies  of  Si  clusters  generated  by  laser 
ablation with a variety of hydrocarbons and oxidizing molecules. 
Reactions with acetylene generated a large number of long chain 
organo  silicon molecules  and  radicals, while  reaction with  CO2 
gave  rise  to gaseous  SiO  and  SiO2.  SiO2  is  incredibly difficult  to 
detect  in  the  gas  phase,  however  using  our  laser  ablation 
technique  coupled  to VUV photoionization  allowed  for  a direct 
determination of its ionization energy.  

In continuation of our  studies on photoionization of hydrogen bonded  systems,3,6 we performed a 
systematic study of the VUV photoionization mechanisms of clusters of methanol and methanol with water. 
Protonated methanol  clusters  of  the  form  (CH3OH)nH

+  (n=1‐12)  dominate  the mass  spectrum  below  the 
ionization threshold of the methanol monomer. With an  increase  in water concentration, small amounts of 
mixed clusters of  the  form  (CH3OH)n(H2O)H

+  (n=2‐11) are detected. There  is also  some contribution  to  the 
mixed  cluster  signal  from  ion‐molecule  reactions  within  ionized  pure  methanol  clusters.  The  only 
unprotonated species observed in this work are the methanol monomer and dimer. Appearance energies are 
obtained  by  evaluating  photoionization  efficiency  curves  for  CH3OH

+,  (CH3OH)2
+,  (CH3OH)nH

+  (n=1‐9)  and 
(CH3OH)n(H2O)H

+  (n=2‐9  )  as  a  function  of  photon 
energy. With an increase in the water content in the 
molecular beam,  there  is  substantial enhancement 
of  photoionization  intensity  for  protonated 
methanol  monomer  and  unprotonated  methanol 
dimer  at  threshold.  This  may  be  explained  by 
enhanced formation of a cyclic structure containing 
two  methanol  molecules  and  a  water  monomer 
connected via three hydrogen bonds.2 

In  recent  work  we  have  adapted  the  ablation 
apparatus  to  perform  mass  analyzed  threshold 
ionization (MATI) at the synchrotron. This opens up 
a  novel  way  to  perform  spectroscopy  at  the 
beamline and improve resolution in ionization onset 
measurements.    The  idea  is  to  have  access  to 

spectroscopy that is typically available in photoelectron spectroscopy but with mass resolution. This would be 
invaluable  in  studying mixtures  of molecules,  conformers  and  isomers,  and  clusters. MATI  spectrum was 
recorded  for Ar,O2, N2, H2O, N2O and C2H2.  In  future experiments, we plan  to  incorporate our aerosol VUV 
mass  spectrometer  to MATI  to  be  able  to  record  vibrationally  resolved  photoionization  spectra  of  fragile 
biomolecules.13  

    With an eye to increasing sensitivity in photoionization experiments we developed a high pressure 
photoionization source at the beamline. Photoionization  is performed a few mm  in front of an atmospheric 
pressure  sampling nozzle and  the  resulting  ion beam  is guided  into  the detector  chamber where  they are 
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pulse field extracted into a reflectron mass spectrometer. Initially we are focussing our efforts in probing ion‐
molecule reactions in methanol cluster beams. Photoionization is performed at different nozzle to VUV light 
distances and  the  resulting mass  spectra provide  some evidence  that  could be  interpreted as  ion  induced 
nucleation. 
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Model Catalysis by Size-Selected Cluster Deposition 
Scott Anderson, Chemistry Department, University of Utah, 315 S. 1400 E. Rm. 2020, Salt Lake City, 
UT 84112.  anderson@chem.utah.edu 
 
Program scope:  We are interested in understanding the effects of cluster size on physical and chemical 
properties of planar model catalysts prepared to depositing size-selected cluster ions on well defined 
substrates in ultra-high vacuum.  Tools available include a variety of pulsed and temperature-programmed 
mass spectrometric techniques, x-ray photoelectron spectroscopy (XPS), Auger electron spectroscopy 
(AES), ion scattering (ISS), and infrared reflection absorption spectroscopy (IRAS).  The goal is produce 
model catalysts that are well characterized, and where properties such as metal loading, substrate defect 
density, and metal cluster size can be varied independently, allowing us new insights into these very 
complex systems. 
Recent Progress 
 In the past couple years we have worked in two areas.  Current work is focused on oxidation of 
size-selected Pd clusters on alumina, and Pd-catalyzed redox chemistry on alumina supports. 
1. Au/TiO2:  Effects of oxygen vacancies and water adsorption on agglomeration. 
 In past work,1,2 we found that Aun deposited on vacuum-annealed TiO2 did not sinter significantly 
on the time scale of our experiments.  STM experiments agreed with this conclusion,3 except for Au 
atoms, where substantial sintering was observed in STM after deposition of both Au+ and Au under 
similar conditions.3,4  Our XPS work suggested that Au atoms diffuse to and bind at oxygen vacancy sites, 
where they are stable with respect to further diffusion at room temperature.  We speculated that the 
difference from the STM work was due to the longer STM experimental time scale, which might result in 
some adventitious adsorbate blocking vacancy sites, and preventing them from binding Au.  STM work 
by several groups5,6 pointed to water as a likely culprit, and since this is an important issue in our of use 
of ISS for morphological probing, we felt the need to get a definitive answer. 
 We used temperature-programmed desorption (TPD) to monitor water dissociation, 
recombination, and desorption on TiO2 and Au/TiO2, and ion-scattering  (ISS) to look at morphology 
changes in the gold induced by water adsorption and heating either before or after gold deposition.  It was 
found that water does indeed enhance thermally activated Au agglomeration, as monitored by ISS.  We 
also gained considerable insight into the effects of ion-induced damage in water layers on TiO2 and 
Au/TiO2 .  This work has been published in Journal of Physical Chemistry.7 
2. Oxidation of Pdn/Al2O3 and CO oxidation catalyzed by Pdn/Al2O3. 
 Supported Pd/Al2O3 catalysts are widely used in catalytic methane combustion, and also in a 
number of other reactions.  For catalytic oxidation, the general mechanism involves oxidation of the 
nanoparticulate Pd by oxygen or other oxygen-containing species in the reaction mix.  The oxidized Pd 
subsequently interacts with methane or other fuel molecules, oxidizing them and becoming reduced to 
complete the cycle.  As discussed in a recent review,8 the system is complicated because the oxidation 
state of the Pd varies with temperature and reaction conditions, and it is likely that the surface properties 
of the catalyst change when it is taken out of operating conditions for study.  Our expectation was that 
both oxidation chemistry of the Pd and ability of the oxidized Pd to react with hydrocarbons is likely to be 
strongly dependent on Pd cluster size. 
 The deposition substrate is a two layer thick Al2O3 film grown on NiAl(110),  using procedures 
developed by Freund and co-workers,9 and used by them in studies of CO adsorption and reaction on 
Pd/Al2O3.10-12 Pd clusters of controlled size are deposited at impact energies of a few electron volts – 
below both the lattice displacement energy and expected Pd-Pd bond energies.  XPS is used to monitor 
oxidation, which is found to be strongly dependent on both cluster size and oxidation temperature.  
Oxidation was examined for O2 exposures at 100K, 300K, 400K, and 500K, and stability of oxides 
formed at lower temperatures was probed for surface temperatures up to 600 K.  For clusters smaller than 
Pd5, no oxidation was observed for moderate O2 exposures (180 L) at any temperature.  For larger 
clusters, partial oxidation by O2 is observed at cryogenic temperatures, as a shift to higher binding energy 
of the Pd 3d XPS peaks.  The magnitude of the shift is only ~0.4 eV, indicating that the Pd is only 
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partially oxidized (PdO shift  1 eV, PdO2 shift  2.5 eV).  If the oxidized sample is annealed in vacuum 
the oxidation state is reasonably stable, with only partial shift back to the initial peak position for 
annealing up to 600 K.  Somewhat surprisingly, if the clusters are exposed to O2 at 300K or above, no 
XPS shift, i.e., no oxidation, is observed.  This result suggests that oxidation is mediated by a weakly 
bound precursor, and that the precursor lifetime becomes too short for efficient mediation as the 
temperature is raised.  Presumably under higher pressure conditions the oxidizer flux onto the surface is 
high enough to enable oxidation at high temperatures. 
 CO oxidation was chosen as our initial target system because it is (nominally) simple, and has 
been studied on both real and planar model Pd/Al2O3 catalysts by many groups.  CO TPD from 
Al2O3/NiAl and Pdn/Al2O3/NiAl surfaces was studied to see how stable CO is on the Pd sites.  CO desorbs 
from terrace sites on Al2O3/NiAl at ~100 K,13 but there is a small component attributed to CO at defects in 
the film, that desorbs in the  temperature range from 300 – 400 K.  This defect component is eliminated if 
the sample is first exposed to O2 at low temperatures, presumably because O2 binds at and blocks CO 
adsorption at these sites.  Even after heating to desorb any molecularly adsorbed O2, the sites remain 
blocked, presumably because the defects have been healed.  On Pdn/Al2O3/NiAl samples, the CO TPD 
shows a weak feature between 200 and 350K that is attributed to CO bound to Pd.   
 CO oxidation has been studied with several protocols.  The Al2O3 films are grown with 18O2, and 
we have done experiments with various combinations of Pd oxidation by 18O2, followed by reaction with 
both C18O and C16O, and also including varying doses of H2

16O, which is also observed to supply oxygen 
for CO oxidation.  If CO and O2 are both dosed at low temperature, then the sample is heated, little CO2 is 
produced, and from the isotope distribution it is clear that both O2 and water are active in the reaction.   If 
the Pd oxidation is carried out at low temperatures, then CO is dosed at 300K, followed by TPD, CO is 
observed to desorb in two features, with CO2 desorbing together with only the higher temperature of the 
two CO features.  From this pattern it appears that some CO is molecularly adsorbed to the surface, 
probably from adsorption of residual CO during sample cool-down after the room temperature CO dose.  
The higher temperature feature indicates that some species, e.g. carbonate, is present on the surface, that 
decomposes to generate both CO and CO2 at high temperatures.   
 We also are using a pulsed-dosing mass spectrometry approach.  For these experiments, the 
sample is cooled and exposed to 18O2, with and without co-adsorption of H2

16O.  The sample temperature 
is then raised to various values of interest, and while the temperature is held constant, the sample is 
exposed to millisecond pulses of CO, each corresponding to a fraction of a Langmuir exposure.  The 
pulses of CO and all CO2 isotopologs evolving from the surface are monitored as a function of time with 
a differentially pumped mass spectrometer.  No CO2 production is observed for Tsurface of 100 or 200 K, 
but at 300K we start to observe CO2 pulses tracking the CO reactant pulse.  If the sample is heated after a 
sequence of these CO pulses, additional CO2 desorbs, suggesting formation of some stable species that 
can decompose to CO2 at elevated temperatures.  
 
Future plans 
 The chemistry of Pd-catalyzed CO oxidation has proven to be surprisingly complicated, and I 
anticipate that several months of additional experiments will be required to sort out the effects of cluster 
size, oxidation temperature, reaction temperature, and water on the reaction.  After that, we will begin to 
look at hydrocarbon catalytic combustion reactions, and probably will also look at catalytic oxidation of 
H2  
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Program Scope 
 The objectives of this project are to obtain quantitative information regarding the 
thermodynamic properties of transition metal clusters, their binding energies to various ligands, 
and their reactivities. This is achieved using a metal cluster guided ion beam tandem mass 
spectrometer (GIBMS) to measure absolute cross sections as a function of kinetic energy for 
reactions of size-specific transition metal cluster ions with simple molecules.  Analysis of the 
kinetic energy dependent cross sections reveals quantitative thermodynamic information as well 
as kinetic and dynamic information regarding the reactions under study.   
 Since 2004, our DOE sponsored work has included studies of the kinetic energy 
dependences of the size-specific chemistry of Con

+ (n = 2 - 16) cluster ions reacting with D2,1 of 
Con

+ (n = 2 - 20) reacting with O2,2 of Fen
+ (n = 1 - 19) cluster ions reacting with N2,3 of Nin

+ (n 
= 2 - 16) with methane (CD4),4 and of Con

+ (n = 1 - 18) reacting with N2.5  Data has been 
obtained and analyzed for reactions of Con

+ (n = 2 - 16) cluster ions reacting with CD4,6 and 
these results are presently being written up.  This work can be directly compared with our 
previous studies of the Fen

+ and Nin
+ + CD4 systems.4,7  Finally, we have quantitatively examined 

the collision-induced dissociation of small iron oxide cluster cations with Xe to ascertain their 
stabilities.  These results, the first of which are being written up,8 are discussed further below.   
 An invited review of our recent work that emphasizes the relationship to bulk phase 
properties is presently being considered for publication.9  
 
Recent Progress 
 Reactions of Clusters with CD4. We 
have studied the kinetic energy dependences 
of reactions of Fen

+ (n = 2 - 16)7 and Nin
+ (n 

= 2 - 16)4 with CD4, and that for Con
+ (n = 2 

- 16) is undergoing final analysis.6  Figure 1 
shows results typical of most clusters. All 
observed reactions are endothermic. The 
lowest energy process for iron and cobalt 
clusters is generally dehydrogenation, 
whereas for nickel, double dehydrogenation 
is efficient enough that the NinCD2

+ species 
is not observed except for the smallest and 
largest clusters. These results are 
qualitatively consistent with observations 
that carbide formation is an activated process for reactions of hydrocarbons on Fe, Co, and Ni 
surfaces.  Indeed, formation of ConCD4

+ (observed for larger clusters, e.g., Figure 1) has a 
threshold that directly corresponds to the activation energy for dissociative chemisorption. 

Figure 1. Reaction of Co10
+ with CD4 to form 

primary products.  
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 Thresholds for the various primary and secondary reactions are analyzed and bond 
dissociation energies (BDEs) for cluster bonds to C, CD, and CD2 are determined. Importantly, 
the accuracy of these BDEs can be assessed because there are usually two independent routes to 
measure BDEs for each cluster to D, C, CD, and CD2, e.g., D0(Co10

+-D) can be measured in the 
primary reaction of Co10

+ or the secondary reaction of Co11
+ (to form Co10D+ + Co + D).  Values 

obtained from the primary and secondary processes are in good agreement for D (which also 
agree with the results from D2 studies),10-12 C, and CD. For the CD2 ligand, BDEs obtained from 
primary reactions are generally low compared to those from secondary reactions, which 
demonstrates that the initial dehydrogenation reactions have barriers in excess of the 
endothermicity. For larger clusters, this barrier often corresponds to the initial dissociative 
chemisorption step.  
 Figure 2 shows the final BDEs 
determined in the cobalt study,6 which vary 
for small clusters but rapidly reach a 
relatively constant value at larger cluster 
sizes. The magnitudes of these bonds are 
consistent with simple bond order 
considerations, namely, D (and CD3) form 
one covalent bond, CD2 forms two, and 
CD and C form three. Previous results 
indicate that for D and O,10-15 bond 
energies for larger clusters (n > 10) closely 
approach bulk phase values.  Therefore, it 
seems reasonable to conclude that our 
experimental BDEs for larger clusters 
should provide reasonable estimates for 
heats of adsorption to surfaces for these 
molecular species. As little experimental 
information is available for molecular 
species binding to surfaces, the 
thermochemistry derived here for clusters 
bound to C, CD, and CD2 provides some 
of the first experimental thermodynamic 
information on such species.  
 Reactions of Clusters with N2.  
Our studies of the reactions of N2 with 
Fen

+ (n = 1 - 19)3 and Con
+ (n = 1 – 18)5 

are designed to provide insight into the 
rate-limiting step in the Haber process, 
which uses a promoted iron catalyst to 
manufacture ammonia from N2 and H2 at 
high pressures and temperatures.  Despite 
the very strong N2 bond energy of 9.76 eV, 
activation of this molecule on iron and 
cobalt cluster cations is observed, as 

Figure 2. BDEs of D, C, CD, CD2, and CD3 to Con
+ 

vs. cluster size.  

Figure 3. Reaction of Co10
+ with N2 showing cross 

sections for dinitride (open symbols), mononitride 
(closed symbols), and the total CID products (solid 
line).  
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illustrated in Figure 3.  Both ComN2
+ and 

ComN+ product ions, where m ≤ n, are 
observed and the former can be identified 
as dinitride species.  On iron clusters, an 
energetic barrier for N2 activation of 0.48 
± 0.03 eV is obtained for the largest 
clusters, whereas this barrier is 0.78 ± 0.12 
eV on larger cobalt clusters. This 
difference reflects the efficacy of iron as 
the preferred catalyst for the Haber process 
as nitrogen activation is the rate limiting 
step in the catalytic reaction.  Fen

+-N, 
Fen

+-2N, Con
+-N, and Con

+-2N bond 
energies as a function of cluster size are 
derived from threshold analysis of the 
kinetic-energy dependences of the 
endothermic reactions, as shown in Figure 
4. These experimental values are 
somewhat smaller than bulk phase 
estimates, although this is potentially 
because the activation barriers for N2 
activation have been underestimated in the 
surface work, as previously suggested by 

Benziger.16  In the cobalt case, the bulk phase estimate does not follow periodic trends and may 
therefore be too high.  Comparison to the D0(Con

+–Co) bond energies17,18 demonstrates that 
nitrided cobalt surfaces should desorb 
cobalt atoms more readily than nitrogen, 
in agreement with observations.19,20   
 Iron oxide cluster cations.  We 
have also initiated studies of oxygenated 
iron clusters, FenOm

+, which might mimic 
the chemistry of metal oxide surfaces. A 
broad range of stoichiometries have been 
produced although larger clusters tend to 
form clusters containing nearly equal 
numbers of iron and oxygen atoms.  
Initially, our studies are focusing on 
characterizing the thermodynamic 
stabilities of these clusters by examining 
their dissociation behavior in collisions 
with Xe.  Some 30 different iron oxide 
cluster cations (with n = 1 - 10) have been 
examined, including FeOm

+ (m = 1 - 5), 
Fe2Om

+ (m = 1 - 6), Fe3Om
+ (m = 2 - 4, 8), 

Fe4Om
+ (m = 1 - 6), Fe5Om

+ (m = 4 - 6), 
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+–Co) bond energies (Refs. 11 
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Fe6Om
+ (m = 5 - 8), Fe7Om

+ (m = 6 - 8), Fe8Om
+ (m = 7 - 9), Fe9Om

+ (m = 8 - 10), and Fe10Ox
+ (x = 

9 - 11).  Not surprisingly, oxygen rich clusters tend to dissociate by losing O, O2, or FeO2, 
whereas iron rich clusters dissociate by losing Fe or FeO, in agreement with the qualitative CID 
study of Castleman and coworkers.21  Particularly stable clusters include Fe2O2

+, Fe3O3
+, and 

Fe6O6
+.  For larger clusters, fission is not uncommon, e.g., Fe6O6

+ dissociates to Fe3O3
+ + Fe3O3 

at relatively low energies. The kinetic energy dependent collision-induced dissociation cross 
sections for the smaller clusters have been analyzed to obtain both oxygen and iron bond energies 
for these clusters and these results are being prepared for publication.8  Preliminary results are 
shown in Figure 5.  As can be seen, the oxygen atom bond energies can be tuned over a broad 
range by altering the stoichiometry and oxidation state of the cluster, such that specific clusters 
may prove useful as efficient catalysts for oxidation of species like methane and CO, as 
previously examined by Castleman and coworkers.21  Future studies will examine the energetics 
and kinetics of such oxidation reactions. 
 
Publications resulting from DOE sponsored research in 2004 – present (1 – 6, 8, 9) and 
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“Electronic Structure of Transition Metal Clusters and Actinide Complexes and Their 

Reactivity” DEFG2-05ER15657  
K.  Balasubramanian, California State University East Bay, Hayward CA 94542 

 Our research in this area since October 2007 has resulted in seven completed 
publications1-7 and more papers of the completed work are in progress. Our work during this 
period principally focused on actinide complexes with secondary emphasis on spectroscopic 
properties and electronic structure of metal complexes. As the publications are available online 
with all of the details of the results, tables and figures, we are providing here only a brief 
summary of major highlights, in each of the categories.  
Electronic Structure of Actinide Complexes. 
 We have carried out a number of actinide complexes in aqueous solution; as such 
complexes are of considerable importance in our understanding of behavior of actinide species in 
the environment and high level nuclear wastes. A major highlight of our work during this period 
is experimental-theoretical collaboration on curium (III) complexes with mutli-dentate ligands 
with Professor Nitsche and coworkers at LBNL. Our focus was on Cu(III) complexes with 
ligands that have both carboxylic and phosphoric acid groups so that relative binding strengths of 
the two ligands can be assessed as a with varying pH. Experimental studies have revealed 
intriguing trends that could not be explained. We have also studied aqueous complexes of U(VI), 
NP(VI) and Pu(VI) with OH-. 

Extensive ab inito computations have been carried out to study the equilibrium structure, 
infrared spectra, and bonding characteristics of a variety of hydrated NpO2(CO3)m

q─ complexes by 
considering the solvent as a polarizable dielectric continuum as well as the corresponding 
anhydrate complexes in the gas-phase.3 The computed structural parameters and vibrational 
results at the MP2 level in aqueous solution are in good agreement with Clark et al.’s experiments 
and provide realistic pictures of the neptunyl complexes in an aqueous environment. Our 
computed hydration energies reveal that the complex with water molecules directly bound to it 
yields the best results. Our analysis of the nature of the bonding of neptunyl complexes provides 
insight into the nature of 6d and 5f-bonding in actinide complexes.We have studied the electronic 
and spectroscopic properties of plutonyl di and tri carbonate complexes of the types PuO2[CO3]2  
and PuO2[CO3]3Ca3 using coupled cluster (CC) and other techniques.4 In particular the structures, 
and select vibrational spectra, electron density and molecular orbital contour plots of 
plutonium(VI) complexes of environmental importance such as [PuO2(CO3)2]2- and 
[PuO2(CO3)3]4- were computed.  We have shown that Ca2+ is efficacious in gas-phase modeling of 
electronic and spectroscopic properties of multiply charged plutonyl di and tricarbonate anions 
through complexes such as PuO2(CO3)2Ca and [PuO2(CO3)3Ca3]2+. Our computed equilibrium 
geometries and vibrational spectra of these species agree quite well with the EXAFS and Raman 
data available on related complexes. We have obtained the electron density plots and molecular 
orbital plots. The results of our computations at the DFT, MP2 and CCSD levels show that the 
computed geometries and vibrational frequencies are in reasonable agreement among these 
theoretical levels. We have also compared our computed properties with the available 
experimental data on the plutonyl carbonate complexes in solutions and solid phases. Our 
computed geometries for the various interatomic distances at both MP2 and DFT levels agree 
quite well with the experimental EXAFS results of Clark et al.. 

 A joint experimental-theoretical study6 was carried out on curium (III) complexes with 
multidentate ligands such as phosphonic acid (PPA) which has both carboxylic and phosphoric 
acid groups to explain the observed dramatic variations in the nature of the observed complexes 
as a function of pH. Theoretical studies of CmH2PPA2+ and CmHPPA+ complees were carried out 
in aqueous solution. All possible isomers in the gas phase and aqueous solution have been 
calculated. The effects of the aqueous solvent in the configuration preferences of CmH2PPA2+ and 
CmHPPA+ have been investigated. The free energies of solvation were predicted using a self-
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consistent reaction-field model and a combined discrete-continuum model. Results provided by 
the different methods were compared and discussed. 

Spectroscopic studies on  Cm(III) aquoion were carried out by a fluorescence emission 
spectroscopy at Berkeley, which revealed a band maximum at 593.8 nm. There is a pronounced 
red-shift of the emission as a result of the complex formation with the PPA molecule, 
accompanied by an increase in the fluorescence emission lifetime from 65 μs for the Cm(III) 
aquoion. The TRLFS (time-resolved laser-induced fluorescence spectroscopy) spectra have also 
been obtained for Cm(III) and PPA species. The PPA molecule can interact with metal ions via 
the oxygen atoms from the phosphate group and the carboxylate group, thus relative competition 
of the two groups and their binding propensities with Cm(III) were the central objectives. 

Geometries and energy differences of CmH2PPA2+ in aqueous solution were computed using 
the IEFPCM continuum solvation model and the combined discrete-continuum model at the 
DFT/B3LYP level. The theoretical results by inclusion of the continuum solvent models produce 
a relative stabilization of CmH2PPA2+ in aqueous solution. The equilibrium geometries are 
presented in Fig. 1 and the corresponding geometries of HPPA2- with Cm(III) were also 
optimized. The conformational free energy difference (ΔGconf) in solution was estimated by 
adding solvation free energy ΔΔGsol to the gas-phase energy . ΔGconf ≈ ΔE + ΔΔGsol. The 
calculation with the SCRF model, surprisingly, indicates that the most stable structure is the 
monodentate phosphate complexation (Cm-P, Fig. 1a) which is the least stable structure in the gas 
phase. The second stable structure is the bidentate carboxylate complexation (Cm-C2, Fig. 1b), 
followed by bidentate complexation (Cm-CP2, Fig. 1e). The monodentate carboxylate 
complexation is even higher in energy in aqueous solution, which is not a stable structure in the 
gas phase. The tridentate complexation which is the most stable structure in the gas phase is 35.3 
kcal/mol higher in energy than the monodentate phosphate complexation.  We have also 
optimized geometries of (a) Cm[H2PPA]2

+ and (b) Cm[HPPA]2¯ in aqueous solution.  
  

 

 

(a) Cm-P (ΔΔGconf = 0.00 kcal/mol) (b) Cm-C2 
P6-O7: 1.626 
P6-O9: 1.493 
P6-O10: 1.534 
Cm16-O10: 2.331 
P6-C1: 1.826 

C5-O13: 1.347 
C5-O14: 1.216 
C1-C4: 1.533 
C4-C5: 1.518 

P6-O7: 1.604 
P6-O9: 1.482 
P6-O10: 1.596 
P6-C1: 1.809 
C5-O13: 1.277 

C5-O14: 1.263 
C1-C4: 1.535 
C4-C5: 1.525 
Cm16-O13: 2.498 
Cm16-O14: 2.637 
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(c) Cm-C (ΔΔGconf = 17.17 kcal/mol) (d) Cm-CP (ΔΔGconf = 7.09 kcal/mol) 

P6-O7: 1.646 
P6-O9: 1.505 
P6-O10: 1.501 
P6-C1: 1.842 
C5-O13: 1.331 

C5-O14: 1.229 
C1-C4: 1.530 
C4-C5: 1.512 
Cm15-O14: 2.582 

P6-O7: 1.490 
P6-O8: 1.621 
P6-O10: 1.529 
P6-C1: 1.830 
C5-O13: 1.331 

C5-O14: 1.227 
C1-C4: 1.553 
C4-C5: 1.517 
Cm15-O10: 2.340 
Cm15-O14: 2.572 

 

P6-O7: 1.598 
P6-O9: 1.527 
P6-O10: 1.526 
P6-C1: 1.826 
C5-O13: 1.328 
C5-O14: 1.227 

C1-C4: 1.538 
C4-C5: 1.516 
Cm15-O9: 2.499 
Cm15-O10: 2.480 
Cm15-O14: 2.598 

 

(e) Cm-CP2 (ΔΔGconf = 18.74 kcal/mol)  
We find that the ordering of the calculated conformational Gibbs energies in solution is 

different from the ordering of energies from the pure continuum model. The tridentate complex 
Cm-CP2 is the most stable structure in aqueous solution. The next are Cm-P and Cm-C2. Cm-P 
and Cm-C are not stable structures in the gas phase. Aqueous solution geometries were used in 
the calculations of gas phase energies. There are significant changes on geometries after solvation 
in aqueous solution. The conformational Gibbs energy of Cm-P2 is only ca. 6 kcal/mol larger 
than that of Cm-C2. The carboxylate complexation is capable of displacing the phosphate binding 
in aqueous solution. Cm-CP is even more unstable. The most stable structure is the tridentate 
complex Cm-CP2. This might explain the experimental observation that the lifetime of 
CmHPPA+ is 160 μs while the lifetime of CmH2PPA2+ is 112 μs. CmHPPA+ binds less 
coordinated water molecules than CmH2PPA2+ in solution. 

Extensive ab initio calculations have been carried out to study equilibrium structures, 
vibrational frequencies, and bond characters of hydrated UO2(OH)+, UO2(OH)2, NpO2(OH), and 
PuO2(OH)+ complexes in aqueous solution and the gas phase.7 The structures have been further 
optimized by considering long-range solvent effects as a polarizable continuum dielectric model. 
The hydrolysis reaction Gibbs energy of UO2(H2O)5

2+ is computed to be 8.11 kcal/mol at the 
MP2 level in good agreement with experiments. Our results reveal that it is necessary to include 
water molecules bound to the complex for proper treatment of the hydrated complex and the 
dielectric cavity. Structural reoptimization of the complex in a dielectric cavity seems inevitable 
to seek subtle structural variations in the solvent and to correlate with the observed spectra and 
thermodynamic properties in the aqueous environment. 
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The optimized structure of  some of these complexes is not the same in the gaps phase and 
aqueous solution illustrating the importance of carrying out these computations in solution. Our 
results also show that the bulk effects are important on the vibrational frequencies of hydrated 
actinyl hydroxide complexes, especially the UO2(OH)2(H2O)3 and NpO2(OH)(H2O)4. They were 
found to be four-coordinated in the first coordination shell and one water molecule in the second 
shell in the gas phase, whereas their solvation structures are five-coordinated in the first 
coordination shell in the continuum PCM model. Moreover, with the equilibrium geometries 
reoptimized in aqueous solution, the computed Gibbs energy of hydrolysis reaction of 
UO2(H2O)5

2+ in solution is 7.27 kcal/mol, which is in good agreement with the experimental 
value. It is also necessary to include water molecules bound to the complex in the first hydration 
sphere for proper treatment of the hydrated complex and the dielectric cavity. 
phase (left) and aqueous solution (right). 
Proposed Plan. 
 We plan to continue our works on environmental actinide complexes and transition metal 
species. We are investigating Cm(III) complexes with other ligands such as OH- and CO3

2- in 
collaboration with  Professor Nitsche and his coworkers who are carrying out EXAFS and time-
resolved xray fluorescence studies of such curium(III) complexes in solution. Likewise structures 
and properties of Bk(III) complexes remain unknown at this time and one often has to rely on 
analogous lanthanide complexes, which often results in erroneous deductions, as transplutonium 
complexes tend to behave quite differently from the lanthanide analogs due to relativistic effects.  
The observed behavior of these complexes as a function of pH is far from understood. Moreover 
there is a scarcity of thermodynamic solvation energy data on Bk(III) and Am(III) species which 
occur not only in high level nuclear wastes but also in nuclear reactor reactions  during fission 
process. There have been some exciting experimental findings concerning proton transfers in 
actinide water complexes. At present there are no theoretical studies to provide insight into these 
species. We also propose to continue our work on transition metal species and these actinide with 
specific focus on spectroscopic properties, geometries, Gibbs Free energies in solutions and 
potential energy curves. 
Publications from the DOE BES Grant Oct 2007-Present 
1.     Balasubramanian, K.; Felter, T. E.; Anklam, T.; Trelenberg, T. W.; McLean II, W., 
Atomistic level relativistic quantum modelling of plutonium hydrogen reaction. Journal 
of Alloys and Compounds 2007, 444, p.447-452,  [PDF] 
2.    Suo, B.; Balasubramanian, K., Spectroscopic constants and potential energy curves 
of yttrium carbide (YC). Journal of Chemical Physics 126, 224305 (2007)   [PDF] 
3. Balasubramanian, K and Z. Cao, “Theoretical Studies on Structures of Neptunyl 
Carbonates: NpO2(CO3)m(H2O)n

q (m =1-3, n = 0-3) in Aqueous Solution”, Inorganic 
Chemistry, 46, 10510-10519 (2007) 
4. Balasubramanian, K. and D. Chaudhuri, “Computational modeling of environmental 
plutonyl mono-, di- andtricarbonate complexes with Ca counterions: Structures and 
spectra: PuO2(CO3)2

2- , PuO2(CO3)2Ca, and PuO2(CO3)3Ca3, Chemical Physics Letters, 
450, Issues 4-6,  Pages 196-202, 2008. 
5. Balasubramanian, K., and Cao, Z., “Geometries and energy separations of electronic 
states of In3N, InN3, and their ions”, J. Theoretical and Computational Chemistry, 2008. 
6. Cao, Z., Balasubramanian, K., Calvert, M., Nitsche, H., “Solvation effects on the 
isomeric preference of binding of Curium3+ with phosphocarboxylic acid multidentate 
ligands:  mH2PPA2+ and CmHPPA+”, Manuscript to be submitted 
7. Cao, Z., Balasubramanian, K., “Unusual Structures and Energetics of U(VI), NP(VI) 
and Pu(VI) complexes with OH- in aqueous solution: UO2(OH)(H2O)4

+, 
UO2(OH)2(H2O)3, NpO2(OH)(H2O)4, and PuO2(OH)(H2O)4

+ complexes”, in prep. 

22



Influence of medium on radical reactions 
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Program definition 

This project pursues the use of radiolysis as a tool in the investigation of solvent effects 
in chemical reactions, particularly the free radicals derived from solvent which are copiously 
generated in the radiolysis excitation process. Most recently we have focused on radical reactions 
in high-temperature water, and some of these results are described below. The project has now 
evolved toward the particular study of solvent effects on reaction rates in supercritical (sc-)fluids 
where the fluid density becomes a primary variable. One proposed thrust will be the study of 
solvated electrons under these conditions. Others will focus on small radicals in supercritical 
water and CO2. A theoretical component has also recently been joined with this project, which 
will be directed to support the analysis and interpretation of experimental results. 

An anthropomorphic way to think about near-critical phenomena, is that the fluid is 
trying to decide whether it is a liquid or a gas.  The cohesive forces between molecules that tend 
to form a liquid are just being balanced by the thermal entropic forces that cause vaporization.  
The result, on a microscopic scale, is the highly dynamic formation and dissipation of clusters 
and larger aggregates.  The fluid is extremely heterogeneous on the microscopic scale.  A solute 
in a supercritical fluid can be classified as either attractive or repulsive, depending on the 
potential between the solute and solvent.  If the solute-solvent potential is more attractive than 
the solvent-solvent potential, the solute will tend to form the nucleus of a cluster. When the 
solute-solvent potential is repulsive, one might expect the solute to remain in a void in the fluid 
as the solvent molecules cluster together.  Extremely large partial molal volumes are known for 
hydrophobic molecules in near-critical water, indicating an effective phase separation. Such 
variations in local density around the solute will have implications for various spectroscopies and 
for reaction rates. 

The ultimate goal of our study is the development of a predictive capability for free 
radical reaction rates, even in the complex microheterogeneous critical regime. Our immediate 
goal is to determine representative free radical reaction rates in sc-fluid and develop an 
understanding of the important variables to guide development and use of predictive tools.  
Electron beam radiolysis of water (and other fluids) is an excellent experimental tool with which 
to address these questions.  The primary free radicals generated by radiolysis of water, (e–)aq, 
OH, and H, are respectively ionic, dipolar, and hydrophobic in nature.  Their recombination and 
scavenging reactions can be expected to highlight the effects of clustering (i.e. local density 
enhancements) and solvent microheterogeneity both in terms of relative diffusion and in terms of 
static or dynamic solvent effects on the reaction rates.  We already have transient absorption data 
for several of these species that highlights interesting and unexpected reaction rate behavior.  A 
major thrust of the next several years will be to push time-resolved EPR detection of H atoms in 
sc-water.  The Chemically Induced Dynamic Electron Polarization (CIDEP) generated in H atom 
recombination reactions provides another unique probe of the cage dynamics and potential of 
mean force.  How different will be the potential of mean force between H atoms and between (e-
)aq and H?  How easily will H atoms penetrate into water clusters? 
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Recent Progress 
 

 Accurate knowledge of the rates of second order recombination reactions of small free 
radicals derived from water radiolysis, and of their temperature dependence up to and beyond the 
supercritical point, continues to be of the utmost importance in nuclear reactor chemistry. 

 The temperature dependence of the OH radical self termination:  

OH + OH → H2O2 (1) 

has been previously reported. For radical combination rates involving the hydrated electron: 

eaq
− + eaq

− → H2 + 2 OHaq
−  (2) 

eaq
− + H → H2 + OHaq

−  (3) 

an extinction coefficient for the hydrated electron must be used to convert transient absorption 
data into rate constant information for these reactions, because the parameters actually extracted 
by fitting the data are k /εe-. At any given wavelength these numbers are temperature sensitive, 
because the entire hydrated electron spectrum shifts to the red with higher temperature. In our 
opinion the values of εe- previously reported for elevated temperature (to 200 °C) were not very 
reliable, so we assumed conservation of oscillator strength vs. temperature in our paper to derive 
values of εe-. This year extensive direct measurements of the extinction coefficient have been 
made. 

 The method adopted is intended to be valid in supercritical water where no measurements 
have been reported to date, and where radiolysis yields are not well established. Essentially the 
transient absorption of the solvated electron is recorded in the presence of a scavenger, S, to 
accomplish the reaction  

eaq
− +S→ P (3) 

The product, P, corresponding to a given number of radiolysis shots is then measured to deduce 
the total number of electrons present. A simple formula can be derived  

int]S[]P[ AkS=∞lε   (4) 

relating the product concentration [P], the extinction coefficient, ε, the scavenging rate ks[S] and 
the time-integrated transient absorption, Aint. Two scavengers have been used, N2O and SF6. 
Preliminary data, in contrast to previous reports, reveal very little temperature effect on the 
extinction coefficient at the maximum absorption. A similar lack of temperature dependence was 
previously assumed in evaluating the rates in reactions (2) and (3). 

 Surprisingly the room temperature value returned by this experiment is higher by some 
10-20% over all other literature reports. To confirm this new measurement a simple experiment 
was carried out comparing transient absorption of eaq

−  and methyl viologen in the reaction 

eaq
− +MVaq

2+ → MVaq
+   (5) 
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The MVaq
+  radical cation extinction coefficient at 605 nm has been carefully measured in the 

past. Using the ratio of signals from MVaq
+  and eaq

−  we can deduce a eaq
−  extinction coefficient in 

excellent agreement with our other scavenging experiment. The reaction rates for reactions (2) 
and (3) measured in our earlier experi-
ment need to be corrected upwards by 
about 20%. 

 Given reliable values for 
reaction (1) and for reactions (2) and 
(3), it is now possible to fit data 
collected on the cross-reaction  

eaq
− +OH → OHaq

−                  (6) 

Results are shown in Figure 1. This is 
the most important reaction in nuclear 
reactor cooling loops, leading to 
recombination of the dominant reducing 
radical and the dominant oxidizing 
radical. As a result in the coming year 
we should be able to compile and 
evaluate a much more accurate model 
of high temperature radiolysis 

chemistry up to about 350 °C. 

 Work has progressed on the very old, yet still unsolved, problem of carbonate radical, 
CO3

–, recombination. The long-lived CO3
– absorbs at 600 nm, but there are no easily measured 

properties of the products. A dimeric intermediate, (C2O6)2–, with lifetime of less than a 
microsecond, is postulated to explain the observed non-Arrhenius and temperature insensitive 
second-order reaction rate. The initial products are believed to be HCO3

– and HOOCO2
–, based 

on conductivity experiments which rule out virtually all other possibilities. In neutral, as opposed 
to basic, solution, the decay kinetics are apparently not second-order. One explanation is 
protonation of the short-lived intermediate, leading to a potentially more stable form as in (7). 
 
   (C2O6)aq

2− +H2O  (HC2O6)aq
− +OHaq

−    (7)  
 
 Thermodynamics of hydration for free radicals are of great practical importance to 
calculate relatively slow reaction rates at high temperature.  Computer simulations have become 
a very valuable approach for estimating these energies.  In the past year the hydration of 
hydroxyl radical has been analyzed in terms of a many-body decomposition of quantum 
chemical calculations on the interaction energy between OH and water molecules in a wide 
variety of cluster structures. Works in the literature on water clusters have shown that two-body 
interactions are of primary importance, three-body effects are smaller but significant, and higher 
order effects are very small. We find that OH radicals involved in single-donor single-acceptor 
hydrogen bonding arrangements follow a very similar pattern to the analogous parent water 
clusters. But surprisingly, OH radicals involved in single-donor double-acceptor hydrogen 
bonding arrangements display substantial higher order effects, with up to six-body interactions 

Figure 1 – Arrhenius plot for reaction of eaq
− with OH. 

New results are compared with literature values of Elliot 
and an estimate of the diffusion limit k_diff. 
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being significant. These results will be used in the future to guide development of a force field 
suitable for molecular dynamics simulation on the properties of hydroxyl radical in liquid water 
over a wide range of temperatures and pressures. 
 
Future Plans 
 Immediate plans are to continue the optical transient absorption measurements of OH 
radical and hydrated electron reaction rates. A most important target for experimental 
measurement is the reaction H2 + OH in supercritical water.  Mechanisms of prototypical 
radiolytic reactions in aqueous solution such as H + OH   H2O, H2 + OH   H + H2O, H2 + O- 

  H + OH-, OH + OH   H2O2 and OH + OH-   O- + H2O , as well as the OH/O- 
equilibrium, will be characterized by ab initio methods as initial steps toward the ultimate goal of 
understanding their unusual temperature dependences.  Work on understanding of solvated 
electron reaction rates is to be continued by measuring reaction rates in supercritical alcohols for 
comparison with unusual behavior in supercritical water. 
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SCOPE 

Fundamental physicochemical processes in water radiolysis are probed in an experimental 
program measuring spur kinetics of key radiolytic transients at elevated temperatures and 
pressures using a novel laser-based detection system with interpretation supported by computer 
simulations. Related experimental and computational studies focus on the electronic excitation of 
liquid water, important aqueous radiolytic species, and the significance and mechanism of 
dissociative electron attachment in the liquid. Radiolytic decay channels in nonaqueous media 
are investigated, both experimentally, with product analysis under γ and heavy-ion irradiation 
and transient identification under pulse radiolysis, and theoretically, via kinetic track modeling 
and electronic structure calculations. 
PROGRESS AND PLANS 

An apparatus has been constructed to satisfactorily record the vacuum UV absorption spectra of 
supercritical water. To measure the first absorption maximum, which has an extinction 
coefficient of about 1500 M-1 cm-1 at 8 eV, required a sapphire-windowed cell with a 1 micron 

pathlength, in addition to a very large dynamic 
detection range of about 6 orders of magnitude. 
The constructed flow cell is shown in Figure 1. 
Gold spacers of about 1 micron width are 
deposited directly onto the sapphire prior to 
assembly. Experiments have begun this 
summer at the LAMPF synchrotron facility at 
the University of Wisconsin, Madison. Once 
this apparatus is operational, deep UV spectra 
of many solutes will become accessible in 
supercritical water. 
Room temperature ionic liquids (RTILs) 
composed of organic anions and cations have 
recently been proposed as “green” alternative 
solvents for many industrial processes, due to 
their inherently low vapor pressures. 
Preliminary radiation stability assessment 

studies suggest RTILs as possible solvents within the nuclear fuel cycle. The unique properties 
of ionic liquids, e.g. exceptionally large distribution coefficients in systems for extraction of 
metallic cations, make them especially attractive for solvent extraction of actinides from the 
spent nuclear fuel. To begin investigating the radiation stability of ionic liquids at a fundamental 
level we have measured radiation yields of gaseous hydrogen formed during radiolysis of room 
temperature ionic liquids representing the five most popular classes of ionic liquids – 
imidazolium, quaternary ammonium, pyridinium, phosphonium and pyrrolidinium associated 
with the bis(trifluoromethylsulfonyl)imide (Tf2N–) anion. RTILs comprising this anion are 

Figure 1 – Flow cell designed for optical absorption 
measurements in supercritical fluids. 
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characterized by having the lowest melting points, lowest viscosities and highest conductivities 
of currently available ionic liquids. The Tf2N– anion also produces ionic liquids with excellent 
thermal, electrochemical, water and air stability. These properties might be particularly important 
for the application of ionic liquids within the 
nuclear fuel cycle. 
Small samples of the purified ionic liquids were 
degassed and sealed, then irradiated with 3 MeV 
electrons to a dose of less than 200 Gray, so that 
Fricke dosimeter solutions could be used. The 
evolved hydrogen was measured using a mass 
spectroscopy technique. H2 yields proved linear 
with accumulated dose up to 1.6 kGy (Figure 2). 
As in earlier work, aromatic compounds are 
more stable with respect to H2 evolution than are 
aliphatic compounds. Imidazolium and 
pyridinium ILs had the lowest yields, while the 
phosphonium liquid, with its long aliphatic 
chains, had large yields. Other gaseous products 
are also measured, the most abundant being C2F6 
from recombination of CF3 radicals. Further 
investigation of the degradation pathways in these liquids is underway using EPR spin trapping 
techniques as well as pulse radiolysis/transient absorption. 
The hydroxyl (OH) radical, being the primary oxidizing species produced in water radiolysis, is 
fundamental to aqueous radiation chemistry and its chemical reactions are also of great 
importance in many biological systems. Measurements of rate constants involving the OH 
radical reacting with various substrates in aqueous solution are often based on monitoring the 
characteristic UV absorption band of OH, which peaks at about 235 nm. We have investigated 
this question with high level electronic structure calculations on OH interacting in various ways 
with a water molecule, together with a dielectric continuum representation of remaining bulk 
effects. The main aqueous absorption band is found to be due primarily to hemibonded 

arrangements, wherein a novel “charge transfer 
from solvent” transition contributes near the peak 
and on its blue side, and the valence transition 
localized on OH contributes on the red side. Such 
hemibonded arrangements are attractive between 
the two partners, but are not usually local 

minimum energy structures and so occur only transiently. They contribute to the spectrum far out 
of proportion to their population due to having large associated oscillator strengths. The more 
common hydrogen bonded arrangements contribute instead mainly to the weak broad shoulder 
that is observed in the 300-400 nm region. Further work on this problem will couple molecular 
dynamics simulations of local structures with quantum chemical calculations of excitation 
energies to obtain statistically representative samples. The goal is to interpret experimental 
results that are currently being obtained in this laboratory on the temperature and pressure 
dependence of the aqueous OH spectrum, and thereby to achieve a quantitative molecular level 
understanding of OH radical hydration under varying conditions. 

 
 
Figure 2 – Comparative plot of H2 yields depending 
on radiation dose applied to five different RTILs  

Hydrogen bonded OH Hemibonded OH 
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Benchmarks have been established for the quantum mechanical treatment of delocalization and 
charge transfer effects on excited states of water clusters. These will be used to develop more 
facile methods that can be applied to simulation of the UV absorption spectrum of liquid water. 
This work will be coupled to an experimental program in this laboratory that explores the 
temperature and pressure dependence of the water absorption spectrum. 
H atom yields determined by subtraction of total molecular hydrogen production in neat water 
from that observed in formate solutions are found to agree well with the more direct 
measurement of HD using deuterated formate as a scavenger. H atoms yields are found to 
decrease with the evolution of the radiation track and decrease with increasing LET. Variation of 
the H atom yield with increasing concentration of nitrate anion as an electron scavenger has 
shown that the H atom and molecular hydrogen probably have the same precursor. The most 
likely candidate for this precursor is the excited water molecule formed by neutralization of the 
water cation and not the water anion. 
Efforts are underway to elucidate the mechanism of radiation damage induced during 
macromolecular X-ray crystallography at synchrotrons, a phenomenon now known to sharply 
curtail the reliable use of such high flux sources. In collaboration with the Laboratory of 
Molecular Biophysics, Department of Biochemistry, University of Oxford, room temperature 
experiments have revealed surprising inverse dose-rate effects on crystal lifetimes with much 
less intense sources and scavenger studies have uncovered dramatic alterations in kinetics, 
suggesting possible strategies for devising effective room temperature data collection conditions. 
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Program Scope: 
 
 Conventional supplies of energy are limited and consumption continues to rise worldwide. This situation has 
led to major expansions in research efforts directed toward developing novel energy sources and less energy 
intensive processes.  Catalysts significantly lower the energy requirements of chemical reactions and, in addition, 
aid in pollution abatement by degrading atmospheric contaminants. Furthermore, catalysts increase the selectivity 
of reactions by promoting the creation of desired products.  Catalysts are also widely employed in the production 
and conversion of both conventional as well as alternative forms of energy. Improvement of existing catalysts and 
development of new ones rely on gaining an elementary molecular level understanding of catalytic processes.  
The current approach to the large scale design of heterogeneous catalysts involves primarily the combinatorial 
preparation and testing of different catalytic materials. Unfortunately, this method provides little understanding 
about the structure-reactivity relationships responsible for enhanced catalytic activity.  Surface science has 
provided substantial insight into the atomic-level structure of heterogeneous catalysts.  However, an active site 
specific understanding of catalysts, in which the reactivity of each surface site is examined, is at times difficult to 
obtain. 
 Gas-phase cluster reactivity experiments, in combination with high-level theoretical calculations, provide a 
method to investigate the reaction mechanisms occurring over transition metal oxides which are used as industrial 
oxidation catalysts.  Employing a multistage mass spectrometry technique we investigate, with atomic level 
precision, the influence that the chemical and physical characteristics of different materials have on catalytic 
oxidation reactions. 
 The properties of catalytically active bulk materials have been effectively modeled and investigated using 
gas-phase metal oxide clusters.  Muetterties has proposed that metal clusters have an extraordinary potential for 
providing models of surfaces in chemisorption and catalytic processes.  Additionally, Somorjai has established 
that the binding of absorbed molecules on a surface takes a “clusterlike” form.  Moreover, reactions of gas-phase 
clusters have been found to generate comparable products to those created by reaction on a corresponding bulk-
phase catalyst.  The investigation of clusters provides a method to examine the reactivity of individual surface 
sites in the absence of solvent effects and surface inhomogeneities that often complicate bulk-phase research.  
Charging effects caused by specific catalyst-support interactions can also be modeled by investigating the 
reactivity of ionic clusters.  Furthermore, the effect of size on catalytic activity can be examined on an atom-by-
atom basis. This is significant as the reactivity of small clusters has been shown to be unique in comparison with 
larger metal oxides due to the exceedingly reduced dimensions which influence their structure and properties.  
Indeed, the activity of such nanoscale species can change drastically with the addition or removal of a single atom. 
Lastly, due to their small size, high level theoretical calculations can be performed on cluster systems which 
provide complimentary information enabling a more complete understanding of experimentally observed 
processes.  Through gas-phase cluster studies, we are uniquely capable of determining the influence of size, 
stoichiometry, elemental composition and ionic charge state on the reactivity of metal oxides that are used as 
catalyst materials.  The knowledge gained through these investigations may aid in the directed design of future 
catalysts with improved activity and selectivity.  
 
Recent Progress: 
 
 Throughout the recent grant period, we investigated zirconium oxide to determine the molecular-level details 
of its role as a heterogeneous oxidation catalyst.  In one series of experiments a range of cationic zirconium oxide 
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clusters were reacted with carbon monoxide (CO), acetylene (C2H2), and ethylene (C2H4) to determine the 
influence that size and stoichiometry have on the oxidation of these chemicals.  To acquire more detailed insight 
into the mechanisms and energetics of these reactions we collaborated with the theoretical chemistry group of 
Professor Vlasta Bonačić-Koutecký at the Institut für Chemie, Humboldt Universität zu Berlin. 
 Zirconium oxide has been utilized as a catalyst and catalyst-support material for a variety of industrially 
relevant processes due to its exceptional stability over a wide temperature range and resistance to poisoning.  For 
example, bulk-phase studies have revealed zirconia (ZrO2) to be an effective catalytic material for the oxidation of 
methane (CH4) and CO and the epoxidation of propylene (C3H6).  Through guided-ion-beam mass spectrometry 
experiments, a distribution of zirconium oxide clusters was created of varying stoichiometry and size.  The series 
of stoichiometric (ZrO2)x

+ (x = 1-4) clusters were determined to exhibit enhanced activity and selectivity for the 
strongly exothermic oxidation of  CO to carbon dioxide (CO2), C2H4 to acetaldehyde (C2H4O), and C2H2 to 
ethenone (C2H2O). These reactions represent one half of a catalytic oxidation cycle.  Regeneration of the active 
stoichiometric clusters is easily accomplished by reaction of N2O with oxygen deficient (ZrxO2x-1)+ species, thus 
completing the catalytic cycle.  Therefore, through experimentation it has been demonstrated that the series of 
stoichiometric zirconium oxide clusters possess exceptional activity in comparison to other zirconium oxides 
which make them potential candidates for incorporation into a cluster assembled catalyst. 
 In addition to stoichiometry effects, zirconium oxide cations (ZrO2)x

+ (x = 2-5) of different size were found to 
exhibit varying reactivity.  For instance the Zr2O4

+ cluster was found to have the most intense oxygen transfer 
product accounting for approximately 50% of the total ion intensity at the maximum pressure of CO.  The oxygen 
transfer products for the remaining clusters were found to be approximately equivalent accounting for 25-30% of 
the total ion intensity at the corresponding maximum pressure.  These results reveal size dependence for the 
reactivity of CO with zirconium oxide clusters in which smaller clusters have a higher activity.  
Phenomenological rate constants were calculated from experimental data to enable a better qualitative comparison 
of the relative reactivity of the different clusters than can be obtained from the normalized ion intensities.  For the 
oxidation of CO, the rate constants were determined to be on the order of 2.4 x 10-12 cm3s-1 for Zr2O4

+, 1.6 x 10-12 
cm3s-1 for Zr3O6

+, 1.2 x 10-12 cm3s-1 for Zr4O8
+ and 6.3 x 10-13 cm3s-1 for Zr5O10

+.  The kinetic analysis confirms 
that Zr2O4

+ is the most reactive species, and that the relative reactivity of the clusters decreases with increasing 
size from Zr2O4

+ to Zr5O10
+.  The knowledge gained in this investigation shows that small stoichiometric 

zirconium oxide cations are efficient promoters of CO oxidation. 
 The oxidation of C2H4 and C2H2 are processes of widespread industrial relevance. In particular, acetaldehyde 
is of the most widely produced chemicals.  Experiments revealed that the stoichiometric series (ZrO2)x

+ (x = 1-4) 
of zirconium oxide clusters exhibited pronounced oxygen transfer products when reacted with C2H4.  The ZrO2

+, 
Zr2O4

+ and Zr4O8
+ clusters were found to have oxygen transfer products accounting for approximately 25% of the 

total ion intensity.  In contrast, the oxygen transfer product of the Zr3O6
+ cluster was only 8% of the total ion 

intensity and a product channel corresponding to the association of C2H4 onto the cluster was more pronounced.  
To enable a proper qualitative comparison of the reactivity of different size clusters, the phenomenological rate 
constants were determined to be on the order of 1.3 x 10-12 cm3s-1 for ZrO2

+ and Zr2O4
+, 3.1 x 10-13 cm3s-1 for 

Zr3O6
+ and 9.6 x 10-13 cm3s-1 for Zr4O8

+.  As expected, the Zr3O6
+ cluster is relatively less reactive towards the 

oxidation of C2H4 while the other clusters have comparable reactivity.  Theoretical calculations determined that 
the most energetically favorable oxidation product is indeed acetaldehyde and not an alternative isomer of C2H4O.   

The oxygen transfer products from stoichiometric zirconium oxide clusters toward C2H2 were very 
pronounced for each cluster in the series.  The Zr4O8

+ cluster exhibited the largest oxygen transfer product 
accounting for around 70% of the total ion intensity.  The Zr2O4

+ and Zr3O6
+ clusters were observed to have 

comparable oxygen transfer products while that for ZrO2
+ was found to be relatively less intense.  The 

phenomenological rate constants for the oxidation of C2H2 were determined to be approximately 1.5 x 10-12
 cm3s-1 

for ZrO2
+, 5.9 x 10-12 cm3s-1 for Zr2O4

+, 2.8 x 10-12 cm3s-1 for Zr3O6
+ and 4.0 x 10-12 cm3s-1 for Zr4O8

+. The rate 
constants indicate an odd-even oscillation in C2H2 oxidation reactivity with increasing cluster size. 

As mentioned above, the oxygen deficient product clusters ZrxO2x-1
+ (x = 1-4) generated through the oxidation 

of CO, C2H4 or C2H2, may be oxidized back to the original active stoichiometry through reaction with N2O which 
has a particularly weak N2-O bond.  A strong oxygen addition product is observed for each cluster indicating 
regeneration of the series of stoichiometric zirconium oxide clusters.  Again, the phenomenological rate constants 
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were calculated for the oxidation of each cluster and were determined to be approximately 2.4 x 10-12 cm3s-1 for 
ZrO+, 1.2 x 10-12 cm3s-1 for Zr2O3

+, 1.3 x 10-12 cm3s-1 for Zr3O5
+, and 4.3 x 10-13 cm3s-1 for Zr4O7

+.  The rate 
constants for regeneration of the active stoichiometric clusters are comparable to the rate constants for the 
oxidation reactions, indicating the absence of a severely rate limiting step in the full catalytic cycle.   
 Our experimental findings, therefore, provide atomic level insight into the influence of size and stoichiometry 
on the oxidation of CO, C2H4 and C2H2 by zirconium oxides. To gain a more complete understanding of the 
oxidation mechanisms for each reaction, theoretical calculations were conducted by our collaborators in Berlin.  
The enhanced reactivity of the stoichiometric clusters is attributed, on the basis of theory, to the presence of a 
radical oxygen center with an elongated zirconium-oxygen bond.  The radical is manifest, on the cationic cluster, 
as a spin unpaired electron localized at a terminal oxygen atom.  The electron deficient oxygen radical is an 
electrophilic site at which CO and unsaturated hydrocarbons will preferentially bond.  The calculated energy 
profiles for all three reactions demonstrate that the overall processes are exothermic and that the barriers to 
oxidation are significantly lower in energy than the reactants.  Consequently, our findings suggest that radical 
oxygen centers may be responsible for oxidation over bulk zirconia and, furthermore, indicate that a material 
assembled to contain such sites may result in a greatly enhanced oxidation catalyst. 
  
Future Studies: 
 
 Charge transfer interactions between support materials and catalyst particles may create regions of charge 
accumulation that will alter the catalytic activity of a surface. Therefore, to build on our recent findings with 
cationic zirconium oxides, a systematic study of the anionic species will be undertaken. We intend to investigate 
the reactivity of the distribution of anionic zirconium oxides with CO, C2H2, and C2H4 to give the most 
appropriate comparison with the cationic stoichiometric species studied thus far.  It is possible that a different 
ratio of zirconium to oxygen may result in the formation of a radical oxygen center in the anionic clusters which 
may lead to increased activity.  This study will also provide insight into whether oxygen radical centers alone are 
sufficient to promote oxidation reactions or whether an interplay between radical centers and a specific charge 
state is required.  As was important for the cationic clusters, the anions will be reacted with N2O to examine 
whether reactive species may be regenerated.  
 Another transition metal of particular interest for future study due to its widespread application as a catalyst 
and support material is titanium.  The extensive use of titanium oxide is due to its high durability, resistance to 
corrosion, and the high oxidation potential of its valence band.  These properties are important for titanium oxide 
to be used in the degradation of organic pollutants or in performing useful transformations of hydrocarbon 
compounds.  One of the early studies applying titanium oxide as a catalyst provided insight into the photosplitting 
of water on a single-crystal TiO2 electrode, prompting further study of the species.  Many studies have also shown 
the use of TiO2 in the degradation of organic pollutants such as phenol.  Gas-phase reactivity studies will be 
performed to identify how size and stoichiometry affect the activity of titanium oxide as an oxidation catalyst.  In 
particular, the oxidation of CO by titanium oxide clusters will be studied due to the importance of this process in 
pollution abatement. Additionally, reactions with SO2 will aid in determining if titanium oxides may provide an 
energetically favorable route for the production of SO3, an intermediate in the large scale industrial production of 
sulfuric acid.  The influence of charge state will be examined by interacting the chemicals of interest with the full 
spectrum of cationic and anionic clusters.  These studies should provide molecular level understanding of the 
oxidation reactions occurring on catalytic surfaces and may aid in the future directed design of catalysts. 
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Project Scope 

This project explores the breadth of catalytic chemistry that can be effected on a 
Au/Ni(111) surface alloy.  A Au/Ni(111) surface alloy is a Ni(111) surface on which less 
than 50% of the Ni atoms are replaced at random positions by Au atoms.  The alloy is 
produced by vapor deposition of a small amount of Au onto Ni single crystals.  The Au 
atoms do not result in an epitaxial Au overlayer or in the condensation of the Au into 
droplets.  Instead, the Au atoms displace and then replace Ni atoms on a Ni(111) surface, 
even though Au is immiscible in bulk Ni.  The two dimensional structure of the clean Ni 
surface is preserved.  This alloy is found to stabilize an adsorbed peroxo-like O2 species 
that is shown to be the critical reactant in the low temperature catalytic oxidation of CO 
and that is suspected to be the critical reactant in other oxidation reactions.  These 
investigations may reveal a new, practically important catalyst for catalytic converters 
and production of some widely used chemicals. 
Recent Progress 
 We discovered that the Au/Ni(111) surface alloy efficiently catalyzes the 
oxidation of CO at 70 K.  Saturation coverage of molecular O2 is adsorbed on the 0.44 
ML Au/Ni surface alloy at 77 K.  The dominant feature, at 865 cm-1, of the vibrational 
spectrum of the oxygen layer, as measured by high resolution electron energy loss 
spectroscopy, is assigned to the vibration of the O=O bond of molecular oxygen adsorbed 
on the alloy with its bond axis largely parallel to the surface.  Molecular oxygen so 
adsorbed is characterized as a peroxo (O2-2) or superoxo (O2-1) species.  Shoulders at 
about 950 cm-1 and 790 cm-1 indicate the presence of both peroxo or superoxo species at 
multiple sites.   

The feature at 865 cm-1 and its shoulders disappear after heating this layer to 150 
K while two features at 580 and 435 cm-1, attributed to atomically adsorbed O, grow in.  
The feature at 580 cm-1 is the same frequency as observed for O atoms bound to Ni(111) 
while a lower frequency feature, at 435 cm-1, is attributed to O atoms bound to Ni atoms 
that are adjacent to the Au atoms.  Note that there is no evidence for atomically bound O 
at 77 K.  Therefore, O2 adsorption on the Au/Ni(111) surface alloy at 77 K is solely 
molecular.  In contrast, O2 dissociatively adsorbs on Ni(111) at 8 K, while it adsorbs 
neither molecularly nor dissociatively on Au(111) at or above 100 K. 
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 When a beam of thermal energy CO is directed at the O2 covered Au/Ni(111) 
surface alloy held at 70 K, gas phase CO2 is immediately produced.  A control 
experiment demonstrates that no CO2 is produced when the CO beam impinges on the 
crystal mount.  Clearly, CO reacts with molecularly adsorbed O2 on this alloy at 70 K.   
 After exposure of the O2-covered surface alloy at 70 K to CO, two C=O stretch 
vibrational modes are observed at 2170 and 2110 cm-1, along with the Au/Ni-CO stretch 
mode at 435 cm-1.  The O=O mode at 865 cm-1 is much reduced in intensity, while the 
shoulder at 790 cm-1 has maintained its intensity.  The decrease in intensity of the 865 
cm-1 feature is interpreted to mean that some of the molecularly adsorbed O2 has reacted 
with CO to form gas phase CO2.  The product remaining from this reaction is an O atom 
adsorbed to Au, as evidenced by the appearance of a new feature at 660 cm-1.  The 
molecularly adsorbed O2 that gives rise to the feature at 790 cm-1 does not react with CO.  
 This alloy surface covered with CO and some adsorbed O2 is heated at 2 K/s 
while the partial pressures at masses 44 and 28 are monitored.  Rapid production and 
desorption of CO2 is clearly observed between 105-120 K, along with CO desorption.  
Production of CO2 in this temperature range occurs at the same temperature at which O2 
dissociates.  This observation suggests that CO2 formation occurs between a CO and a 
"hot" O atom that has not yet equilibrated with the surface after bond dissociation.  From 
120 K to about 250 K, CO2 is slowly produced by reaction of the adsorbed O atoms 
represented by 660 cm-1 mode and by the adsorbed O atoms that did not react 
immediately as a hot O atom upon O2 dissociation.  

These results demonstrate that Au/Ni(111) catalyzes the oxidation of CO at low 
temperature.  Clearly, substitution of a small number of Ni atoms on the Ni(111) surface 
by Au atoms has dramatically changed the Ni chemistry.  The oxidation of CO on Ni has 
never been observed under UHV laboratory conditions, presumably because both the 
oxygen atom and CO are too strongly bound, and hence the barrier to their reaction is too 
large.  Introduction of Au into the Ni lattice serves to weaken the bonds between oxygen 
and CO so as to allow the reaction to proceed.  These results also imply that nanosize Au 
clusters are not a necessary requirement for low temperature CO oxidation in general.  
Rather, interaction of the Au atoms around the perimeter of the Au nanocluster with the 
transition metal of the oxide support likely provides the active sites that stabilize the 
adsorption of molecular O2 that is necessary for the oxidation of CO. 
Current Status 

We temporarily ceased experimentation in 2006 in order to renovate the 
laboratory space housing our apparatus.  About a year ago, we were able to start bringing 
the vacuum chamber and equipment up to its operating condition and our initial goal was 
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to reproduce the CO oxidation experiments carried out on the Au/Ni(111) surface alloy 
prior to the move.  With our new Au source coupled with a quartz crystal microbalance 
that we developed and fabricated during the lab renovation, we determined that the Au 
coverage needed to be recalibrated by a factor of 1.8 larger than our previous calibration.  
Additional measurements of the CO2 production at 77 K as a function of Au coverage 
show that CO2 production correlates with molecular O2 coverage (as measured by the 
intensity of the adsorbed peroxo species at 950 and 856 cm-1), where the maximum CO2 
production and molecular O2 coverage occurs at 0.4 ML Au.  A Monte Carlo simulation 
of the molecular O2 coverage as a function of Au coverage was carried out to probe the 
site requirements for O2 adsorption.  The best agreement between the simulated and 
experimental O2 coverage is observed when O2 sits in a Ni atom bridge site of an 
ensemble of 6 Ni and 4 Au atoms of any hexagonal configuration.  Molecular adsorption 
is blocked when an adsorbed O atom is within 5 Å of the bridge site.  Finally, we recently 
observed a negative ion resonance at about 2 eV in the high resolution electron energy 
loss spectra of the adsorbed molecular O2.  The resonance scattering resulted in increased 
intensity of the vibrational spectra that allows the observation of additional adsorbed O2 
vibrational modes not observed at more typical excitation energies (5 eV).  These high 
resolution vibrational spectra of molecularly adsorbed O2 on the Au/Ni(111) surface 
alloy will serve as important benchmarks for the continued development of density 
functional theory for surface adsorbates.   
Future Plans 
 A major thrust of this project is to explore the range of reactivity of the O2 species 
molecularly adsorbed on the Au/Ni(111) surface alloy.  The hypothesis is that our newly 
observed molecular O2 adsorbate is the crucial reactant in two oxidation reactions to be 
studied: the direct synthesis of H2O2 from H2 and O2 and the epoxidation of propylene to 
form propylene oxide.  In addition, it is planned to investigate whether the Au/Ni surface 
alloy is also active for the reduction of NO by CO.  It is possible that a molecularly 
adsorbed NO species with a bond order approaching one is the active species in the NO 
reduction reaction at low temperature on the Au/Ni(111) surface alloy. 
Publication 
Catalyzed CO Oxidation at 70 K on an Extended Au/Ni Surface Alloy 
 D. L. Lahr and S. T. Ceyer,  J. Am. Chem. Soc. 128, 1800 (2006) 
Ph.D. Thesis 
Molecular Oxygen Adsorbates at a Au/Ni(111) Surface Alloy and Their Role in Catalytic 
CO Oxidation at 70 – 250 K.  D. L. Lahr - June, 2006 –  MIT 
Patent Application  
U.S. Pat. Apl. Ser. No.:  11/335,865.  S. T. Ceyer and D. L. Lahr 
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DOE funded research in our group concerns the theory of dynamics in systems involving 
large numbers of correlated particles.  Glassy dynamics is a quintessential example.  
Here, dense molecular packing severely constrains the allowed pathways by which a 
system can rearrange and relax.  The majority of molecular motions that exist in a 
structural glass former are trivial small amplitude vibrations that couple only weakly to 
surrounding degrees of freedom.   In contrast, motions that produce significant structural 
relaxation take place in concerted steps involving many particles.  In our recent work, we 
have provided a theory and simulation results for the spatial scaling of dynamical 
heterogeneity [4],1 and demonstrated in atomistic simulations the essential features of our 
theory – the decoupling of exchange and persistence [8].  An interesting consequence of  
this decoupling is negative response.  For example, the drift velocity in response to a 
pulling force can on average decrease with increasing pulling force [10].  We have also 
shown that dynamic heterogeneity manifests a first-order phase transition in trajectory 
space [3].  This first-order transition is the glass transition.  It is a non-equilibrium 
phenomenon that is distinct from traditional equilibrium phase transitions. 
 
The kinetics or nucleation of equilibrium phase transitions is another example of 
correlated many-particle dynamics.  On this topic, we have carried out trajectory studies 
and compared theory to experiments [1].  In addition, we have studied the dynamics of 
hydrophobic assembly [6,9].  This process is closely related to nucleation of vapor in 
water and the formation of a water-vapor interface, and it the nature of this interface that 
controls the likelihood of solvent fluctuations [12] and free energies of solvation [7].  We 
have also studied self-assembly as it occurs in formation of virus-capsids [10].  In this 
case, the requisite conditions for successful assembly are not only thermodynamic meta-
stability, but also the ability to self-anneal.  Clusters that gather too quickly cannot self-
anneal, and clusters that cannot self-anneal are malformed with frozen defects.  
 
For the future, we plan DOE funded research on electron transfer, chemical dynamics and 
inhomogeneous fluids.  Our first efforts in this direction have produced three papers 
[5,11,13].  We aim to develop techniques and concepts that will ultimately prove useful 
in the specific context of combining sunlight and renewable resources to produce 
transportation fuels.   That specific effort will be part of the LBNL Helios SERC.  To 
reach the point where we can contribute to Helios, we plan to use our DOE support in this 
program to address basic underlying issues.  Applications can then be done with Helios 

                                                
1 Numbers in square brackets refer to papers cited in Recent DOE Supported Research 
Publications 
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support.  The first of these basic issues is the nature of ionic solutions at metal and 
semiconductor surfaces.  In our first paper on the topic, we have demonstrated the 
dominant effect of fluctuations from mean ionic densities [11].  The second is the 
development of ways to carry out numerical simulations of electronically non-adiabatic 
transitions.  For this topic, we have been developing new path sampling methods [5], and 
we have explored a way to reliably mimic aspects of quantum dynamics with classical 
computation and used the method to treat the behavior of an electron in a fluid [13].  
 
 
Recent DOE Supported Research Publications 
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Center for Radiation Chemistry Research: Electron capture by extended polymer 
molecules in solution, and excited states of quinine radical anions. 

 
Principle Investigators: Andrew R. Cook & John R. Miller 

Chemistry Department, Brookhaven National Laboratory 
Bldg. 555, Upton NY 11973 

acook@bnl.gov, jrmiller@bnl.gov 
 
Program Definition:  Our group examines charged and radical species in solution and develops 
tools to create and probe such species.  Principal among these tools is the Laser Electron 
Accelerator Facility (LEAF) at Brookhaven that produces 7 ps electron pulses and associated 
detection systems.   Pulse radiolysis is often the most convenient and sometimes the only method 
to rapidly produce and study isolated radical species.  Discussed below are recent advances in 
studies of diffusional and “dry” electron capture by a series of different length polymer 
molecules, and comparison to theoretical models for such process involving very extended, non-
spherical species.  Also provided are updated results for charge capture by excited states of 
quinone radical anions.  Additional efforts in our lab are separately described in a summary by 
Jim Wishart. 
 
Recent Progress: 
1. Length and Time Dependent Rates in Diffusion-Controlled Reactions with Conjugated 
Polymers.  This work examines diffusion-controlled reactions, specifically electron capture, by 
long conjugated molecules having lengths from 1 to over 100 nm. An ultimate goal of this work 
is to study charge transport along such molecules.  Before this can be done very well, it is 
important to understand the complex kinetics of initial charge capture, as it likely occurs on, or 
overlaps with the timescales for charge transport. In addition to providing the basis for charge 
transport studies, these experiments provide a unique opportunity to explore diffusion reactions 
with non-spherical molecules and to provide a test of theoretical descriptions of such processes.  
Classically, rate constants for diffusion-controlled reactions depend only on the diffusion 
coefficient and reaction radius, with little dependence on specific reactivities of the reacting 
species. The theory of Smoluchowski produced an equation, the simple form of which has 
proved to be remarkably durable:  

k(t) = 4πReffDNA(1 + Reff/(πDt)½) (1) 
kinf = 4πReffDNA (2) 

This rather simple equation gives the rate constant for a bimolecular, diffusion-controlled 
reaction in terms of just two parameters: a mutual diffusion coefficient D and the effective 
reaction radius, Reff.  For this work, D was taken as an average of published values, 1.30x10-4 
cm2/s.  For small spherical molecules, Reff is approximated as the sum of the physical radii of the 
two reactants.  Recent theoretical models for reactions with non-spherical molecules use the 
same equation, but compute Reff using functional forms for diffusion of point particles (or 
spheres) to the surfaces of shapes including ellipsoids, lines, planes and cubes of spherical 
reactants.  These important changes to eq 1 by many theoreticians greatly extend the utility of the 
Smoluchowski equation.  The experiments described below test the validity of these models and 
provide a quantitative test of the second or “transient” term of eq 1, which predicts the observed 
rate to change with time, leading to non-exponential capture kinetics.  This last effect is seldom 
seen for small molecules, as its effect is typically only important on picosecond time scales. 
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 The reaction of solvated electrons (e-
s), 

formed in pulse radiolysis, to 1-10 unit long 
oligofluorenes (oF) and 23-133 unit long 
polyfluorenes (pF) was investigated in THF solvent. 
The data seen in the graph to the right were 
collected not only by direct observation of either e-

s 
decay or oF or pF growth kintecs, but also by 
competition with other molecules, AX.  Over an 
increase in length of the polymers by a factor of 
133, the rate of capture increases about 16 times. 
The experimental results enable determination of 
how kinf for attachment of electrons to oF or pF and 
therefore Reff depend on length. This in turn allows 
evaluation of theoretical models in the literature for 
diffusive reactions with non-spherical molecules, 
shown schematically in the figure to the right. The 
data were well described by the model describing 
the polymer molecule as a prolate spheroid: 

Reff = L*z/(ln((1+z)/(1-z))) 
z = (1-(2 rx/L)2)1/2 

The fit shown above was obtained by substituting 
Reff computed by the expression above into eq 2, 
giving a reaction distance rx = 0.58 nm. It was 
found that models using touching spheres in a line 
or large open polygon could also give a good fit to 
the data. An advantage of the prolate spheroid 
model is that it does not require approximations.  

Once Reff is determined it is possible to test the ability of eq 1, augmented by models for 
long extended molecules, to quantitatively predict the time dependence of the electron capture 
rate. Using the competition method and a given concentration of AX, the median time over 
which electrons are captured by pF is given by the first half life, t1/2, of e-

s.  The figure below 
shows the time dependence of k1

att(t) for electron capture by a 133 unit long pF. The solid line is 
a fit using eq 1 to only the lowest concentration points where the effects of the approximations 

using this method are the smallest, showing an apparent 
discrepancy at short times.  Eq 1 predicts k1

att(t) to 
increase by more than a factor of ten from its kinf value at 
times as short as 0.1 ns, but the measurements find a 
larger increase. This larger increase was shown in a more 
exact treatment of this data to be accounted for largely by 
correcting the approximation used that the rate was 
constant over the e-

s half life.  An additional small 
correction can be made by allowing for a small amount 
of fast capture by presolvated or “dry” electrons. The 
excellent agreement over all concentrations used supports 
the conclusion that eq 1 extended by the prolate spheroid 
model or one-dimensional arrays of spheres provides a 
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good description of diffusion-controlled reactions of these long molecules. Large transient 
effects were observed in which k(t) increases by more than a decade at early times, supporting 
those predicted by theory. The size of the transient terms and the quantitative confirmation of 
eq 1 is unprecedented. 
 
2. Ultrafast single-shot (UFSS) detection system. This novel detection system utilizes a bundle 
of 100 optical fibers, each providing a different probe delay time, allowing for collection of ps 
timescale transient data in very few shots, which is critical for samples of limited availability.  
The fiber based UFSS detection system was upgraded in many ways to improve ease of use and 
signal to noise.  Further improvement came from installation of a remote sample changer, which 
allows collection of necessary calibration factors before the electron beam drifts, which is the 
major source of noise in UFSS experiments.  This apparatus has tremendous potential to enable 
new science in our lab, and is currently being employed for studies of Ionic Liquids, described 
by Jim Wishart, and in both studies of charge capture and transport by conjugated polymers. 
 
3. “Step” electron capture by Conjugated Polymers.  As noted to above, at higher 
concentrations of polymer, very rapid, non-diffusional capture of electrons can be observed.  The 
upgraded UFSS experiment provided very high quality data on electron capture rates by a 79-
monomer unit pF in THF (left).  An exciting 
observation is the large, sub-20 ps “step” formation of 
pF-• anion absorption at 580 nm. After determining 
and removing small contributions due to absorption 
from pF excited states, cations, and solvated 
electrons, a large step remains. Comparison of the 
step height to the number of electrons available at 20 
ps in THF leads to the startling observation that at the 
highest concentration, 30% of the available electrons 
are captured in less than 20 ps.  If electrons are 
localized on or near (within rx) of a pF molecule, they 
are expected to be captured promptly. Using the 0.58 
nm reaction distance found above, it is possible to 
estimate that only ~10% of the step comes from such 
electrons, with the conclusion that the majority of the 
step is due to capture of pre-solvated (“dry”) electrons.  The step furthermore corresponds to 
~50% of the total number of electrons captured at longer times, which is a huge advantage for 
measuring fast electron mobility on the wires by transport to attached end caps. 
 
4. Excited Radical Ions.  Inhibitions of electron transfer with the lowest excited state of 
benzoquinone (BQ) radical anion were further confirmed in experiments that attach electrons in 
mixtures of solvents to vary the electron energy, and hence the driving force for charge capture 
into the different excited states of BQ-•. The experiments utilized conductivity detection in 
collaboration with R. Holroyd. The attachment rate slowed when the energy of the solvated 
electron was below the second excited state. The results confirm that: 1) Electron transfer is very 
slow into the first excited state due probably to the need for a two-electron transition, 2) 
Variation of free energy change by blending fluids of different ground state energy levels (V0) or 
by alteration of pressure in tetramethylsilane affected rate vs. free energy curves, although only 
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over small ranges of free energy. These segments may represent windows showing portions of 
the free energy curve. This second finding is remarkable because the reactions of electrons in 
these nonpolar fluids have not been understood in terms of Marcus-Jortner electron transfer 
theories; their rates presented a complex pattern that has defied quantitative description. The new 
results present an important opportunity in electron transfer. The significant inhibitions of ET 
into the long-lived lowest excited state of BQ-• probably means that this state is of little use in 
driving electron transfer chemistry contrary to previous ideas. 
 
Future Plans: 
• Work will be done to better understand recombination of pF- and solvent holes, which 

appears to be slower than expected.  At high concentration, “step” or “dry” electron capture 
will be examined in different length polymers to understand how it scales with length and 
concentration. Studies of charge capture will be expanded to compare to molecules with less 
rigid structures or those that are know to aggregate for comparison.  Rates of hole capture by 
long molecules will be studied.   

• Apply the description of capture kinetics to systems with endcapped wires.  Can we observe 
charge transfer rates to the ends of these molecules, and what factors effect them?  

• The free energy change for electron capture into BQ-•**, the second excited state of BQ-•, will 
be varied by changing pressure over a larger range to enlarge the “windows” into the rate vs. 
free energy curves. Then by changing the solvent or solute to overlap these windows we hope 
to get a sense of the entire curve describing rate as a function of electron energy, and hence 
the driving force for charge capture.  

• Continued enhancement to the fiber-UFSS experiments is planned to further improve noise, 
extended time range bundles and simplified wavelength tuning.  These will be important to 
ongoing experiments with conjugated polymers and ionic liquids, as well as other new 
directions. 

 
Recent DOE Supported Publications: 
1. Increased yields of radical cations by arene addition to irradiated 1,2-dichloroethane, Funston, A. M.; 

Miller, J. R. Radiation Physics and Chemistry 2005, 72, 601-611. 
2. One-electron reduction of an "extended viologen" p-phenylene-bis-4,4 '-(1-aryl-2,6-

diphenylpyridinium) dication, Funston, A.; Kirby, J. P.; Miller, J. R.; Pospisil, L.; Fiedler, J.; 
Hromadova, M.; Gal, M.; Pecka, J.; Valasek, M.; Zawada, Z.; Rempala, P.; Michl, J. Journal of 
Physical Chemistry A 2005, 109, 10862-10869. 

3. Superexchange and sequential mechanisms in charge transfer with a mediating state between the 
donor and acceptor, Paulson, B. P.; Miller, J. R.; Gan, W. X.; Closs, G. Journal of the American 
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7. Rate and driving force for protonation of aryl radical anions in ethanol, Funston, A. M.; Lymar, S. V.; 
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8. Electron and Hole Transport To Trap Groups at the Ends of Conjugated Polyfluorenes, Asaoka, S.; 
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Chemical Kinetics and Dynamics at Interfaces  
Solvation/Fluidity on the Nanoscale, and in the Environment  

James P. Cowin 
Fundamental and Computational Sciences Directorate. Pacific Northwest National Laboratory 

P.O. Box 999, Mail Stop K8-88, Richland, Washington 99352.  jp.cowin@pnl.gov 
 

Program Scope 
Interfaces, solid or liquid, have a unique chemistry, unlike that of any bulk phase.  Ice interfaces 
also tend to have adherent liquid brine films in nature. This program explores interfacial effects 
including changes in fluidity, transport, and solvation. The knowledge gained relates to reactions 
and transport across two-phase systems (like microemulsions), electrochemical systems, and 
where a fluid is present in molecular-scale amounts.  The latter includes cell membranes, 
enzymes and ion channels, and environmental interfaces at normal humidities, such as the 
surfaces of atmospheric or soil particles. We explore these systems via re-creating liquid-liquid 
interfaces using molecular beam epitaxy, and use of a molecular soft landing ion source. We also 
explore fundamental properties of bulk ice, related to proton transport, amorphous ice properties, 
unique electrical properties and even the effect of ice in formation of planets.  

Recent Progress (2005-2008)  

Mapping the Oil-Water Interface’s Solvation Potential [1] 
(Richard C. Bell, Kai Wu, Martin J. Iedema, Gregory K. Schenter, James P. Cowin) 

 
Any ion that traverses the junction of water and 
low dielectric constant materials (air, oil, cell 
membranes, proteins, etc.) will experience a 
solvation energy that varies strongly according 
to its location with respect the interface. 
Recently much progress in understanding these 
interfaces was made via computational 
methods. This study adds important new 
measurements to the field. Directly measured is 
the solvation potential for Cs+ as it approaches 
the oil-water interface (“oil” = 3-
methylpentane), from 0.4 to 4 nm away. The 
oil-water interfaces with pre-placed ions are 
created at 40K using molecular beam epitaxy 
and a soft-landing ion beam. The solvation 
potential slope was determined at each distance 
by balancing it against an increasing 
electrostatic potential made by increasing the 
number of imbedded ions at that distance, and 
monitoring the resulting ion motion.  

 
Figure 1 The blue shaded region shows 1.8 nm water 
film, within a 3-methylpentane film (salmon). The 
measured solvation chemical potential for a single ion 
approaching the water film is the heavy black solid line. 
The red curves are Born calculations for 5Å = rb , ε1=1.9, 
ε2=100, and water films 0.15, 0.3, 0.45. 0.6, 1.8, and 3.0 
nm (7.1 ML) thick. Green curve is Born model for a 1.8 
nm water film with ε2=5.   
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Figure 1 shows what the solvation chemical potential (in heavy black lines) for a single ion 
approaching a 4 monolayer (ML) film of water (shaded blue), immersed in 3-methylpentane 
(3MP) (salmon). To the far left is a metallic substrate. In a previous work [2], we roughly 
estimated the well depth of the solvation potential.  In more recent work we determine the 
potential shape.  When ions are placed several monolayers away from the oil water interface (left 
of Figure 1) they add to the solvation potential a collective electric potential. For increasing 
number of ions, the net potential begins to bend down, eventually reaching (and exceeding) zero 
slope at the initial ion position. When the number of ions is sufficient to bend the potential to 
locally have zero slope, this profoundly alters the ion motion. Simulations show that there should 
be a maximum amount of charge that can be trapped, and this corresponds closely to that charge 
needed to bend the solvation potential to have zero slope. What this implies is that the maximum 
amount of trapped charge/voltage is a direct measure of the slope of the solvation potential at 
that distance.  
As predicted, we found for small numbers of ions nearly all the ions are trapped, while for 
increasing numbers of ions the amount trapped reaches an asymptotic limit. This gives the slope 
of the solvation potential at that distance away from the oil-water interface.  Experiments were 
done for ions placed from 1 to 10 ML away from the water layer, and for water layers ranging 
from 2 to 30 ML thick. We integrated these slopes to give the solvation potential, which was 
then compared to various simple Born solvation models.  The measured solvation potential is the 
thick black line in Figure 1.  The results show the need for a “k-dependent” dielectric constant 
Born model.  These measurements are a unique, direct bridging of molecular to semi-
macroscopic distances.   
 

Dissociation of Water on Pt(111), Buried Under Ice [2] 
(Yigal Lilach, Martin J. Iedema, James P. Cowin) 

Adsorbed water, well studied on metallic surfaces, is largely thought to not dissociate on Pt(111). 
If ΔHads is several kT's smaller than the activation energy required for dissociation Ea, the 
molecules will desorb rather than dissociate. How could one manipulate this, to induce water to 
dissociate on Pt? Either by: 1) Increasing the kinetic barrier to desorption till it is bigger than Ea  
2) Changing in the energy levels of the reactants or products. We showed that growing thick 
layers of ice on Pt(111) does both, and leads to extensive dissociation in the first layer of water. 
Careful, 3-step temperature programmed desorption (TPD) and work function measurements 
show that water dissociates on Pt(111) for T as low as 151K [3][4].  
 

Proton Segregation at Ice Interfaces [4] 
(Yigal Lilach, Martin J. Iedema, James P. Cowin) 

Hydronium segregates to the surface of H2O (D2O) ice films grown on Pt(111) above 
151K (158K). This is observed as a voltage that develops across the films, utilizing work 
function measurements. For example 3500 ML D2O ice films, grown via the tube doser at Tgrowth 
above 155 to 178K at about 400 ML/s form with a positive voltage (as much as 8V), due to the 
presence of trapped hydronium ions at the vacuum-ice interface. The H2O films have a slightly 
lower threshold temperature, 153K.  
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The coverage dependence of film voltages show that it is initially linear with coverage, 
then it reaches a saturation value at a coverage of several thousands of monolayers. This, and 
other evidence indicate that this voltage originates from charges on top of and within the ice 
films, that originally came from the Pt-ice interface. We found that a simple model fits the data 
well:  Hydronium from the dissociation of water at the Pt-ice interface, at an initial ~0.1 ML 
concentration had a small probability (~1 % ) of being found at the ice-vacuum interface, in 
some sort of equilibrium.  This was true only for the very first part of the ice growth (~30 ML ?). 
As the films get thicker, these hydroniums (~ 0.01 ML) at the ice-vacuum interface become 
trapped at the ice-vacuum interface in a local minimum. As the film grows, most of these ions 
will stay on top of the ice film. But a small fraction ( ≈ 0.02%) are lost for each new monolayer 
of ice, to become trapped in the bulk ice. Since ΔG = -RTln(Kequil), the free energy for the charge 
segregation to the vacuum ice interface, compared to being stranded in the bulk ice was 
estimated. With some additional assumptions we extracted the free energy of moving a 
hydronium from the Pt-ice interface to the ice-vacuum interface.  

 

Pyroelectricity of Water Ice [5] 
(Richard C. Bell, Kai Wu, Martin J. Iedema, Gregory K. Schenter, James P. Cowin) 

 
Water ice usually is thought to have 
zero pyroelectricity by symmetry. 
However, biasing it with ions breaks 
the symmetry because of the induced 
partial dipole alignment. This 
unmasks a large pyroelectricity. Ions 
were soft-landed upon 1 µm films of 
water ice at temperatures greater than 
160 K. When cooled below 140-150 
K, the dipole alignment locks in. 
Work function measurements of 
these films then show high and 
reversible pyroelectric activity from 
30 to 150 K. For an initial ∼10V 
induced by the deposited ions at 160 
K, the observed bias below T=150K 
varies roughly as (10V)*(T/150K)2. 
This implies that water has 
pyroelectric coefficients as large as 
that of many commercial 
pyroelectrics, such as lead zirconate 
titanate (PZT). The pyroelectricity of 
water ice, not previously reported, is in reasonable agreement with that predicted using harmonic 
analysis of a model system of SPC ice. The pyroelectricity is observed in crystalline and compact 
amorphous ice, deuterated or not. This implies that for water ice between 0 and 150 K (such as 

 
Figure 2.  Two classes of piezoelectric water molecules, for all 16 
molecules in the unit-cell used.  Red/blue points are determined via 
squeezing/expanding the lattice.  The first 4 molecules are up-
dipole oriented, the rest down.   Water molecules are shown that 
straddle the z-axis (top) or lay along it (bottom). 
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astrophysical ices), temperature changes can induce strong electric fields (∼10 MV/m) that can 
influence their chemistry, ion trajectories, or binding. 
 
One interesting new result is that when the source of the piezoelectricity is examined with the 
SPC ice model, it is clear that the contributions to the total piezoelectricity, when analyzed on a 
molecule-by-molecule basis (Figure 2), falls in to two very classes.  The piezoelectric 
contributions are very different, depending upon if one of hydrogen-oxygen bond of the water 
molecule is lined up with the crystal axis under consideration, or straddles it.   If lined up, a 
negative piezo coefficient results.  If it straddles it, a positive and 3 times larger magnitude 
coefficient results. Yet in both cases the magnitude of the dipole aligned up with the z-axis is 
identical.  This leads to the interesting possibility that the piezoelectric properties of ice, or even 
its sign, may vary substantially upon the preparation or history of the ice. 
 
This work was cited by a Nature highlight [6] 
 

Future Plans  
We recently added FTIR, to probe the surface and bulk species in our films. We have already 
added low energy secondary ion mass spectrometry (15 to 150 eV Cs ions). Together these will 
tell us a great deal about the identity and location of ions on and within the films. It will also 
answer many questions we have about the nature of the dissociated water created for the thick ice 
films. We will be able to understand the solvation effects on ion dissociation and transport much 
better, because of these new measurements. We also hope to better understand in bulk ice the 
motion of hydronium and L and D defects.  We are working to expand our studies of liquids, via 
In-Situ/Liquid TOF-SIMS for Environmental Interfaces.  
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Background and significance  
Molecular processes at interfaces of hydrogen-bonded liquids are of fundamental importance in a 

number of areas. For example, transport and chemical reactivity at liquid interfaces play crucial roles in a 
wide variety of problems important to the U.S. Department of Energy (DOE). Past practices at DOE 
production sites resulted in the discharge of chemical and radioactive material and extensive contamination 
of soils and ground water at these sites.  A fundamental need in understanding the fate and transport of 
environmental contaminants is a detailed understanding of the factors that control the partitioning of ions and 
molecules between carrier solvents, minerals, and groundwater as well as the concomitant chemistry. 
Partitioning is dependent on interfacial structures, transport, and chemical reactivity. Underlying chemical 
and physical processes that govern transport across and chemical reactions at interfaces is the manner in 
which water molecules solvate ions. In addition, the structure and stability of large molecules and 
membranes are strongly dependent on the distribution of ions and counter-ions. The interface, including the 
adsorption and distribution of solute molecules such as hydroxyl radical or ozone and ions at interfaces, is a 
fundamental process encountered in a wide range of chemical, environmental, and biological systems.  

The absorption selectivity for inclusion compounds of a molecular solid is an important criterion in 
identifying potential systems for separation of CO2 from other components in gas streams. One important 
target for such a system is CO2 capture in the production of gas and liquid hydrocarbon products from coal. 
The molecular solid of calixarene p-tert-butylcalix[4]arene (TBC4) is a prototypical example of a compound 
that might be used in such a system with gas stream temperatures in the 400–600K range. The TBC4 
molecule is a fairly rigid polyphenolic molecule with a hemispherical cage-like structure. It crystallizes in a 
bilayer arrangement with the open end of the cages opposed and offset, forming a cavity. The crystal 
structure depends on temperature, growth conditions, and guest occupancy. The dynamics of guest motion in 
an open framework crystalline structure has primarily been of interest in trying to understand the glass-like 
thermal conductivity observed in many of these systems, including semiconducting clathrates.  

Room temperature ionic liquids (ILs) have attracted significant attention in recent years. The term of 
room temperature ionic liquids refers to molten salts that are liquids near room temperature and generally 
consist of large organic cations and inorganic anions. The interest in this class of materials stems from their 
unusual chemical and physical properties. Typically, ionic liquids are nonflammable, have low vapor 
pressure, high ionic conductivity, and high thermal stability. Because of the broad selection of anion-cation 
combination, ionic liquids have great potential to be tailor-made for specific applications and have been 
widely used in many fields, including synthesis and catalysis, electrochemistry, and liquid-liquid extraction. 
Due to their nonvolatile nature, ionic liquids are regarded environmentally-friendly “green solvents”, and can 
be used as designer solvents for a broad range of chemical processes. An understanding of ionic liquids at the 
molecular level will aid in designing new ILs for specific applications. 
 
Progress Report 
Understanding transfer of ions across aqueous interfaces. Ion transport across aqueous interfaces is of 
fundamental importance for many processes, including phase transfer catalysis, ion extraction, biological 
processes, and drug delivers.  These processes often depend on the properties at interfaces of water with an 
immiscible electrolyte solvent (IES).  To understand ion transport across interfaces of water with an IES, a 
variety of factors need to be considered.  For example, the interactions of water with the IES and the effect 
on interfacial tension and capillary waves need to be understood.  In addition, the ion solvation environment 
at the interface and the interactions of the ion with the IES molecules need to be incorporated in any 
understanding of interfacial ion behavior. Density profiles provide a straightforward way to understand the 
propensity of various ions for an interface.  Figure 1 gives the density profiles for Cl-, Br-, and I- for H2O-
vapor, H2O-CCl4, and the H2O-DCE systems. These density profiles were all taken from 1M NaX 
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simulations with X being the anion. I- has the greatest propensity for 
all interfaces and has a clear trend of being greatest in H2O-vapor > 
H2O-CCl4 > H2O-DCE.  Br- also has a greater propensity for the 
H2O-vapor interface than H2O-CCl4.  On the other hand, Cl- does not 
follow the same trend.  The Cl- interfacial concentration is nearly 
identical for the H2O-vapor and H2O-CCl4 systems.  This shows that 
the presence of CCl4 affects the I- and Br- interfacial concentrations, 
but not the Cl- concentration. Interfacial anions can then interact with 
CCl4, which are generally unfavorable in relation to H2O interactions. 
The Cl- free energy profile shows no minimum at the interface, which 
is expected, because in the 1M NaCl solutions, Cl- was repelled from 
the H2O-DCE interface. The Cs+ ion has a free energy minimum 
around -6 Å from the Gibbs dividing surface (GDS).  The effect of 
this is to repel anions from the H2O-DCE interface, but for cations, 
this will increase their propensity for the interface. Unlike anions, cations are generally repelled from 
aqueous interfaces because they have low polarizability and prefer a fully solvated environment.  This factor 
shows that DCE will likely improve the extraction of Cs+, because cations have a propensity for the region 
near the interface that is not present for the CCl4 phase. 
 
Dynamics and free energies of CH4 and CO2 in the molecular solid of p-tert-butylcalix[4]arene. In this work 
we study the absorption of CO2 and CH4 in a periodic crystalline solid using thermodynamic integration. In 
addition the temperature dependent guest molecule dynamics are studied using analysis of the velocity 
autocorrelation. The temperature dependence of the rattling 
motion is significant for CH4 but less so for the heavier CO2, 
although the mass differences are much smaller than between Xe 
and N2 or O2 in similar behavior found in clathrate hydrate 
systems. The presence of anharmonic coupling between the 
lattice acoustic modes and a guest atom or molecule in clathrate 
materials is often accompanied by glasslike thermal 
conductivity, although it is evident that this is not a uniquely 
causal effect. Owing to the importance of absorption free 
energies and thermal conductivity in potential applications of 
these materials, we recently reported our investigations of both 
the thermodynamics and dynamics of a single guest molecule in 
TBC4 (reference 20). The calculated Gibbs free energies of 
absorption are shown in Figure 2. We find that absorption of 
both CO2 and CH4 is favorable but more so for CO2. The results 
for CO2 are consistent with earlier gas phase cluster calculations.  

 
Future Work 
Ionic liquids and their interfaces. We have recently carried out studies of the structure and dynamics of 1,3-
dimethylimidazolim [dmim]+-halide ILs. The radial distribution functions (RDF) between [dmim]+ and 
anions (I-, Br- and Cl-) showed well-defined oscillations in the cation-anion RDFs, which clearly indicated 
that the ILs exhibit long-range, charge-ordered structure. All three anions show a well-defined structural 
correlation at short cation-anion separations due to strong electrostatic interactions, followed by a much 
broader second coordination shell. In Figure 3, we plot the running average of the surface tensions as a 
function of simulated time. Note that the computed surface tensions of [dmim]+-Br- and Cl- are very close 
together at long times, as is the case of the enthalpy of vaporization of these bulk ILs. The surface tensions of 
the various ILs had been measured recently by Law and Watson. The results indicated that the surface 
tension decreases with increasing alkyl chain length for the ILs containing the same anion. Similarly, for a 
fixed cation, the compound with the larger anion usually has the higher surface tension, but the surface 
tensions exhibit a narrow range. For instance, the measured surface tensions for the [omim]+-Br- and Cl- 

 
Figure 2. Gibbs free energy of inclusion for a 
single CO2 or CH4 molecule in TBC4 at 
various temperatures. 
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Figure 1. Computed density profiles 
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compounds are 32 and 30 dyn/cm, respectively. These values are 
significant smaller than our computed surface tensions due to a 
larger alkyl chain length in the experiments, but their difference 
is quite small and our simulation results have captured this trend. 
In addition, our computed surface tension for the [dmim]+-Cl- 
compound is much smaller than the corresponding surface 
tension report by Lynden-Bell that employed a non-polarizable 
potential model (~100 dyn/cm). Voth and co-workers have 
demonstrated recently that simulations employing polarizable 
models give a surface tension in better agreement with the 
experimental surface tension and that are also smaller than the 
corresponding non-polarizable model. 

Our research using MD techniques on ILs can readily be extended into other ILs such as the 1-alkyl-
3 methyl imidazolium [amim]+-Cl-/Br-/I- and to other complex molecular systems such as the molecular 
mechanism of cellulose dissolution in these ILs. The role of water at various concentrations in water-ionic 
mixtures will also be explored to see how they can affect the dynamic and mechanism of molecular process. 
In summary, our proposed research using molecular dynamics simulation approaches will provide detailed 
molecular-level understanding of the relation between the structure of solvated species and the solvent, the 
pathway of dissolution of complex molecular systems, and the effect of modifying anions/cations of ILs as 
well the roles of acids and bases on these processes.  
 
Nature of hydroxide ions at the aqueous liquid-vapor interface. Simulating the molecular properties of the 
surface of aqueous solutions is essential to understanding a wide range of important in physical and 
environmental processes. The factor that gives rise to the thermodynamics properties (i.e., the free energy) of 
ions at interfaces is an area of research at the frontiers of basic chemical physics. From the point of view of 
molecular simulation, there are many possible ways to model hydroxide anions at an air-water interface.  The 
first and foremost is classical empirical interaction potentials, which are only able to describe non-covalent 
bond interactions. A relevant quantity to discern the propensity of ions at interfaces is the free-energy profile 
of an ion as a function of interfacial depth. The classical potential was refined to reproduce the experimental 
hydration enthalpy, and the structural properties were found to be quite similar to the results that have been 
reported in the literature.  Figure 4 summarizes the results of our study on the transport property of an OH- 
across the water/air interface using the constraint mean force approach. It is clear that the computed potential 
of mean force (PMF) shows a flat minimum near the GDS, which indicates that OH- can be found at the 
interface, but its free energy is about 1 kcal/mol above the PMF in the bulk liquid. We have also carried out 
simulations of a 1M CsOH salt solution and closely examining the 
results, we can make the preliminary conclusion that classical 
simulations show very few hydroxide ions at the aqueous interface, 
with the majority residing in the bulk liquid. Secondly, we are 
performing similar studies using the polarizable multi-state 
empirical valence bond (MS-EVB) approach, which contains 
dissociation and allows multiple waters to share protons with the 
hydroxide anion, but in a computationally efficient way. Lastly, it 
will be interesting to compare with ab initio approaches based on 
Kohn-Sham density functional theory  (DFT), which contains the 
proper physics to describe charge transfer and chemistry, but are 
limited to short simulations even on leadership class computers.  
 
Simulation studies of ions and solutes at the vapor-liquid interface. In recent years, it has become clear that 
the air-water interface plays a more significant role in gas adsorption and reaction kinetics of many 
atmospheric processes than had previously been anticipated. Recently, surface complexes have been invoked 
to explain the initial step in a number of surface reaction mechanisms, including the reaction of gas-phase 
SO2 with water. Understanding SO2 interaction at aqueous surfaces is essential because of the central role of 
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sulfur in many atmospheric aerosols. Richmond and co-workers carried out an experimental study on the 
solvation of SO2 molecules at the vapor-liquid interface using vibrational sum frequency spectroscopy. 
Among other results discussed in this work, their work demonstrated the presence of a weak SO2:H2O 
complex at the water surface prior to reaction and dissolution. Richmond el al. proposed a structure of the 
complex SO2-air-water interface. The focus of our work on solvation of the solute at the vapor-liquid 
interface aligns with previous work on the hydroxyl solvation at the water vapor-liquid interface. We begin 
this work by developing a polarizable model for the SO2:H2O complex. To our knowledge, no such potential 
model has been described in the literature. We will make use of ab initio quantum chemical calculations on 
the SO2:H2O complex, and we will use this information as well as the observed data to construct the potential 
model. We will carry out the PMF calculations and also molecular dynamics simulations on the solvation of 
SO2 molecules to characterize the distribution and solvation property of the SO2 molecules at the water 
surface and to compare to the result reported by Richmond et al.  
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Program Scope 
 
Our research program investigates gas phase metal clusters and metal ion-molecular complexes as 
models for heterogeneous catalysis, metal-ligand bonding and cation solvation.  The clusters studied 
are molecular sized aggregates of metal or metal compounds (oxides, carbides).  We focus on the 
bonding exhibited by "physisorption" versus "chemisorption" on cluster surfaces, on metal-ligand 
interactions with benzene or carbon monoxide, and on solvation interactions exemplified by 
complexes with water, acetonitrile, etc.  These studies investigate the nature of the metal-molecular 
interactions and how they vary with metal composition and cluster size.  To obtain size-specific 
information, we focus on ionized complexes that can be mass-selected.  Infrared photodissociation 
spectroscopy is employed to measure the vibrational spectroscopy of these ionized complexes.  The 
vibrational frequencies measured are compared to those for the corresponding free-molecular 
resonances and with the predictions of theory to reveal the electronic state and geometric structure 
of the system.  Experimental measurements are supplemented with calculations using density 
functional theory (DFT) with standard functionals such as B3LYP. 
 
 
Recent Progress 
 
The main focus of our recent work has been infrared spectroscopy of mass-selected cation-
molecular complexes of transition metal ions interacting with carbon monoxide, water or benzene, 
e.g., M+(H2O)n, M+(bz)n and M+(CO)n.  These species are produced by laser vaporization in a 
pulsed-nozzle cluster source, size-selected with a specially designed reflectron time-of-flight mass 
spectrometer and studied with infrared photodissociation spectroscopy using an IR optical 
parametric oscillator laser system (OPO).  We have studied the infrared spectroscopy of various 
transition metal ions in complexes with the ligands indicated.  In each system, we examine the shift 
in the frequency for selected vibrational modes in the adsorbate molecule that occur upon binding to 
the metal.  The number and frequencies of IR-active modes in multi-ligand complexes reveal the 
structures of these systems, while sudden changes in vibrational spectra or IR dissociation yields are 
used to determine the coordination number for the metal ion in these complexes.  In some systems, 
new vibrational bands are found at a certain complex size that correspond to intra-cluster reaction 
products.  In small complexes with strong bonding, we use the method of “rare gas tagging” with 
argon or neon to enhance dissociation yields.  In all of these systems, we employ a close interaction 
with theory to investigate the details of the metal-molecular interactions that best explain the 
spectroscopy data obtained.  We perform our own density functional theory (DFT) or MP2 
calculations (using Gaussian 03W or GAMESS) and when higher level methods are required (e.g., 
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CCSD), we collaborate with local theorists (Profs. P.v.R. Schleyer, H.F. Schaefer) or those at other 
universities (Prof. Mark Gordon, Iowa State).  Our infrared data on these transition metal ion-
molecule complexes provide many examples of unanticipated structural and dynamical information. 
 
One technical improvement implemented recently has been the extension of our IR lasers to longer 
wavelengths.  With the original configuration of our OPO system, the wavelength coverage was 
2000-4500 cm-1.  Now we have added AgGaSe2 and LiInS2 crystals to this system, extending the 
coverage to the region of 550-2000 cm-1.  In particular, this allows investigation of the carbonyl 
stretching region, the bending mode of water, the carbon skeletal modes of benzene, etc.  New 
spectra have been obtained in the longer wavelength region for several cation-molecular complexes.  
 
M+(H2O)n complexes and those tagged with argon have been studied previously in our lab for the 
metals iron, nickel, cobalt and vanadium.  We have recently extended these studies to titanium, 
manganese, chromium, scandium, copper, silver, gold and zinc complexes.  We have studied the 
noble metal ions copper, silver and gold with one and two water molecules.  The gold system 
prefers a coordination of two ligands, and red-shifts its O-H stretches much more than those of 
copper and silver.  In the vanadium system, we have studied multiple water complexes.  Hydrogen 
bonding bands appear for the first time for the complex with five water molecules, establishing that 
four water molecules is the coordination for V+.  Copper and zinc complexes with a single attached 
water have unexpected vibrational bands at high frequency above the normal region of the 
symmetric and asymmetric O-H stretches.  With the help of theory by Prof. Anne McKoy (Ohio 
State), we are able to assign these features to combination bands involving the twisting motion of 
the water.  Silver and chromium complexes were rotationally resolved, providing the H-O-H bond 
angle in these systems.  In very new work, we have been able for the first time to produce multiply 
charged transition metal cation-water complexes for chromium, manganese and scandium systems 
tagged with multiple argons.  IR spectra of these systems have very different intensity patterns and 
O-H shifts than those for the singly charged systems, and we are able to study the charge 
dependence of the cation-water interaction. 
 
M+(CO)n complexes are analogous to well-known species in conventional inorganic chemistry.  
However, we are able to make these systems without the complicating influences of solvent or 
counter ions.  The C-O stretch in most stable neutral transition metal complexes shifts strongly to 
the red from free CO, and this vibration often falls below 2000 cm-1.  However, we have found that 
cation transition metal complexes have smaller red shifts, and the carbonyl stretches lie in the 2000-
2200 cm-1 region.  We have examined vanadium and cobalt systems as a function of the number of 
carbonyl ligands attached.  Co+(CO)5 has 18 electrons and is isoelectronic to the well-known neutral 
complex Fe(CO)5, and we wanted to investigate the coordination number and the electronic state of 
this species.  The stable coordination is found for the n=5 species, as expected, and the carbonyl 
stretch is hardly shifted from the free-CO value.  In V+(CO)n complexes, the n=7 species has 18 
electrons and had been predicted to be stable by theory.  However, we found that the stable 
coordination is not at n=7, but is at the 16 electron species V+(CO)6.  The CO band shifts for the 
n=1-8 complexes reveal how this system gradually changes from a triplet for the mono-ligand 
species to a singlet for the n=6 species.  We have also examined so-called non-classical carbonyl 
complexes of gold and platinum.  M+(CO)n complexes for these systems have been studied, and 
they exhibit the expected blue-shift of the carbonyl stretch relative to free CO.  The size dependence 
of these resonances provides insight into the structures of these complexes.  We collaborated on the 
gold system with Prof. Mark Gordon (Iowa State) who was able to do relativistic calculations to 
compare to our spectra. 
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Figure 1.  The IR spectra of V+(CO)n complexes measured with mass-selected photodissociation. 
 
Taking advantage of the longer wavelength IR laser coverage, we have also been able to study M=O 
stretching modes of metal oxides and their complexes near 900-1000 cm-1.  In the vanadium system, 
we have studied both the atomic cation and its oxides with CO2 or CO ligands.  An intracluster 
reaction takes place in larger CO2 complexes that apparently produces a metal-carbonate species. 
 
Future Plans 
 
Future plans for this work include the extension of these IR spectroscopy studies to more ligands 
and to complexes with multiple metal atoms.  Studies with more reactive metals and hydrocarbons 
such as ethylene or methane might produce carbenes, vinylidene or ethylidyne species.  These 
systems should exhibit characteristic IR spectra, and allow us to make better connections with IR 
spectroscopy on metal surfaces.  We have realized that larger metal clusters or their oxides are quite 
difficult to produce and cool simply by supersonic expansions.  We are therefore exploring different 
designs of cryogenically cooled cluster sources to make these systems and tag them effectively. 
 
In all of these studies, we have focused on the qualitative effects of metal-adsorbate interactions and 
trends for different transition metals interacting with the same ligand.  Our theoretical work has 
revealed that density functional theory has some serious limitations for small metal systems that 
were not previously recognized.  This is particularly evident in metals such as vanadium and iron, 
where two spin states of the metal lie at low energy.  DFT has difficulty identifying the correct 
relative energies of these spin states.  Further examinations of this issue are planned, as it has 
significant consequences for the applications of DFT. 
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Program scope:# We are interested in the theoretical characterization of thermochemical, spectroscopic, 
and reactive properties of molecules and clusters in the aqueous phase and at interfaces for chemistries 
relevant to DOE missions. Specifically, solvation data for many relevant, yet chemically challenging 
organic radical ions are needed for the development of reliable thermo-chemical kinetic models of 
solution reactivity, but often they are not easily measured. Methods to compute these properties are 
invaluable. Recently we have been interested in improving continuum models of solvation and proposed 
a very significant development that brings them to chemical accuracy, in particular for anions.   
 
Recent progress: “Charge-Dependent Dielectric Continuum Model of Solvation (CD-COSMO) with 
Emphasis on Ions: Aqueous Solutes with Oxo, Hydroxo, Amino, Methyl, Chloro, Bromo, and Fluoro 
Functionalities” (Dupuis with Camaioni, Ginovska, PNNL, J. Phys. Chem. A 000, 0000 (2008)) 
 
Motivation: Current solvation models based on a 
dielectric continuum representation of the solvent still 
do not afford the needed accuracy for many species of 
interest (e.g. radical ions). The limitations can be traced 
to failure to capture strong solute-solvent interactions. 
Dielectric continuum solvation models are widely used 
because they are a computationally efficacious way to 
simulate equilibrium properties of solutes. With 
advances that allow for molecular-shaped cavities, they 
have reached a high level of accuracy, in particular for 
neutral solutes.  However, benchmark tests show that 
existing schemes for defining cavities are unable to 
consistently predict accurately the effects of solvation 
on ions, especially anions. 
 
Approach: We have extended the Conductor-Screening-Model of solvation (COSMO) model into a 
novel Charge-Dependent COSMO (CD-COSMO) model in a highly accurate approach to capturing 
strong solute-solvent interactions. The work involved the further development of a protocol put forth 
earlier for defining the cavities of aqueous solutes, with resulting advances that are most striking for 
anions.  Molecular cavities are defined as interlocked spheres around atoms or groups of atoms in the 
solute, but the sphere radii are determined by simple empirically-based expressions involving the 
effective atomic charges of the solute atoms (derived from molecular electrostatic potential) and base 
radii. Both of these terms are optimized for the different types of atoms or functional groups in a training 
set of neutral and charged solutes.  Parameters in these expressions for radii were fitted by minimizing 

59



residuals between calculated and measured standard free 
energies of solvation (ΔGs*), weighted by the uncertainty 
in the measured value.  The calculations were performed 
using density functional theory with the B3LYP functional 
and the 6-311+G** basis set.  The optimized radii 
definitions reproduce ∆Gs* of neutral solutes and singly-
charged ions in the training set to within experimental 
uncertainty and, more importantly, accurately predict ∆Gs* 
of compounds outside the training set, in particular anions. 
Inherent to this approach, the cavity definitions reflect the 
strength of specific solute-water interactions. We surmise 
that this feature underlies the success of the model, 
referred to as the CD-COSMO model for Charge-Dependent (also Camaioni-Dupuis) COSMO model.  
These findings offer encouragement that we can keep extending this scheme to other functional groups 
and obtain better accuracy in using continuum solvation models to predict equilibrium properties of 
aqueous ionic solutes.  

 

 
Results: The approach is illustrated 
for a number of test cases, including 
the determination of acidities of an 
amine base, a study of the 
tautomerization equilibrium of a 
zwitterionic molecule (glycine), and 
calculating solvation energies of 
transition states toward a full 
characterization of reaction pathways 
in aqueous phase, here in SN2 
exchange reactions. The calculated 
reactions barriers in aqueous solution 
are in excellent agreement with 

perimental values. ex
  
Future Plans: Experience and insights have led us to propose this novel protocol for the definition of 
molecular cavities. The protocol yields solvation energies within experimental uncertainty for a large 
number of functional groups. It is most strikingly accurate for anions where all other models fail. The 
protocol provides a well-founded framework for extensions to transition states and reaction pathways 

N2 and others) and to other functionalities (S, SH, arenes, …) (S
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The picture illustrates for the reaction OH + H2O2 → H2O + HO2 how 
the cavity radii change with atomic charges:  

the stronger the charge, the smaller the radius.  

H2O2HO H2OHO2

 
 
 
UAHF     2.5  
UAKS              3.0 
MST                 4.1 
SM6                 4.4 

CD-COSMO (this work) 0.4 
Expt.              0.5 

Mean Unsigned Error (kcal/mol) for 
Various solvation models 
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Photochemistry at Interfaces 
Kenneth B.Eisenthal 
Department of  Chemistry 
Columbia University, MC 3107 
New York, NY 10027 
kbe1@columbia.edu    
 
Interfaces are of fundamental scientific interest because of their unique chemical and physical 
properties, as manifested both in equilibria and time dependent phenomena. The interface 
selective methods characteristic of second harmonic generation (SHG) and sum frequency 
generation (SFG) spectroscopies, for interfaces bound by centrosymmetric or isotropic media, are 
used in our laboratory to investigate liquid interfaces, primarily aqueous interfaces, which include 
air/liquid, organic liquid/aqueous, liquid/solid, and nano-microparticles in aqueous media.  
Ultrafast Dynamics  -- Femtosecond pump – probe experiments 
              A.  Sum frequency Probe  
  We have carried out the first time resolved experiments in which interfacial molecules are 
pumped to excited  electronic states and probed by vibrational sum frequency generation. In this 
way the analytical and structural capability of a vibrational spectroscopy to probe time dependent 
changes via selected chromophores in  interfacial molecules has been used in these initial 
experiments to study orientational  and solvation dynamics at air/aqueous interfaces. 
Molecular Rotations 
The method that we have used to investigate rotational motions, both at interfaces and in bulk 
liquids, is to use a femtosecond polarized pulse of light to perturb the equilibrium orientational 
distribution of molecules by the preferential excitation of those molecules whose transition 
moments are more closely aligned with the polarization of the pump pulse. The simultaneously 
incident infrared and visible probe pulses, which are time delayed with respect to the pump pulse, 
generate an SFG signal, which is then used to monitor the return of the molecules to their 
equilibrium orientational distribution. By selecting the frequency of the IR to be in resonance 
with the carbonyl frequency, which we determine using SFG, various properties of the carbonyl 
group can be investigated. In the experiments reported here it was the time dependent changes in 
the orientation of the carbonyl group, the -C=O axis, with respect to the interfacial normal, for 
coumarin 314, C314, at the air/aqueous interface. The carbonyl chromophore was selected in 
these first experiments because of its ubiquity in a wide range of organic, inorganic, and 
biological molecules. Similarly a coumarin was selected because of the extensive information 
available and because it has electronic transitions in a convenient frequency range. The out of 
plane orientational relaxation time of the –C=O axis obtained from the SFG measurements was 
220 ± 20 ps, which is considerably faster than the orientational relaxation time of 343 ± 13 ps 
obtained from SHG measurements. In order to determine the orientational relaxation time of 
C314 in bulk aqueous solutions we performed  pump – linearly polarized absorption 
measurements that yielded a relaxation time of 262 ± 10 ps. How these different results for SHG 
and SFG are related and how in turn are they related to bulk measurementsis currently being 
investigated.  
In addition to these ultrafast dynamics measurements we have combined SHG measurements that 
yielded  the equilibrium orientation of the C314 permanent dipole moment axis with  SFG 
measurements that yielded the orientation of the –C=O axis, which together yields the orientation 
of the C314 molecular plane  with respect to the interfacial normal, and thereby determines the 
absolute orientation of the interfacial molecule. 
Solvation  Dynamics As a complement to our aforementioned investigations of the motions of 
interfacial solute  molecules we have studied the motions of the solvent molecules surrounding 
interfacial solute molecules. The time dependent rearrangement of solvent molecules in response 
to a sudden charge redistribution in  solute molecules is commonly referred to as solvation 
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dynamics.  This sudden change was achieved in our experiments by the femtosecond 
photoexcitation of C314 molecules at the air/aqueous interface. In the SFG probe experiments 
two solvation time scales were observed, one at 230 ± 40 fs and the other at 2.17 ± 0.3 ps. Unlike 
the marked differences obtained in the SFG vs. SHG measurements of orientational relaxation the 
SFG solvation results  are very close to the those obtained in the solvation SHG measurements. 
This close agreement in the solvation findings is interpreted to indicate that it is the time 
dependent change in the Raman part of the carbonyl SFG hyperpolarizabity due to the solvent 
reorganization that is responsible for the observed dynamics in the SFG experiments, and not due 
to solvation effects on the carbonyl vibrational frequency or transition strength               

B.  Second Harmonic Probe 
Solvent  Isotope Effect on Molecular Rotations  ---  Air//H2O  vs. Air/D2O 
Because the zero point energy of D2O is smaller than that of H2O its hydrogen bonding strength 
and intermolecular interactions are stronger. One way that this can be manifested is in the 
resulting effects of  larger barriers to rotation, i.e. larger rotational friction in D2O relative to H2O. 
In linearly polarized pump- probe studies of the orientational relaxation of 314 in the bulk 
isotopic water liquids we found  that the rotation time in D2O was 50 ps longer than in H2O. To 
examine interfacial solute rotations we used  the pump – SHG probe method and found that the 
out of plane orientational relaxation of C314 at the air/D2O interface was 100 ps longer than at 
the air/H2O interface. It was of interest to find that the effects of deuteration on orientational 
relaxation times was greater at the air/water interfaces than in the bulk water. Various 
explanations for this effect are being pursued. 
Structure of Water Under Air/Nitrile Interfaces   
The high surface tension of the air/water interface favors the strong adsorption of most solute 
molecules to the interface. In  SFG studies of acetonitrile, CH3CN, at the air/water-acetonitrile 
interface we found that the C≡N chromophore  is hydrogen bonded to water up until the mole 
fraction of acetonitrile  in the bulk solution exceeds 0.1. At this concentration the hydrogen bonds 
of the interfacial acetonitrile molecules are  broken as evidenced by a spectral shift of 15 cm-1 in  
the SFG spectrum of the C≡N vibration to its non- hydrogen bonded state. It is at this density that 
the surface approaches a full monolayer coverage as seen by the surface tension approaching that 
of neat acetonitrile. Similar behavior was observed for  the long chain nitrile surfactant, 
CH3(CH2)19CN, at a surface density of 27 Å2, which is the coexistence to liquid state transition 
density in the surfactant phase diagram.  
We now seek to investigate the structure of water beneath the acetonitrile monolayer. Research 
on the structure of water beneath a surfactant layer has been studied in a number of laboratories, 
but not its structure when the organic molecules that  form the monolayer are also present in the 
bulk solution. In this case there is a competition between the bulk organic molecules and the bulk  
water molecules for contact with the air phase and also in the region below the top surface layer. 
In the SFG experiments reported here the water that was used was D2O, selected for experimental 
reasons. It was found that as the bulk acetonitrile mole fraction increased the SFG water signal 
decreased both in the more weakly hydrogen bonding region, ~ 2500 cm-1 region, and in the more 
strongly hydrogen bonding region, ~ 2350 cm-1. At mole fractions greater than 0.07, no 
vibrational resonances were observed in the spectral regions associated with hydrogen bonding. 
The story is different in the free OD spectral region,~ 2700 cm-1, where one of the two OD bonds 
is not hydrogen bonded to another D2O. As the acetonitrile concentration increases a decrease in 
the magnitude of the SFG signal in this free OD spectral region was observed. However at 
coverages where no resonances were observed in the hydrogen bonding regions, it was found that 
resonance in the region of the free OD was still observed. This finding indicates that there are 
oriented D2O molecules having free OD bonds. The location of these oriented D2O molecules is 
not known at this time. We are currently pursuing various possibilities. 
In order to determine the effects of having acetonitrile molecules not only competing with water 
molecules at the top surface layer but in the region below, we extended our studies to include the 

64



long chain insoluble nitrile surfactant, CH3(CH2)17CN, at the air/D2O interface. In this case the 
water molecules beneath the surfactant remained oriented as expected , there being no solution 
molecules, acetonitrile or others, competing with D2O molecules in the space immediately below 
the nitrile surfactant. At surfactant densities in the coexistence region of the surface tension – 
surfactant density phase diagram the SFG signal from the more highly ordered hydrogen bonding 
spectral region was significantly decreased whereas in the less strongly hydrogen bonding region 
the SFG signal did not decrease appreciably relative to the neat air/D2O interface. We therefore 
note that in the coexistence region the effect of the nitrile surfactant on the water structure is to 
diminish the more strongly hydrogen bonding(more highly ordered) D2O interfacial structures. 
However very different behavior is observed at a surfactant density of 24(Å)2, which exceeds the 
coexistence to liquid transition density of 27(Å)2. At 24(Å)2 a very large increase in the SFG 
signal in the spectral region corresponding to the more strongly hydrogen bonding(more highly 
ordered) D2O structures was obtained. The SFG signal in this spectral region greatly exceeds the 
strength of the SFG for the neat air/D2O and exceeds that of the less strongly hydrogen bonding 
region both at both the air/D2O and the surfactant/D2O in the coexistence part of the phase 
diagram. This finding indicates that a significant change in the nitrile surfactant structure has 
taken place. Two different structural changes are being considered, one of which involves a 
change in the orientation of the -C≡N group with respect to the surface normal. 
Ions at Aqueous Interfaces 
The well known increase in the surface tension of water observed on addition of NaI to bulk 
water indicates, using the Gibbs Adsorption Isotherm, that there is a deficiency of  NaI at the 
interface. However it has been concluded that there is a depletion of both Na+ and I- ions at the 
interface. The physical explanation has been that charged species would be repelled at the 
air/water interface based on electrostatic image predictions. Recently computer simulations and 
spectroscopic measurements indicate that there is a significant population of I¯ ions at the 
interface. This does not contradict the surface tension measurements in that it is the sum of the 
Na+ and I- ions that must be depleted. These results have prompted interest in more complex ions 
at the air/water interface. Measurements in several laboratories have shown that the interfacial 
population of phenolate ion, C6H5O¯, which is the simplest aromatic base, is enhanced relative to 
the bulk phenolate population based on the decrease in surface tension as sodium phenolate is 
added to bulk water. The difficulty with this conclusion is that it may be the population of the 
neutral acid form, C6H5OH,  that is responsible for the decrease in surface tension, i.e. the  acid-
base equilibrium is not the same at the interface as in the bulk solution, and it is the neutral form 
that is favored. To address this question we have used SFG to differentiate phenol from phenolate 
at the air/water interface, recognizing that their vibrational spectra are different. In particular the 
carbon – oxygen bond is the most sensitive vibrational probe of the neutral -C-OH form versus 
the charged  -C-O¯ form. In this way we have identified the interfacial spectra of  the phenol and 
phenolate moieties at the interface. We find that even at a bulk pH of  13.2 there is a small but 
detectable population of the neutral form, i.e. phenol, at the air/water interface. This result 
indicates that the pKa of  phenol at the interface is significantly higher than its bulk pKa value of 
9.94. This is consistent with our measurements that yielded a  pKa value of 11.7 for  a long chain 
phenol at the air/water interface, while acknowledging the possibility that a free phenol and 
phenolate that is not constrained by a long chain in both its orientation and depth of location, 
could have a different interfacial pKa value. This issue will be resolved when we complete our 
SFG measurements of the populations of the neutral phenol and charged phenolates, which will 
be used to calculate the interfacial pKa value. 
Future Plans 
--Pathways and dynamics of bond breaking and bond formation using SFG of reactive vibration,   
e.g. simultaneous(single step , concerted) vs sequential bond breaking at liquid interfaces. 
-- SFG vibrational spectroscopy of excited state molecules, e.g. n,π* vs. π,π* singlet and triplet 
states at different polarity interfaces 
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 --  Dynamics of barrier crossing at liquid interfaces; coupling of reactive coordinate with the 
interfacial bath,e.g. unimolecuar photoisomeriztion.monitored by SFG of vibrations sensitive to 
reactant and product structures. 
 --  Dynamics of hydrogen atom transfer between donor and acceptor molecules as the sequence 
of electron transfer followed by proton transfer, e.g. donor amine molecules and excited state 
aromatic ketones. The carbonyl group is the site of reaction to be monitored by SFG of –C=O 
vibration. 
  --  Enhancement of SFG and SHG signals by coupling to noble metal plasmon resonances, e.g. 
proximity of molecule attached to nanogold and nanosilver particles.  
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Interfacial Oxidation of Complex Organic Molecules 
G. Barney Ellison — (Grant DE-FG02-93ER14364) 

 
We are studying the interfacial oxidation of organic films that coat water 

droplets. During the last year we have concentrated our efforts on two projects. 
a) We have finished a study of oxidation dynamics of beams of OH radicals 
impinging on films of alkanes mounted as self-assembled monolayers.1 This 
device produces intense beams of OH radicals which are reactively scattered off 
hydrocarbon films mounted as self-assembled mononlayers on a gold surface. b) 
We are continuing to develop a new apparatus to study the oxidation of actual 
water droplets.2 This instrument is designed to produce a stream of saline-water 
droplets that are coated with organics, to size-select them, and to inject them into 
an atmospheric flow tube where they will be dosed with OH radicals. The 
resulting oxidized particles will be analyzed with a novel mass spectrometer. 

a) We have studied the reactions of OH with an organic film mounted as a 
self assembled monolayer (SAM) on a gold surface. The aim of this experiment is 
to understand the elementary steps of the heterogeneous oxidation chemistry 
surfactant films. We dose simple hydrocarbon films with OH radical beams 
under conditions where can monitor the interfacial region by infrared (IR) 
absorption spectroscopy. The hydrocarbon films are mounted as organic 
thiolate/gold SAMs because these samples are dense, stable structures. 
Reflection/absorption infrared spectroscopy (RAIRS) is a general technique to 
monitor the chemical nature of the surface of the SAM. We have used a corona 
discharge to produce clean beams of OH radicals with a Flux(OH) = 4(± 1) x 1011 

                                                 
1 Timothy D’Andrea, Xu Zhang, Evan B. Jochnowitz, Theodore G. Lindeman, C. 
J. S. M. Simpson, Donald E. David, Thomas J. Curtiss, and G. Barney Ellison, 
“Oxidation of Hydrocarbon Films by OH Radical Beams”, J. Phys. Chem. B., 112, 
535-544 (2008). 
 
2 Luis A. Cuadra-Rodriguez, Donald E. David, Stephen E. Barlow, Alla Zelenyuk, 
and G. Barney Ellison, “Mass spectroscopy of saline-water droplets”, J. Chem. 
Phys. (in preparation, 2009). 
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radicals cm-2 sec-1. LIF and 2 + 1 REMPI spectroscopy3 of the OH radicals 
impinging on the SAM surface find that all are rotationally (J” ≤ 5/2) cold but 
about ¾ of the OH radicals are vibrationally (v = 0) relaxed while the other ¼ are 
in v = 1.   

 
Dosing of the film with OH for 1 min. results in degradation of both 

νa(CH3) and νs(CH3) signals; by 10 min. both signals are largely destroyed while 
the CH2 signals are still intact. The RAIRS spectra are shown in the Fig. below. 
During a 10 min. interval the alkyl SAM which is mounted on a 1 cm2 target is 
dosed with 10 x 60 x (4 x 1011) or 2 x 1014 OH radicals. This is roughly 50% of a 

                                                 
3 A. T. Droege; P. C. Engelking, "Supersonic Expansion Cooling of Electronically 
Excited OH Radicals", Chem. Phys. Lett., 1983, 96, 316-318; M. E. Greenslade; M. I. 
Lester; D. C. Radenovic; A. J. A. van Roij; D. H. Parker, "(2+1) resonance-
enhanced ionization spectroscopy of a state-selected beam of OH radicals", J. 
Chem. Phys., 2005, 123, 074309. 
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monolayer. Other studies of the OH radical oxidation of a SAM of an alkene, 
undec-1-enethiol (HS(CH2)9HC=CH2)/Au SAM, are reported in ref. 1.  
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b) We have built is a novel mass spectrometer that can analyze a stream of 
µm-sized saline-water droplets that are coated with a film of surfactants.2 
Droplets are entrained in a flow tube in a stream of dry air (20% O2/80% N2) at 1 
atm pressure. We plan to oxidize these surfactant-coated droplets with OH/O2 
radicals. Micron-sized saline-water droplets are coated with the salt of an organic 
acid such as SDS or lauric acid, CH3(CH2)10CO2

—Na+.  

In collaboration with PNNL’s Dr. Alla Zelenyuk, we have used an 
atomizer to produce a stream of particles that are dried and size-selected with a 
differential mobility analyzer (DMA). The nucleation dynamics of sodium nitrate 
droplets has been carefully studied.4 The DMA was selected to pass particles 
with ddry = 0.62 nm. The stream of mondisperse particles emerging from the 
                                                 
4  I. N. Tang, H. R. Munkelwitz, J Geophys. Res-Atmos 99, 18801-18808 (1994); 
I. N. Tang, A. C. Tridico, and K. H. Fung, J Geophys. Res-Atmos, 102, 23269-23275 
(1994). 
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DMA is re-humidified and the dried Na+NO3
—/surfactant particles will grow to 1 

µm at 80% relative humidity (RH) because of the measured4 growth factor of 1.6. 
Our device generates about 104 droplets cm-3. The resulting saline-water droplets 
are entrained in a stream of air (Vstream ≅ 10 cm sec-1) in a flow tube with the RH 
carefully regulated at 80%.  

  

Currently we are experimenting with a vibrating orifice aerosol generator as a 
simple means to produce size-selected water droplets. My student Luis Cuadra-
Rodriguez continues to visit EMSL at the Pacific Northwest National 
Laboratories where he works in Dr. A. Zelenyuk’s laboratory. Some of the results 
from Cuadra-Rodriguez’s visits to PNNL are described5 6 by two papers; other 
results were reported7 8 9 10 at several national meetings. 

                                                 
5 Alla Zelenyuk, Dan Imre, and Luis A. Cuadra-Rodriguez, “Evaporation of 
Water from Particles in the Aerodynamic Lens Inlet: An Experimental Study”, 
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Anal. Chem. 78, 6942-6947 (2006). 
 
6 Alla Zelenyuk, Dan Imre, Luis A. Cuadra-Rodriguez, and Barney Ellison, 
“Measurements and interpretation of the effect of a soluble organic surfactant on 
the density, shape and water uptake of hygroscopic particles”, J. Aerosol Sci., 38, 
903-923 (2007). 
7 Cuadra-Rodriguez, L. A., Zelenyuk, A., Imre, D., and Ellison B. (2006). The 
Effect Of Organic Surfactants On The Properties Of Common Hygroscopic 
Particles: Effective Densities, Reactivity And Water Evaporation Of Surfactant 
Coated Particles, Eos Trans. AGU, 87(52), Fall Meet. Suppl., Abstract A33A-0951. 
 
8 Zelenyuk, A., L. Cuadra-Rodriguez, D. Imre, S. Shimpi, and A. Warey. 
Comprehensive Characterization of Ultrafine Particulate Emission From 2007 
Diesel Engines: PM Size Distribution, Loading And Individual Particle Size And 
Composition. Eos Trans. AGU, 87(52), Fall Meet. Suppl., Abstract A43A-0121. 
 
9 Zelenyuk, A., D. Imre, L. Cuadra-Rodriguez,  S. Shimpi, A. Warey. The Size 
And Composition Of Individual Ultrafine Diesel Emission Particulate From 2007 
Diesel Engines With And Without After treatment. The 12th Annual Diesel 
Engine Emission Reduction (DEER) Conference, Detroit, MI, August 2006. 
 
10 Zelenyuk, A., Imre, D., Cuadra-Rodriguez, L. A., and Ellison B. Measurements 
and Interpretation of the Effect of Soluble Organic Surfactants on the Density, 
Shape and Water Uptake of Hygroscopic Particles. The 26th Annual American 
Association for Aerosol Research (AAAR) Conference, September 24-28, 2007, 
Reno, NV. 
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Title:   The Proton Pump of Bacteriorhodopsin, the other Photosynthetic System.  
P.I. :   M. A. El-Sayed, School of chemistry and Biochemistry.Georgia Institute of    Technology 
770 State Street, Atlanta Georgia 30332-0400. : :melsayed@gatech.edu 
 
Report: Gold Nanoparticls Plasmonic Field Effects on the Primary Step in the Photosynthesis 
of Bacteriorhodopsin  
 
 
     The aim of our research is to examine the coupling and the effect of gold nanoparticles on the 
functions of important biological systems such as Baceriorhodopsin. So much of our efforts was 
directed towards the study of the binding of these nanoparticles to different cells and understanding 
their photo-thermal and plasmonic field effects on Biological Functions.The binding of gold 
nanoparticles to bacterio-rhodopsin membrane patches proved to be very difficult and took great 
amout of time. We had to learn and develop different conjugation metods to different kinds of 
cells.Finally we were able to bind them to bR membrane to study : 
 
Gold Nanoparticles Plasmonic Field Effects on the Primary Step in the Photosynthesis of 
Bacteriorhodopsin. 
     
 
  Gold nanoparticles have three important properties: 1)they absorp and scatter light strongly used in 
sensing , imaging and diagnostics; 2) the absorped light is rapidly converted into heat which is 
useful in many photo-thermal applications, and 3) when their localized surface plasmon oscillations 
are excited, the induced surface plasmon fields decay with distance which is used as a nanometer 
ruler in biological systems and can affect many processes, This is what our group has recently been 
developping. The present report describes the results of some experiments that suggest that 
plasmonic fields of gold nanorods slow down the rate of retinal photo-isomerizaion, the primary 
step in the photo synthesis fubction of Bacterio-rhodopsin (bR). 
 
We have reported last year preliminary results[1] suggesting the observation of plasmonic field 
effects on the photo-isomerisation rate of retinal in bR. Since then we have carried out a series of 
different femtosecond time resolved transient absorption experiments on aqueous solution of bR 
mixed with gold nanorods.The aim of these experiments is to systematically investigate the effect of 
the localized surface plasmon (LSP) field generated by optical excitation of gold nanorods on 
subpicosecond photoisomerization processes of the retinal chromophore in bR. The transient 
absorption life time determination experiement, the kinetic traces were recorded with pump laser 
wavelength at 560 nm and probed at 490 nm, which are in the resonance with the absorption 
maximum of bR in the ground and in the I460 excited state of its retinal, respectively. The retinal 
photo-isomerisatiom decay was determed in the presence and in the absence of of the plasmonic 
field induced by exciting the longtitudinal LSR with our 800 nm femtosecond pulses. The 
experimental results below  clearly demonstrate the apparent effect of LSP field on the decay of the 
ultrafast retinal photoisomerization processes (A). In (B) the results show the dependence of 
photoisomerization decay on the pump fluence of the femtosecond laser with wavelength centered 
at 800 nm for exciting LSP. In (C), the results show the dependence of photoisomerization decay on 
the Au nanorod concentration. It is obvious that as we increase either the pump fluence or the Au 
nanorod concentration, the photoisomerization lifetime increases. The results in(D) convincingly 
show that the effect can only be observed under resonance situation, i.e. when the wavelength of 
excitation laser coincides with the absorption maximum of the longitudinal surface plasmon mode 
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of Au nanorod. In order to do this experiment, three nanorods having different longitudinal 
absorption maxima( i.e. have different aspect ratios) are used. Only the nanorod whose surface 
plasmon field can be induced,( i.e. the one whose absorption coincides with our 800 nm laser 
wavelength) showed the effect. 
         The model explaining the ultrafast photoisomerization dynamics in retinal has evolved from 
one dimensional barrierless two state model[2] to three state model[3, 4] and to currently two 
dimensional model for accommodating conical intersection[5, 6]. For the retinal in the bR, two 
factors determine the ultrafast isomerization processes [3, 5-8](REF). One is the conical 
intersection connecting excited state potential energy surface of all-trans and ground state potential 
energy surface of 13-cis state[5, 6]. The slope of the potential energy surface in the vicinity of the 
conical intersection determines the speed and efficiency of internal conversion from all-trans to the 
13-cis[5, 6]. The other[3, 7, 8] is that the rigid protein structure immobilized the retinal which 
provides a unique environment for the ultrafast photoisomerization of retinal through selectively 
exciting asymmetric vibrational mode along the reaction coordinate, which induces fast wavepacket 
motion through the conical intersection.  It is well known that the rates of photoisomerisation of  
retinals in solution is much slower.. Therefore, the rigid protein structure provides an optimized 
catalytic environment for the ultrafast isomerization of retinal. Both the property of conical 
intersection and the immobilization of retinal by protein structure depend on the electrostatic 
interactions between positive charged protonated Schiff base and the negative charged amino acid 
side chains[9]. One should also realize that in the excited state retinal has a very large dipole 
moment. Thus, the observed change in the    photoisomerization lifetime by the field could be due 
to the perturbation of the electrostatic interaction within retinal binding pocket by intense plasmonic 
field generated by gold nanorods. This perturbation could affect the charge distribution around the 
retinal slightly and the geometry of the conical intersection. Both could cause the change of the 
photoisomerization rate.  
     The reason why the rapidly oscillating electric field of localized surface plasmon at optical 
frequencies can have net effect on the electrostatic interactions could  result from nonlinear optical 
rectification. Optical rectification is a second order nonlinear difference frequency mixing. DC 
generation via optical rectification has been observed as early as 1960s[10, 11] by passing intense 
laser beam through crystals. For ultrashort laser pulses that have large bandwidth, the generated 
frequency components via optical rectification has bandwidth from 0 to several THz[12]. These 
very low frequency electromagnetic waves could interact and disturb intra-protein electrostatic 
interaction and thus induce the observed change in the photoisomerization processes. The observed 
dependence of the effect on the laser fluence (Fig 1B) could support this proposal. 
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Figure 1. The effect of localized surface plasmon field generated by optical excitation of gold 
nanorods on photoisomerization of retinal chromophore in Bacteriorhodopsin. In the femtosecond 
transient absorption experiement, the aqueous solution of bR mixed with gold nanorods are pumped 
at 560 nm and probed at 490 nm, which are in the resonance with the absorption maxima of bR 
ground and I460 intermediate state, respectively. (A) shows that in the presence of femtosecond laser 
with wavelength centered at 800 nm for exciting localized surface plasmon (LSP) field of gold 
nanorods (maximum absorption of longitudinal mode at 800 nm) with pump fluence of 0.4 mJ/cm2, 
the lifetime of photoisomerization of retinal is elongated from original 441 fs without exciting LSP 
field to 549 fs.(Ref to our comm. In JACS) (B) demonstrates the dependence of the 
photoisomerization lifetime on pump fluence of the femtosecond laser exciting LSP field without 
change in the concentration of gold nanorods. It is obvious that as pump fluence increases, the 
photoisomerization lifetime becomes longer. (C) illustrates the dependence of the 
photoisomerization lifetime on gold nanorod concentration under the same pump fluence. It is also 
apparent that the lifetime increases by increasing the gold nanorod concentration. (D) explains how 
does the plasmonic field effect depend on localized longitudinal surface plasmon mode of gold 
nanorods. by changing the aspect ratio of rod, the longitudinal surface plasmon mode could be 
tuned. Here, it is very clear that the plasmonic field effect could only be observed when using 
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nanorods whose LSR can be excited with the femtosecond laser we use (i.e. at a wavelength of 800 
nm).  
 
[1] A. Biesso, W. Qian, M. A. El-Sayed, Journal of the American Chemical Society 2008, 130, 
3258. 
[2] R. A. Mathies, C. H. B. Cruz, W. T. Pollard, C. V. Shank, Science 1988, 240, 777. 
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the United States of America 1996, 93, 15124. 
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[6] B. G. Levine, T. J. Martinez, Annual Review of Physical Chemistry 2007, 58, 613. 
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Journal of Physical Chemistry B 2002, 106, 6067. 
[8] H. Chosrowjan, N. Mataga, Y. Shibata, Y. Imamoto, F. Tokunaga, Journal of Physical 
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[10] M. Bass, P. A. Franken, J. F. Ward, Physical Review 1965, 138, A534. 
[11] M. Bass, J. F. Ward, G. Weinreich, P. A. Franken, Physical Review Letters 1962, 9, 446. 
[12] A. Nahata, A. S. Weling, T. F. Heinz, Applied Physics Letters 1996, 69, 2321. 
 
 
Plans for the comming year: We plan to extend the study of the effect of the plasmon fields on the 
other steps of the Bacterio-Rhodopsin photo-cycle as well as studies of the binding of gold 
nanoparticles to the cells of different kinds of biological cells. 
  
References of published work since 2005:   
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Statistical Mechanical and Multiscale Modeling of Surface Reaction Processes 
 

Jim Evans (PI) and Da-Jiang Liu 
Ames Laboratory – USDOE and Department of Mathematics,  

Iowa State University, Ames, IA 50011 
evans@ameslab.gov   

 

PROGRAM SCOPE: 
  

     A major component of the Chemical Physics Program at Ames Laboratory focuses on the 
modeling of heterogeneous catalysis and other complex reaction phenomena at surfaces. This 
effort integrates electronic structure analysis, non-equilibrium statistical mechanics, and 
multi-scale modeling. The electronic structure component includes DFT-VASP analysis of 
chemisorption and reaction energetics on metal surfaces, as well as application of QM/MM 
methods in collaboration with Mark S. Gordon (PI) to treat adsorption and reaction phenomena 
on semiconductor and oxide surfaces. The non-equilibrium statistical mechanics and multi-scale 
modeling studies of surface phenomena include Kinetic Monte Carlo (KMC) simulation of 
atomistic models, coarse-grained, and heterogeneous multiscale formulations. One aspect of this 
effort relates to heterogeneous catalysis on metal surfaces, where we consider both reactions on 
extended single crystal surfaces (including connecting atomistic to mesoscale behavior) as well 
as nanoscale catalyst systems (exploring the role of fluctuations). Another aspect focuses on 
reaction processes on semiconductor surfaces and in mesoporous oxides. In addition, we are 
exploring cooperative behavior in general statistical mechanical models for chemical reactions 
which exhibit non-equilibrium phase transitions and critical phenomena. 
 

RECENT PROGRESS: 
  

CHEMISORPTION AND HETEROGENEOUS CATALYSIS ON METAL SURFACES 
  

(i) Interaction of sulfur with metal surfaces. Metal catalysts are often sensitive to sulfur (S) 
poisoning. In addition, sulfide formation can occur potentially either reducing or enhancing 
catalytic activity.  We have analyzed the interaction of S with the Ag(111) surface [17]. STM 
studies by our experimental collaborators reveal a novel self-organized “dot-row” structure 
below 300K. DFT analysis indicates that the “dots” are Ag3S3 clusters or complexes in the form 
of triangular Ag3 trimers decorated by three S on the outer (100) microfacets. These decorated 
trimers might be viewed as incorporating three linear AgS2 clusters, and their stability seems to 
derive from that of the AgS2 cluster on the Ag(111) surface. Formation of stable Ag-S complexes 
is also a key ingredient in greatly enhanced metal mass-transport which we observe on Ag(111) 
surfaces exposed to S. Indeed, motivation for this study derives in part from the observation that 
formation of metal-chalcogen complexes could promote sintering of metal nanoclusters.  
 

(ii) Guided self-assembly of metal nanostructures on surfaces: quantum size effects. A 
fundamental and general goal in catalysis is to tune the structure of metal surfaces or 
nanostructures to enhance catalytic activity and selectivity. One strategy is to exploit “quantum 
size effects (QSE)” of electrons confined in metal overlayers. QSE can lead to selection of 
preferred film heights and also a strong dependence of surface electronic properties on film 
thickness. We have explored QSE in the Ag/NiAl(110) system which is ideally suited to high-
level modeling: a perfect lattice-match between Ag(110) and NiAl(110) facilitates formation of 
lateral strain-free Ag(110) films with a simple film-interface structure. DFT analysis [15,18] 
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elucidates the initial bilayer-by-bilayer growth model observed in STM studies of film growth 
for a broad range of temperatures (130-300 K), even film heights being preferred due to QSE. 
 

(iii) Multi-site lattice-gas modeling of reactions on metal(100) surfaces. A basic goal for 
theoretical surface science since the early 1980’s has been to develop realistic atomistic models 
for “complete” catalytic reaction processes on metal surfaces (rather than just treating adsorption 
or desorption or ordering of individual reactants). We have continued [19] development of 
realistic multi-site lattice-gas models and efficient KMC simulation algorithms to describe CO-
oxidation on unreconstructed metal(100) surfaces [7,9-11,14,19]. We emphasize that the 
incorporation of multiple adsorption sites with distinct binding for CO is key to realistically 
describing the relevant “reaction configurations” for CO2 production in mixed reactant adlayers. 
Recent work has focused on modeling Temperature Programmed Reaction (TPR) spectra for 
Pd(100) and Rh(100) surfaces where different site preferences for CO result in different 
configurations contributing to CO2 production [19]. Success of these models also requires 
incorporating accurate adspecies interactions which control ordering in the mixed adlayer 
(selection of interactions is guided by DFT, but refined to describe key experimental 
observations for constituent single-adspecies systems); rapid surface mobility of CO and lower 
mobility of O; and a realistic description of adsorption-desorption and LH reaction kinetics. 
 
FUNDAMENTAL PHENOMENA IN FAR-FROM-EQUILIBRIUM REACTION SYSTEMS 
  

      Our general statistical mechanical studies of non-linear reaction systems focus on non-
equilibrium phase transitions and associated metastability and critical phenomena. The goal is to 
develop understanding of these phenomena to a level comparable to that for equilibrium systems. 
Such problems are targeted in the BESAC Science Grand Challenges report under the heading 
Cardinal Principles of Behavior beyond Equilibrium, and require advancing from traditional 
mean-field kinetics models of reactions to atomistic statistical mechanical modeling. 
      We have thus analyzed a statistical mechanical version of Schloegl’s second model for 
autocatalysis (aka the quadratic contact process) and various generalizations of this model 
[12,13,16]. These models display a discontinuous non-equilibrium transition between reactive 
and unreactive (extinct or poisoned) states. Metastability occurs upon sweeping through this 
transition akin to equilibrium systems. However, in dramatic contrast to equilibrium systems, we 
find a remarkable “generic two-phase coexistence” (i.e., both reactive and extinct states are 
stable) for a finite range of control parameter! We have explained this feature in terms of 
dependence of equistability on the orientation of the interface between the coexisting phases.  
      Recent work for various generalizations of Schloegl’s model has focused on elucidating: 
generic two-phase stability by analyzing the disappearance of droplets of one phase embedded in 
the other; propagation of interfaces between reactive and unreactive phases; poisoning kinetics in 
the metastable regime quantifying the nucleation of unreactive droplets within the reactive phase; 
and development of approximate analytic tools to elucidate these various phenomena [16]. 
 
REACTION AND SELF-ASSEMBLY PROCESSES IN OTHER COMPLEX SYSTEMS 
  

      Morphological evolution during etching and growth on stepped surfaces. Exposure of vicinal 
Si(100) to oxygen at ~600° C produces step recession due to etching [Si + O(ads) → SiO(gas) + 
vacancy] in competition with surface oxide formation [Si + 2O(ads) → SiO2]. Oxide islands 
mask etching of the underlying Si and pin receding steps [3,5]. Based on new STM data, we have 
refined our previous atomistic model to include a more realistic treatment of oxide island 
nucleation (for which QM/MM analysis can determine the energetics). Work continues on 
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coarse-graining of the atomistic model to obtain reliable and efficient step-dynamics and phase-
field models for evolution of surface morphologies coupled with appropriate reaction kinetics.  
      Self-organization during deposition. We continue analysis of the formation of single-atom 
thick atomic rows or “wires” during deposition of Group III metals on Si(100) [4,8] both using 
Gordon’s QM/MM analysis of adatom binding and diffusion, and via KMC simulation of 
atomistic lattice-gas models accounting for recently quantified reversibility in row formation. 
 

FUTURE PLANS: 
  

CHEMISORPTION AND HETEROGENEOUS CATALYSIS ON METAL SURFACES 
  

(i) CO-oxidation and NO-reduction reactions on Rh, Pd,… surfaces. We will develop further 
realistic atomistic models for KMC simulation of catalytic reactions on various metal (111) and 
(100) surfaces. Such models can elucidate reaction behavior in nanoscale systems (e.g., FET’s 
and supported clusters) [10,11]. New efforts will explore higher-pressure catalysis and associated 
oxide formation processes. Our models will incorporate input from electronic structure studies. 
(ii) Heterogeneous Coupled Lattice-Gas (HCLG) multiscale modeling of surface reactions. 
Our HCLG approach [1] uses continuous-time parallel KMC simulation to provide a realistic 
atomistic-level description of the reaction process at distinct macroscopic points distributed 
across a surface. Suitably coupling these simulations accounting for the chemical diffusion 
fluxes of mobile reactants, we can describe mesoscale reaction-diffusion behavior. Some 
heterogeneous multiscale simulation methods take large time-steps tracking just macro-variables 
(coverages). This requires assuming local equilibrium so that micro-states can be regenerated 
from macro-variables (“lifting”). Local equilibrium is often not satisfied in reaction systems, so 
we are developing more sophisticated “lifting” procedures accounting for local correlations. 
(iii) Chemisorbed adlayer structure and dynamics and the role of steps in reactions.  We 
plan to explore ordering and dynamics in chemisorbed layers on metal surfaces probed by in-situ 
STM: the dynamics of CO clusters in CO + H on Pd (Salmeron - LBL), and interaction of 
chalcogens with coinage metals (Thiel - Ames Lab). We will also explore the role of steps in 
reactions involving NO dissociation. We plan to develop models which couple reaction kinetics 
to step dynamics, allowing description of behavior observed with in-situ LEEM (Imbihl).      

FUNDAMENTAL PHENOMENA IN FAR-FROM-EQUILIBRIUM REACTION SYSTEMS 
  

    Analysis will continue of non-equilibrium phase transitions in a variety of statistical 
mechanical reaction models. Issues of metastability and nucleation, and well as critical 
phenomena, are of fundamental interest for these non-equilibrium systems where the standard 
thermodynamic framework (e.g., involving a free energy) cannot be applied. The ramifications 
of anomalous behavior such as “generic two-phase coexistence” will be explored. We are 
extending these analyses to various ZGB-type surface reaction models, which although too 
simplistic to describe standard low-pressure reaction behavior, may provide a valuable paradigm 
for higher-pressure low-surface-mobility fluctuation-dominated reaction systems. 
 

REACTION AND SELF-ASSEMBLY PROCESSES IN OTHER COMPLEX SYSTEMS 
 

     Our modeling of etching, oxidation, and other reactions on stepped Si(100) will focus on 
development of coarse-grained phase-field type formulations describing evolution of surface 
morphology. This approach is versatile, allowing efficient integration of various models for the 
surface chemistry with a computationally efficient framework to describe complex surface 
morphologies. DFT and QM/MM will be utilized to provide reliable energetic input. Additional 
investigations related to catalysis in mesoporous systems will explore both the catalyst formation 
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process (e.g., template-driven growth), and well as the kinetics of specific reactions. For the 
latter, we will continue to analyze stochastic atomistic models for polymerization kinetics. We 
aim to describe entropic and other driving forces for extrusion, and the control of reactant input 
via “gatekeepers” at the pore openings which induce diffusion offsets for different reactants. 
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 The research group of Michael D. Fayer is investigating topics directed toward 
understanding how nanoscopic size, interfaces, and nanoconfinement influence the dynamics of 
water and processes that occur in nanoconfined water, for example, proton transport dynamics.  
The research is focused on nanoscopic water and water at interfaces because of water’s 
importance in a wide range of chemical, materials, biological processes and technological 
devices relevant to energy applications.  In many systems, water is not found in its bulk form.  
Our recent work was the first to use ultrafast infrared methods to directly examine the dynamics 
of nanoscopic water, that is, water confine on a length scale of a few nanometers.1-4 
 Water can make up to four hydrogen bonds and forms an extended hydrogen bonding 
network.  The network structure is constantly undergoing changes on timescales ranging from 
tens of femtoseconds to picoseconds.11,12  Water’s ability to reorganize its hydrogen bonding 
network and thereby solvate charges and other chemical species gives it its unique importance.  
When water is confined on nanoscopic distance scales, its hydrogen bond network dynamics 
change, and these changes influence processes, such as proton transport, that occur in 
nanoscopic water.  To understand the role of nanoconfinement and interfaces on the dynamics 
and properties of water, a variety of materials are being investigated.  These include ionic and 
non-ionic reverse micelles,1-6,18 Nafion a polyelectrolyte fuel cell membrane,7-8 phospholipid 
multibilayer,9 lamellar structures, and concentrated salt solutions.6,10,13  The research addresses 
how such physical constraints on systems influence chemical and physical processes.  Proton 
transport is an important focus15,16,19-21 particularly in fuel cell membranes.17,18  Photoinduced 
electron transfer has also been investigated.22-24 

 The experimental methods that are being employed are able to focus directly on the 
dynamics of water and proton (hydronium ion) dynamics.  The IR experiments include ultrafast 
2D-IR vibrational echo spectroscopy and polarization selective IR pump-probe experiments.  
These experiments make measurements on the hydroxyl stretching mode of water.  The 2D-IR 
vibrational echo experiments measure spectral diffusion through the time dependence of the 
2D-IR lineshapes.  Spectral diffusion measures the time evolution of the hydroxyl stretch 
frequencies that evolve as the hydrogen bond network structure changes with time.  The 
polarization selective pump-probe experiments measure the orientational relaxation of water 
and the vibrational population relaxation.14  The orientational relaxation provides information on 
the concerted rearrangement of hydrogen bonds, and the population relaxation provides 
information on different local water environments.  UV/Vis experiments including ultrafast pump 
– broadband probe transient absorption and stimulated emission spectroscopy, and time 
dependent fluorescence using time correlated single photon counting, are used to study proton 
dynamics.  In these experiments, a photoacid is electronically excited and injects a proton into 
the systems.  Proton transfer, solvation, solvent separation of contact ion pairs, and proton 
transport are then followed by the associated spectroscopic changes. 
 Because of lack of space, only a few highlights will be given of recent results.  Many 
interfaces involve ionic group.  To understand the influence of ions on water dynamics, we have 
begun studies of water in salt solutions.  Hydrogen bond dynamics of water in NaBr solutions 
were studied using ultrafast two-dimensional infrared (2D-IR) vibrational echo spectroscopy and 
polarization-selective infrared (IR) pump-probe experiments.6,10,13  The hydrogen bond structural 
dynamics are observed by measuring spectral diffusion of the OD stretching mode of dilute 
HOD in H2O in a series of high concentration aqueous NaBr solutions with 2D-IR vibrational 
echo spectroscopy.  The time evolution of the 2D-IR spectra yields the frequency-frequency 
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correlation functions, which permits quantitative comparisons of the influence of NaBr 
concentration on the hydrogen bond dynamics.  The results show that the global rearrangement 
of the hydrogen bond structure, which is represented by the slowest component of the spectral 
diffusion, slows, and its time constant increases from 1.7 ps to 4.8 ps as the NaBr concentration 
increases from pure water to ~6 M NaBr. Orientational relaxation is analyzed with a wobbling-in-
a-cone model describing restricted orientational diffusion that is followed by complete 
orientational randomization described as jump reorientation.  The slowest component of the 
orientational relaxation increases from 2.6 ps (pure water) to 6.7 ps (~6 M NaBr).  An important 
comparison of the vibrational echo results and the orientational relaxation results showed that 
the slowest time component of the two observables have the same concentration dependence, 
confirming that both are controlled by the same global hydrogen bond rearrangement dynamics. 
Vibrational population relaxation of the OD stretch also slows significantly as the NaBr 
concentration increases. 
 Water dynamics, particularly the global hydrogen bond structural rearrangement that is 
necessary for processes such as proton transport is controlled by the hydrogen bonding 
potential.  It is difficult to obtain direct experimental information on the potential.  The short time 
orientational relaxation of water was studied by ultrafast infrared pump-probe spectroscopy of 
the hydroxyl stretching mode (OD of dilute HOD in H2O).12  The anisotropy decay displays a 
sharp drop at very short times caused by inertial orientational motion, followed by a much 
slower decay that fully randomizes the orientation.  Investigation of temperatures from 1 °C to 
65 °C shows that the amplitude of the inertial component (extent of inertial angular 
displacement) depends strongly on the stretching frequency of the OD oscillator (hydrogen bond 
strength) at higher temperatures, although the slow component is frequency independent.  The 
inertial component becomes frequency independent at low temperatures.  At high temperatures, 
there is a correlation between the amplitude of the inertial decay and the strength of the O-D---O 
hydrogen bond, but at low temperatures the correlation disappears, showing that a single 
hydrogen bond (OD---O) is no longer a significant determinant of the inertial angular motion.  It 
is suggested that the loss of correlation at lower temperatures is caused by the increased 
importance of collective effects of the extended hydrogen bonding network.  Using a new 
harmonic cone model, the experimentally measured amplitudes of the inertial decays yield the 
characteristic frequencies of the intermolecular angular potential for various strengths of 
hydrogen bonds.  The frequencies are in the range of ~400 cm-1.  A comparison with recent MD 
simulations employing SPC/E water at room temperature shows that the simulations 
qualitatively reflect the correlation between the inertial decay and the OD stretching frequency.
 We are using photoacids as probes of proton transfer in nanoconfined systems, 
particularly, Nafion fuel cell membranes.  We have conducted a study to gain an improved 
understanding of the photoinduced proton transfer process.  The photoacid 8-hydroxy-
N,N,N’,N’,N”,N”-hexamethylpyrene-1,3,6-trisulfonamide (HPTA) and related compounds were 
used to investigate the steps involved in excited-state deprotonation in polar solvents using 
UV/Vis pump-probe spectroscopy and time correlated single photon counting fluorescence 
spectroscopy.  The dynamics show a clear two-step process leading to excited state proton 
transfer. The first step after electronic excitation is charge redistribution occurring on a tens of 
picoseconds time scale followed by proton transfer on a nanosecond time scale.  The three 
states observed in the experiments (initial excited state, charge redistributed state, proton 
transfer state) are recognized by distinct features in the time dependence of the pump-probe 
spectrum and fluorescence spectra.  In the charge redistributed state, charge density has 
transferred from the hydroxyl oxygen to the pyrene ring, but the OH sigma bond is still intact.  
The experiments indicate that the charge redistribution step is controlled by a specific hydrogen 
bond donation from HPTA to the accepting base molecule.  The second step is the full 
deprotonation of the photoacid.  The full deprotonation is clearly marked by the growth of 
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stimulated emission spectral band in the pump-probe spectrum that is identical to the 
fluorescence spectrum of the anion. 
 Our current and future work is moving in a number of directions.  Previously we have 
studied proton transfer in Nafion fuel cell membranes in which Na+ is the counter ion for the 
sulfonate head groups.  In fuel cells, the membranes are protonated, and considered to be 
superacids.  We have been able to put the photoacid HPTA into Nafion.  HPTA will 
photodissociate even under extreme acid conditions (concentrated sulfuric acid).  Initial results 
are showing that protonated Nafion is not as acidic as has been believed.  We will obtain proton 
transfer dynamics in the protonated Nafion membranes as a function of hydration and compare 
the results to Nafion with Na+ counter ions.  We are investigating the dynamics of water in a 
variety of nanoconfined systems with different topologies, for example lamellar structures made 
with AOT surfactant and phospholipid multibilayers by directly examining the water with IR 
experiments.  To date we have initial studies of vibrational relaxation and orientational relaxation.  
We will extend these initial studies to full wavelength dependences, which can identify the 
dynamics of water in distinct environments.  We will also perform the first really detailed ultrafast 
2D IR vibrational echo experiments.  We have spent most of the last year in developing the next 
generation 2D IR spectrometer.  The 2D IR vibrational echo is an exceedingly complex 
experiment that yields a great deal of information that is not obtainable by other means.  Like 
the early days of NMR, the state-of-the-art instrumentation is home built and requires a good 
deal of nursing.  The experiment involves five femtosecond IR pulses with times that are critical.  
Knowledge of the timing to better than 1 fs is required and drifts of even a femtosecond over a 
day cause serious problems with the data.  We have now automated the measurement and 
maintenance of the times between pulses 1, 2, and 3, which generate the vibrational echo and 
the timing between the vibrational echo and the local oscillator that gives the signal with full 
phase information.  This is a major advance.  We have also recently developed new theoretical 
methods for more rapidly and accurately extracting the important information from the data.  
With the new spectrometer and theoretical methods, we will examine in great detail the 
dynamics in nanoscopic water systems.  The new methodology will allow us to take apart the 
2D IR spectra to separate data for water at interfaces vs. water farther from interfaces.  We will 
conduct experiments on ionic and non-ionic surfactant head group reverse micelles, water in 
nominally hydrophobic environments, Nafion fuel cell membranes, lamellar structures, salt 
solution, etc.  Combining the 2D IR vibrational echo experiments with IR pump-probe 
experiments and linear spectroscopy will provide a very detailed view of water as well as other 
liquids at interfaces, in nanoconfinement and interacting with ions. 
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Program Scope 

 
The primary objective of this project is to describe, on a molecular level, the 

solvent/solute structure and dynamics in fluids such as water under extremely non-ideal 
conditions. The scope of studies includes solute–solvent interactions, clustering, ion-pair 
formation, and hydrogen bonding occurring under extremes of temperature, concentration and 
pH. The effort entails the use of spectroscopic techniques such as x-ray absorption fine structure 
(XAFS) spectroscopy, coupled with theoretical methods such as molecular dynamics (MD-
XAFS), and electronic structure calculations in order to test and refine structural models of these 
systems.  In total, these methods allow for a comprehensive assessment of solvation and the 
chemical state of an ion or solute under any condition.  The research is answering major 
scientific questions in areas related to energy-efficient separations, hydrogen storage 
(thermochemical water splitting) and sustainable nuclear energy (aqueous ion chemistry and 
corrosion). This program provides the structural information that is the scientific basis for the 
chemical thermodynamic data and models in these systems under non-ideal conditions. 

 
Recent Progress  
 

Contact ion pairs underlie processes in a large number of aqueous systems. Direct 
experimental measurement of ion-ion interactions decoupled from those of ion-water are non-
existent from neutron and x-ray diffraction studies and have only recently been reported for 
XAFS studies. X-ray absorption fine structure (XAFS) spectroscopy, coupled with molecular 
dynamics (MD-XAFS) are used to test and refine structural models of these systems.  As an 
example7, a clearer picture of hydration of common ions such as Cl-, K+, and Ca2+ has emerged 
from XAFS that allows one to measure the structure in the first solvation shell about ions 
including precise measurements of the atomic distances, coordination numbers and oxidation 
states. 
 

At moderate- to low concentrations and under ambient conditions, most cations and 
anions would normally be fully dissociated.  However, in high temperature water, contact-ion 
pairs are the predominate species in an aqueous solvent where the hydrogen bonding network has 
been largely destroyed and electrostatic interactions between ions start to prevail.  We have 
recently developed XAFS methods to probe light element ions in solution at high temperatures. 
In this approach, a focused, 50 µm diameter x-ray beam passes through the pressurized solution 
contained between two, 25 µm-thick diamond windows in the sample cell.  This allows us to 
reach the low energies of the Ca K-edge (4038.5 eV) and Cl K-edge (2822 eV).  Using this 
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method, the first detailed structure of the Ca2+/Cl- interaction has emerged. Figure 1 shows the 
complete structure of Ca2+ associating with two Cl- including the measured bond distances, bond 
disorder and the degree of hydration around the cation and the anion.  

 

                        
Figure 1.  Schematics of the Ca2+/Cl-  and Ag+/Cl- ion pairs at 400°C and 175°C, respectively. 

 
We have also completed an investigation of another benchmark system, that of the 

hydrated Ag+ and of the ion paired Ag+/Cl- species. The importance of Ag+ hydration and ion 
pairing lies in the fact that it is often used as an analog for understanding the solvation of Na+.  
However when a transition metal ion forms a contact ion pair with a halide ion the resultant bond 
often involves a certain degree of covalency.  This association profoundly changes the 
coordination structure about the hydrated ion. As shown in Figure 1, as the contact ion pairs 
form, the Ag+ ion undergoes nearly complete dehydration to form an unusual collinear AgCl2

- 
species.  Figure 2 shows the special spectral feature due to photoelectron multiple scattering that 
establishes the collinear nature of the Cl-Ag-Cl bond 
 

   
Figure 2.  XAFS k2-weighted  χ(k)  and  

! 

Im ˜ " (R)[ ]  plots for hydrated and ion-paired Ag+ showing the significant 
photoelectron multiple scattering features used to establish the first-shell symmetry. 

 
These structural transitions have been benchmarked to electronic structure calculations of 

a Cl-Ag-Cl cluster that shows a large amount of charge transfer between the Cu and the Cl, 
reducing the local electrostatic charge on Ag from +1 to about +0.26. (by S. Kathmann) Hence 
we have shown that Ag+ loses waters-of-hydration upon formation of the AgCl2

- ion pair due to 
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reduced ionic charge on Ag via covalent bonding with Cl.  We are also using ab initio molecular 
dynamics simulations to explore the structure of the contact ion pair and of the hydrated Ag+ ion.   

 
Future Plans 

 
We are exploring the structure of hydronium (H3O+) contact-ion pair formation with 

halide ions (Cl-, Br-, and I-) in concentrated acids using XAFS and high-energy x-ray diffraction.  
XAFS provides a measure of the Cl-O pair distribution function for both H2O and H3O+ in the 
first shell about the halide ion.  High-energy x-ray diffraction (HXD) provides an overall 
measure of the halide, water and hydronium pair distribution functions. This experimental effort 
compliments ongoing theoretical efforts in the Molecular Interactions and Transformations 
group.  Comparisons will be made to i) electronic structure calculations of small H3O+/Cl-/H2O 
clusters, ii) newly-developed classical intermolecular potentials for Cl-/H3O+ used in a classical 
molecular dynamics simulation and iii) efforts modeling the chemistry of hydronium using Car-
Parrinello molecular dynamics methods. The interest in hydronium structure pertains to its role 
in a large number of biological, chemical, and geochemical systems. No previous experimental 
studies have directly measured the structure of the Cl-/H3O+ contact ion pair. 

 
We have recently developed methods for making XAFS transmission measurements of 

aqueous systems at these low x-ray energies.  As shown in the schematic of Figure 3, preliminary 
data shows a shortening of the Cl-O distance (from H3O+) that is approximately equal to the 
theoretical value. Thus this study will provide the first direct measure of the Cl-/H3O+ distance 
and provide an excellent comparison to ab initio molecular dynamics studies of the same system. 

 
We are exploring the possibility (with G. Kimmel and B. Kay in experimental chemical 

physics) of using XAFS to study the structure of ionic species in amorphous solid water (ASW). 
We propose exploring mixtures of different ionic species such as HCl, NaCl, RbCl, KCl, CaCl2, 
SrCl2, or NH4Cl in amorphous solid water (ASW).  We will generate the amorphous metastable 
mixture at low temperatures and then probe the structure using EXAFS or XANES.   These 
studies would be conducted at or below 100K providing an unprecedented detailed picture of the 
structure about the ion. At these temperatures, the thermal disorder is eliminated providing 
excellent opportunity for XAFS to resolve the structure in the first solvation shell as well as 
possibly providing information about the second shell. These results will provide an interesting 
comparison to the structure in bulk water.   

There is a great deal of interest in the chemistry of hydrogen chloride on ice.  Hydrogen 
chloride is fully dissociated in water up to the saturation concentration.  On the other hand, HCl 
on the surface of ice at about 100K is believed to exist in an equilibrium between dissociated and 
undissociated forms.   Cl XANES is a highly sensitive probe of the bonding state of Cl.  
Undissociated HCl has an intense 

! 

1s" 3p pre-edge peak, whereas as the hydrated Cl- has none.  
Hence Cl XANES is an extremely sensitive technique to explore the HCl/H3O+/Cl- equilibrium. 
Studies of the polarization dependence of the XANES pre-edge peak will allow us to determine 
the orientation of the HCl on the ice surface. 
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Figure 3.  Preliminary XAFS result for hydronium ion pairing with Cl- in concentrated HCl solutions.  
Schematic of XAFS method for probing HCl structure on the surface of amorphous solid water. 
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The long-term objective of this project is to understand the factors that control the 

chemical reactivity of atomic and molecular species in aqueous environments. Chemical 
reactions in condensed phase environments play crucial roles in a wide variety of problems 
important to the Department of Energy (DOE), (e.g., corrosion in nuclear reactors promoted by 
reactive radical species such as OH, release of hydrogen from hydrogen storage materials, 
catalysis for efficient energy use, and contaminant degradation in the environment by natural and 
remedial processes). The need in all of these areas is to control chemical reactions to eliminate 
unwanted reactions and/or to produce desired products. The control of reactivity in these 
complex systems demands knowledge of the factors that control the chemical reactions and 
requires understanding how these factors can be manipulated to affect the reaction rates. The 
goals of this research are the development of theoretical methods for describing reactions in 
condensed phases (primary aqueous liquids) and their application to prototypical systems to 
develop fundamental knowledge need to solve problems of interest to DOE.  

The focus of our work is to gain a theoretical understanding of factors that control ground 
and excited-state properties of chemical systems in condensed phase and other complex 
environments. This is a challenging problem requiring simultaneous consideration of the 
electronic structure of reactive species, collective degrees of freedom associated with the 
environment, reaction dynamics, and thermal fluctuations. To address these issues, we are 
developing multi-scale, multi-physics approaches that recognize the advantages of using 
different theoretical models (multi-physics) to address the natural decomposition of the chemical 
system into distinct regions (multi-scale). These theoretical models can be associated with 
different parts of the overall chemical system and/or can coexist in a layered fashion. This 
flexibility in the system description significantly extends the scope, accuracy, and reliability of 
ab-initio modeling of ground and excited-state processes in complex systems. Based on this 
methodology, we are pursuing novel approaches for efficient utilization of high-level electronic 
structure methods such as coupled cluster (CC) theory in real condensed phase applications.  

We recently presented a method for calculating free energy profiles for chemical 
reactions in solution utilizing high-level ab initio methods (reference 14). We begin with the 
standard separation of the condensed phase system into a reactive part (denoted the solute), 
which is treated quantum mechanically, and the rest of the system (denoted the solvent), which is 
treated by a classical molecular mechanics (MM) model. Three different descriptions of the 
solute are employed – CC, density functional theory (DFT) and electrostatic potential (ESP). In 
the ESP, the QM atoms are represented by effective ESP charges such that the electrostatic 
potential outside the solute region is the same as that produced from the full electron density 
ρ(r). We use a thermodynamic cycle as depicted in the Figure 1 to take advantage of the state 
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function property of the potential of 
mean force (PMF), W. The PMF for 
going from a point in the 
configuration space of the solute, rA, 
to a second point, rB, is given by 

ΔWAB = ΔWAA
cc→dft −ΔWBB

cc→dft

+ΔWAA
dft→esp −ΔWBB

dft→esp

+ΔWAB
esp  

The first and second lines represent 
free energy differences for changing 
the description of the fixed solute 
region from the CC to DFT 
representations and from DFT to 
classical ESP representations, 
respectively. The last term represents 
the free energy difference for 
changing solute configuration from 
rA to rB within the classical 
ESP/MM description. The benefit of 
using an intermediate DFT 
description is that the ground state 
DFT electron density approximates 
well the nearly exact density generated by CC theory. The electron density is the sole coupling 
parameter between the solute electronic degrees of freedom and the solvent; therefore, the 
potential of mean force for the change from CC to DFT can be approximated by a simple total 
energy difference. The potential of mean force calculated with the electrostatic potential,  ΔWAB

esp , 
involves only classical molecular mechanics terms, which allows sampling to be performed over 
ensembles that are sufficiently large to converge the averages. Evaluation of   ΔWAA

dft→esp  uses a 
resampling strategy in which a small number of solvent configurations from the ESP/MM 
simulation are used to evaluate the average. Figure 1 also illustrates an application of this 
approach to the SN2 reaction of CHCl3 and OH-

 in aqueous solution.  

 
Figure 1: Thermodynamic cycle for free energy calculations (top 
left); free energy profile (bottom left) and reactants, transition 
state, and products (right) for the reaction OH- + CHCl3 → 
CHCl2OH + Cl-. 

Similar methodology can also greatly benefit the description of processes involving 
excited states where the accuracy of the electronic structure calculations becomes especially 
problematic. Our current work in this direction involves studies of electronic excitation of the 
hydrated OH-Cl- species. We combine plane wave DFT dynamical simulations with the hybrid 
coupled cluster/molecular mechanics (CC/MM) approach to provide an accurate description of 
excited states at finite temperatures. Dynamical simulations at the DFT level efficiently generate 
the representative ensemble of configurations corresponding to the system. These configurations 
are then processed using the CC/MM approach leading to an accurate description of the 
excitation energies. Our results (see Figure 2) clearly illustrate the inadequacy of time-dependent 
DFT (TD-DFT), further demonstrating the need for accurate quantum mechanical treatment of 
excited-state processes. Our calculations also highlight the importance of including dynamical 
fluctuations into the analysis of excited states in condensed phases, for example, we observe a 
blue shift in the excited-state spectrum when dynamical effects are included. 
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Collaborators on this project include M.-K. Tsai, G. K. Schenter, M. Dupuis, T. Iordanov, 
S. S. Xantheas, J. Li, S. Du, J. Francisco, Doug Tobias, and Rafaella D’Auria. Some of the work 
was performed using the Molecular Science Computing Facility in the Environmental Molecular 
Sciences Laboratory, a national scientific user facility sponsored by the Department of Energy’s 
Office of Biological and Environmental Research, located at Pacific Northwest National 
Laboratory (PNNL). Battelle operates PNNL for DOE.  

  
Figure 2: Excited-state spectra for hydrated OH-Cl-. Simulations were performed with OH-Cl- in a cubic box 
containing 57 water molecules. (left) Simulated spectra for an optimized (T = 0K) geometry at the DFT/MM 
level of theory. The 13 waters closest to OH-Cl- were treated quantum mechanically with TDDFT or EOMCCSD 
levels of theory and the rest by molecular mechanics. (right) Comparison of a simulated spectrum for an 
optimized (T = 0K) geometry (same as in the left panel) with the spectrum averaged over an ensemble of 32 
configurations at room temperature (T = 298K). Both spectra are computed treating OH-Cl- at the EOMCCSD 
level of theory and all water molecular using molecular mechanics. The configurations were sampled from a 
trajectory that was generated by treating the whole system using DFT (e.g., Car-Parrinello dynamics). All 
simulated spectra include a Gaussian broadening of the peaks. 
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Research in this program applies computational and theoretical tools to determine 

structural and dynamical features of aqueous salt solutions. It focuses specifically on 
heterogeneous environments, such as liquid-substrate interfaces and crystalline lattices, that 
figure prominently in the chemistry of energy conversion. In these situations conventional 
pictures of ion solvation, though quite accurate for predicting bulk behavior, appear to fail 
dramatically, e.g., for predicting the spatial distribution of ions near interfaces. We develop, 
simulate, and analyze reduced models to clarify the chemical physics underlying these 
anomalies. We also scrutinize the statistical mechanics of intramolecular vibrations in 
nonuniform aqueous systems, in order to draw concrete connections between spectroscopic 
observables and evolving intermolecular structure. Together with experimental collaborators 
we aim to make infrared and Raman spectroscopy a quantitative tool for probing molecular 
arrangements in these solutions. 

During the past year we have made progress both toward understanding the spatial 
distributions of ions near water-vapor interfaces, and toward developing a physical 
interpretation of the nonlinear spectroscopies that report on them. Others have shown that 
detailed empirical models of liquid water predict accumulation of certain anions (e.g., 
iodide) at such an interface. By contrast, physical intuition developed for ion solvation in 
bulk polar solvents suggests that ions should be unambiguously repelled from the interface. 
Ion polarizability appears to play a key role in this surface phenomenon, but the physical 
mechanism underlying its influence remains unclear. 

We have used thermodynamic perturbation theory to express the statistics of 
polarizable ion behavior in terms of averages within a reference system lacking 
polarizability. As a practical advantage, this result allows the restoring force for a solute’s 
dipole to be varied over a wide range without need for additional computer simulations. 
More importantly, it provides a quantitative context for assessing how fluctuations in a 
solvent’s electric field bias the location of polarizable ions. As a charged solute approaches 
the interface from the liquid side, the electrostatic force exerted by the solvent changes in 
two important ways. First, it develops a nonzero average value that would be prohibited in 
bulk solution by symmetry. Second, spontaneous fluctuations about this average decline in 
magnitude. It is a competition between these effects that determines in a simple molecular 
model whether an ion tends to “adsorb” at the interface. We are investigating 
systematically how they depend on solute size and charge, both in a detailed model of liquid 
water and in a schematic model of a polar liquid (the Stockmayer fluid). 
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Nonlinear spectroscopies that specifically probe interfacial structure and dynamics 
do not permit as straightforward an interpretation as their linear counterparts in bulk 
solution. Nonetheless, one expects the microscopic factors that determine their lineshapes to 
be similar in nature. Exploiting this notion, we have extended our physical perspective on 
bulk vibrational spectroscopy to treat sum frequency generation (SFG) in non-
centrosymmetric environments. Our theory clarifies how the interplay between orientational 
bias of hydrogen bonds and the electric fields they experience conspire to generate complex 
spectroscopic lineshapes. In particular we have identified two orientational averages, 
conditioned on electric field, that control the frequency dependence of SFG susceptibilities. 
We have also shown that seemingly arbitrary choices involved in calculating SFG from 
computer simulations can influence spectroscopic predictions profoundly. This result 
highlights a need for detailed consideration of interactions between hydroxyl vibration and 
the electromagnetic field. 
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Program Title: Theoretical Studies of Surface Science and Intermolecular Interactions 
 
Principal Investigator: Mark S. Gordon, 201 Spedding Hall, Iowa Sate University and 
Ames Laboratory, Ames, IA 50011; mark@si.msg.chem.iastate.edu 
 
Program Scope. Our research effort spans the study of a variety or problems in surface 
science using ab initio cluster and embedded cluster methods, the development and 
application of sophisticated model potentials for the investigation of intermolecular 
interactions, including solvent effects in ground and excited electronic states, the liquid-
surface interface, the development and implementation of methods related to the study of 
molecules containing heavy elements, and general studies of mechanisms in 
organometallic chemistry. Many of the surface science studies are in collaboration with 
James Evans. 
 
Recent Progress. Several studies of the Si(100) and related surfaces and processes that 
occur on these surfaces have been completed.  Combined kinetic Monte Carlo 
(KMC)/electronic structure theory studies of the etching of the Si(100) surface and the 
diffusion of group III metals on the Si(100) surface are ongoing; however, several papers 
in this general area have already been published. SIMOMM studies have also been 
carried out on the diamond surface4,11.  
 
Because MCSCF calculations are limited with regard to the size of the active space that 
can be included, extensive studies have been initiated on methods that are designed to 
significantly increase the sizes of systems that can be realistically treated with this 
method. Studies have also been completed on the structures of SimOn clusters and on the 
prediction of novel silicon-based nanowires, and on the design of a new class of quantum 
dots. 
 
As part of a NERI grant (PI: Francine Battaglia), an extensive series of calculations has 
been initiated to study the chemical vapor deposition processes of SiC, starting from 
CH3SiCl3 (MTS). The overall mechanism involves more than 100 reactions whose 
overall reaction energetics and barrier heights and activation energies have been 
predicted with many body perturbation theory and coupled cluster theory. As part of this 
effort, it has been demonstrated that the new CR-CCSD(T)L method is in almost perfect 
agreement with full configuration interaction (FCI) for breaking a wide variety of single 
bonds in both closed and open shell molecules. 
 
Development of the effective fragment potential (EFP) method has continued with the 
derivation and implementation of a new approach to electrostatic damping and the 
application to the benzene dimmer and an extensive series of substituted benzene dimers, 
the derivation and implementation of analytic gradients for the most demanding terms in 
the potential, and the implementation of a scalable EFP algorithm. The EFP method has 
recently been extended to open shell species. EFP applications have included a study of 
the aqueous solvation of F- and Cl- and to a new definitive interpretation of the dipole 
moment of water in the bulk. 
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Several studies of non-adiabatic interactions, including spin-orbit coupling have been 
published, and several papers on advances in high quality electronic structure theory have 
been completed. Of particular note is a sequence of definitive papers (with K. 
Ruedenberg) on the F2 molecule, in which the most accurate potential energy curves and 
vibrational spectrum for this molecule are presented, together with an interpretation of 
the long-range tails of the PE curve. 
 
As part of the Ames Laboratory catalysis effort, a detailed study of the nitroaldol 
reaction, both in the gas phase and in solution, has been completed, and a paper on this 
work is in press. Because the central feature of the catalysis effort is the use of silica 
nanopores as the host and catalyst, an interface was derived and coded between our 
effective fragment potential (EFP) method and the universal force field molecular 
mechanics method. A paper on this EFP-MM interface is in press. 
 
Future Plans. In order to significantly expand the sizes of clusters that can realistically 
been modeled with MCSCF wavefunctions, the ORMAS (Occupation restricted Multiple 
Active Spaces) method is being tested on clusters of increasing size and compared with 
the full CASSCF calculations. This initial study is nearing completion. An exhaustive 
study of the diffusion of one and two Al atoms on the Si(100) surface will be completed 
and then extended to heavier group III elements. The etching of the Si(100) surface by O 
was studied previously. This system is being revisited, partially to explore the importance 
of using larger basis  sets and better levels of theory, and partially to study the diffusion 
of O along the surface. The energetics and structural information obtained for these 
processes will then be incorporated into the kinetic Monte Carlo analyses performed by 
the Evans group. The SIMOMM method is being extended to more complex species, 
such as silica. A primary motivation for this is to model the catalysis of various reactions 
in silica-based MSM pores.  
 
The EFP method is currently being interfaced with both the CI singles and CI singles 
with perturbative doubles [CIS(D)], as well as time dependent density functional 
theory(TDDFT) methods, so that solvent-induced shifts in electronic spectra can be 
investigated. Improved methods for treating weak intermolecular interactions, such as 
dispersion, will be developed and implemented, and then applied to important problems. 
A preliminary molecular dynamics (MD) code for the EFP method and a combined ab 
initio EFP MD code has been implemented, and more robust algorithms are being 
developed. Several studies of the aqueous solvation of ions and electrolytes, including 
NO3

-, Na+, OH-, and NaOH are underway. This includes a systematic study of the 
solvated structures (internal vs. external ions) and the convergence of ionization 
potentials and electron affinities to their gas phase values.  The EFP method will also be 
used in extensive investigations of atmospheric aerosols, including the structures and 
reactions clusters of H2SO4, HNO3, and their ions with water molecules. The latter study 
is in collaboration with Theresa Windus (Iowa State) and Shawn Kathmann (PNNL) and 
is supported by a generous computer grant from PNNL.  
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Ruedenberg and Bytautas have developed the very excited CEEIS (Correlation Energy 
Extrapolation with Intrinsic Scaling) that facilitates the prediction of the exact 
wavefunction (full CI at the complete basis set limit) for small molecules. This method 
has been shown to provide essentially exact energies for diatomic molecules (e.g., F2)  
We will now move on to address more complex species, most notably the ground and 
excited state potential energy surfaces of O3. 
 
Analytic gradients and Hessians for the Klobukowski model core potentials (MCP) have 
been derived and implemented into GAMESS.  Combined with the correlation consistent 
basis sets, this provides a powerful approach to study mechanisms of reactions in 
transition metal organometallic chemistry, in collaboration with the Ames Laboratory 
catalysis group, especially Andreja Bakac, and studies of uranium complexes with 
Theresa Windus (Ames) and Bert de Jong (PNNL). 
 
In collaboration with Francine Battaglai and Rodney Fox, the NERI project will continue 
with the incorporation of the thermodynamic and rate constant data discussed above into 
bulk kinetic models, such as ChemKin.  This will provide important insights to our 
experimentalist colleagues at ORNL. 
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PROGRAM SCOPE 
We use computational methods to study light interactions with nanosystems. Microscopic studies 
of electronic, structural and optical properties, and continuum-level electrodynamics studies are 
involved. A goal is to learn how to confine and manipulate electromagnetic energy on the 
nanoscale. A wide range of methods is needed, and another goal is to develop a suite of 
nanophotonics simulation tools. We also work with applied mathematicians and computer 
scientists in developing algorithms and software with high-performance capabilities.  
 
At a microscopic level, we must understand the mechanisms underlying the assembly of atoms 
into clusters and clusters into larger systems. Understanding these mechanisms and the 
parameters they depend on is essential for designing cluster-based architectures with desired 
nanophotonics properties. Atomic-level mechanisms are ultimately defined by interatomic 
interactions. Accurate, efficient descriptions of these interactions are sought in order to uncover 
correct mechanisms. This work also provides optical information, e.g. static and dynamic 
polarizabilities, for the estimation of size-dependent dielectric properties relevant to our 
electrodynamics work.  
 
The electromagnetic fields that result when light interacts with  nanostructures are predicted with 
computational electrodynamics. We seek to develop and apply theory and computational methods 
that enable a quantitative description of metallic nanostructures and, from this, understanding of 
the physical phenomena that are taking place. 
 
RECENT PROGRESS 
Microscopic Electronic, Structural and Optical Properties: We continued work on construction 
of more accurate, yet computationally efficient, many-body potentials for metals. Our emphasis is 
on making these potentials more adequate in the finite-size regime. This is central for performing 
reliable large-scale dynamical simulations of nanoassembly relevant to nanophotonics. In 
collaboration with M. J. Lopez (Univ. of Valladolid), we used the developed potentials for Ni, 
Ag, Au, Al, Cu, and Pt to explore structural and thermal properties of clusters over a broad range 
of sizes. Current analysis focuses on understanding element-specific trends in these properties as 
defined by the ranges of the attractive and repulsive parts of the potentials. Work is also in 
progress on the development of a new potential for Pd. 
 
We continued DFT-based work on the development and application of a new methodology for 
atomic-level analysis of dipole moments and polarizabilities of finite systems. The central feature 
is a partitioning of the system volume into atomic volumes and analyzing  charge densities within 
these volumes, as well as changes in these densities in response to a static external electric field 
[24]. Atomic volumes are defined as Voronoi cells for homogeneous (one-component) systems 
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and we apply the Hirschfeld (or “stockholder”) recipe for heterogeneous (e.g., two-component) 
systems [41].  
 
We first applied this methodology to Si clusters [8, 24].  Sodium clusters, Nan, n=2-20 [25, 42] 
and, recently, Nan, n=21-30, as well as heterogeneous SinHm clusters ranging in size and 
composition from SiH4 to Si35H36 were studied [41]. We characterized the site-, size-, and shape-
dependence of the resulting polarizabilities. An interesting finding for Nan is that whereas the 
dipole part of the total cluster polarizability (a measure of a dielectric type of  response [24]), 
evaluated on a per atom basis, decreases smoothly with  cluster size, the corresponding charge-
transfer part (a measure of a metallic type of response [24]), shows only modest and 
nonmonotonic size-variations that are explained through the size-dependence of the cluster 
structure/shape.  The charge transfer part is already close to the polarizability of bulk Na at the 
level of Na20. Similar trends were found in K, Cu, and Ag clusters. In bulk metals the 
polarizability is entirely due to charge transfer. Our observation suggests that even in small 
metallic clusters the charge-transfer response to an external electric field is similar to that in bulk 
metals when evaluated on a per atom basis.  
 
We studied SinHm systems representing hydrogen-terminated Si clusters [41]. We analyzed the 
separate roles of the surfaces and interiors of these quantum-dot-like systems in defining their 
overall polarizability and its partitioning into the dipole and charge-transfer components. We find 
that atoms in the surface and near-surface parts of the clusters are the ones that are primarily 
responsible for the charge-transfer component, whereas both surface and interior atoms contribute 
to the dipole component. Therefore, the main contribution to the total polarizability comes from 
the exterior parts of the clusters. Removal of the terminating H atoms results in an increase of the 
polarizability of the surface Si atoms and, consequently, of the overall polarizability. The 
polarizability of the pure Si clusters on a per atom basis is larger than the bulk Si polarizability, 
and the bulk value is slowly approached as the clusters grow in size. 
 
We also investigated SinHm quantum dots that form Si shells with a cavity inside, and the H 
atoms terminating the Si atoms in the outer and inner surfaces of the shells. We examined the 
quasiparticle gap (the difference between electron affinity and ionization potential) and the 
unscreened exciton binding energy. An empirical model based on the single-band effective mass 
approximation for impenetrable nanoshells predicts that the quasiparticle gap should depend only 
on the thickness t=R2–R1 of the nanoshell and scale as t-2. Based on our first-principles ΔSCF 
computations, we find that it, in fact, depends on both R1 and R2. Another interesting finding is 
that the unscreened exciton Coulomb energy (as evaluated both perturbatively from first 
principles and analytically in the effective mass approximation) decreases as the nanoshell 
becomes more confining (i.e., the radius of its inner shell increases while that of its outer shell is 
kept constant). We showed that this result is a consequence of the increase in the average 
electron-hole distance, which gives rise to reduced Coulomb interaction. 
 
We continued to explore the optical properties of noble metal clusters [28, 43]. We performed an 
extensive TDLDA  study of the optical absorption spectra of Agn, n=10-20[43]. For each cluster 
size, we considered its three lowest energy isomeric forms and computed spectra for all of them. 
We found that d-electrons play an important role in optical transitions (70-80%) even at low 
energies. We were able to explain all the computed spectra in terms of the classical Mie-Gans 
theory, using the dielectric function of bulk Ag and taking into account the isomer shapes. This is  
surprising because the clusters have dimensions in the sub-nanometer range and would at first 
glance be considered too small for Mie-Gans theory. Our computed spectra are in excellent 
agreement with measured data.  
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Methodological developments included clarification of the subtleties that define the comparative 
accuracy of two approaches used to compute electronic and optical excitations, namely  the GW 
Bethe-Salpeter (GWBS) formalism and the TDLDA framework [44]. A comparative study was 
performed on Agn, n=1-8, clusters. We found that although the GWBS formalism,   applied with 
a pseudopotential that incorporates the d-electrons in the core,  gives accurate values of the 
ionization potentials and electron affinities where the relevant orbitals are largely sp in character, 
it does not give good results for optical transitions where the d-electrons play a role by screening 
the s-electrons. The TDLDA approach is more robust in this respect. For more accurate 
reproduction of the optical spectra, the GWBS formalism requires a pseudopotential derived with 
the semi-core 4s and 4p states taken into account explicitly.   
 
Electrodynamics: We worked on developing a theory which combines electronic structure 
methods and electrodynamics methods [45] so that we can describe the spectroscopy of 
molecules that interact with metal particles.  In addition, we continue to develop the algorithms 
and software associated with computational electrodynamics [46, 47], and we completed several 
projects with our discrete dipole approximation (DDA) and finite-difference time-domain  
(FDTD) codes.  We highlight a few of these projects. 
 
We continue to be interested in the interpretation of surface enhanced Raman scattering (SERS) 
experiments [48] and very recently we used our electrodynamics methods in a collaboration with 
Hupp to describe the encapsulation of Ag nanoparticles by TiO2 for applications in dye-sensitized 
solar cells [49].This work demonstrated that relatively thin films provide a pin-hole free coating 
for which there are enhanced electromagnetic fields outside the TiO2 surface.  
 
We also examined the scattering spectra of pyramidal-shaped Au nanoparticles that are made 
using a soft-lithography method [50].  We showed that, in addition to the expected TE mode 
resonances, an unusual TM resonance  occurs that can be used as a switch due to sensitivity of 
this resonance intensity to small changes in particle structure [50].   
 
A major direction was to model experiments on light transmission through thin Au films that 
contain arrays of nanoholes [33, 34]. A variety of possible electromagnetic excitations can occur, 
including Bloch-wave surface plasmon polaritons (SPPs), Rayleigh anomalies (RAs) and 
localized surface plasmons, that leaded so structured transmission spectra.  In collaboration with 
the Odom experimental group, we identified a particularly sensitive transmission resonance 
which is a combination of an SPP excitation on one side of a Au film and a  RA excitation on the 
other side.  We showed that the RA-SPP transmission resonance  has very high sensitivity to the 
local refractive index on either side of the film, and because it is so narrow, it provides an 
excellent target for the development of chemical sensors that measure index of refraction 
changes.  Although this special feature in the transmission spectra was initially discovered in the 
experiments, it was only as a result of the theoretical analysis that the origin of the effect was 
revealed, and subsequently FDTD calculations were used to optimize the effect for choices of 
index of refraction that are of relevance to chemical sensing. 
 
In collaboration with experimentalists from Troyes, we explored a "non-invasive" procedure for 
imaging near-fields [51].   Polymers doped with certain azobenzene molecules can respond to the 
intense near-fields around nanoparticles.   When a nanoparticle system is coated with a thin layer 
of such a polymer and exposed to light of appropriate wavelength, the polymer surface distorts 
where the near-fields are high.  After exposure the surface topography can measured with atomic 
force microscopy.  Our detailed FDTD and DDA calculations of the near-fields correlated very 
well with a picture of rapid trans-cis-trans isomerizations of the azobenzene molecules occurring 
that leads to molecular transport away from electromagnetic hot spots, i.e. our calculated field 
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intensities were high where the surface topography exhibited a dip.  Thus, roughly speaking, the 
surface topography represents a negative image of the near-field intensity.  Other applications of 
near-field imaging that we have done [35] involved the use of intense laser fields to induce 
etching of a silica surface that supports metal nanoparticles at the locations of electromagnetic hot 
spots associated with the particles.  This provides complimentary information to the polymer 
experiments, but is restricted to etchable substrates, and only describes the “hottest” of the near-
field components. 
 
FUTURE PLANS  
The work on more accurate metal potentials will expand to include new elements and bimetallic 
systems. Potentials for metal particle-support interactions will also be developed. These potentials 
will be used in large-scale dynamical simulations of cluster-based nanoassembly on supports. The 
aim is to understand and characterize the mechanisms governing the assembly processes as a 
function of the cluster material and size, as well as the material, morphology, and temperature of 
the support. Such an understanding is the prerequisite of rational design and eventual assembly of 
nanoarchitectures with desired characteristics.  
 
We will continue our DFT studies of structural, electronic, and optical properties of homogeneous 
and heterogeneous nanosystems. Our recent exploration of structural and electronic features of 
Cu clusters [1] will be extended to their optical properties. The same is true for medium size Au 
clusters, for which we found hollow cage and compact conformations that are energetically 
competitive [5]. Explorations of optical properties will also include compact and nanoshell SinHm 
quantum dots. Additional systems that will be considered are alloy particles and metal particles 
deposited on supports (e.g., transition metal clusters on TiO2 surfaces). The issues here are the 
effects of the composition and of the support on the structural, electronic and optical 
characteristics. 
  
We will continue to develop and apply our new methodology for atomic-level analysis of finite 
system response properties. Applications will involve various homogeneous and inhomogeneous 
clusters and nanoparticles, including those of alloys. We will develop an understanding of the role 
of composition as another “knob” for tuning the dipole and polarizabilty features of different 
nanoscale systems to desired characteristics. Methodological developments will include further 
refinement of the scheme as a tool for quantitative characterization of finite-size metallicity and 
for establishing a correlation between the degree of metallicity of a finite system and its  other 
characteristics. Another methodological development will target the issue of transferability. The 
task here is to define “site-specific” polarizabilities of small systems (individual atoms or groups 
of atoms) that are transferable between large systems containing the small system as a part, when 
the “site” of the small system as defined by its local bonding environment in these various larger 
systems is the same or similar. Such transferable polarizabilities will lead to efficient models of 
total polarizability for systems of large sizes and arbitrary shapes. The methodological work will 
also include formulation of a more robust GWBS theory capable of treating s-, p-, and d-electrons 
on equal footing without the explicit inclusion of semi-core states. 
 
Regarding our electrodynamics simulations, we will  expand our simulations capabilities by 
further developing and applying a frequency-domain finite element approach [47] that 
complements our existing DDA and FDTD capabilities and allows accurate predictions of near-
field intensities.  New applications to the excitation of  clusters of nanoparticles via both ordinary 
light and point dipole excitation consistent with an emitting molecule, and to particle and hole 
arrays of relevance to chemical sensing and SERS are planned.  This latter work will be in close 
collaboration with ongoing experimental work.  Finally, building on our work  concerning 
molecular interactions with plasmons  [45, 51] we will couple our electrodynamics approaches 
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with molecular electronic structure theory in order to explore the potential of surface plasmon 
enhanced chemistry. 
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Program Scope 
 The research funded under this program is aimed at understanding the energetics and 
lifetimes of electrons at molecule/metal interfaces on the femtoseconds timescale.  We are 
interested in electronic behavior in molecular adlayers of thicknesses ranging from sub nanometer 
to tens of nanometers.  These length and time scales are the natural scales for a wide range of 
electronic behavior, including interfacial band structure, band bending, Fermi level pinning, 
charge localization, polaron formation, and morphologies imposed by a metal/molecule junction. 
 In order to study such complex systems, we employ time and angle resolved two photon 
photoemission (2PPE).  Generally, we use either a visible or ultra violet femtosecond pulse to 
promote an electron at the interface into an excited state. For wide band gap systems, it is 
typically a UV pulse which excites an electron from the valence band of Ag(111) into an 
interfacial state.   For many organic semiconductors, a visible pulse is used to promote either 
charge transfer from the metal to the molecule, or an on molecule excitation.  After some time, 
∆t, a second laser pulse impinges upon the interface and photoemits the excited electron.  We 
then measure the kinetic energy of these photoelectrons using a home built time of flight detector.  
By altering the wavelength of the laser pulses, we can determine the binding energy of the 
photoelectron, as well as whether the state was initially occupied or not. 
 Not only does 2PPE provide information about the energetic distribution of both 
unoccupied and occupied electronic states at interfaces, but it also reveals the kinetics of 
population decay and dynamical energy shifts.  Our energetic resolution of 35 meV and temporal 
resolution of 50 fs allows us to follow two dimensional solvation in real time.  Furthermore, by 
varying the sample angle with respect to our detector, we can pick out individual momentum 
slices parallel to the surface.  Combining our angular resolution with our temporal resolution, we 
can follow the two dimensional band structure of excited electronic states, and directly observe 
events such as polaron formation and exciton relaxation. 
 We are using this technique to study two primary classes of electronic behavior.  Firstly, 
we are studying the response of small molecules adsorbed at metal surfaces to excess charge.  
Image potential states are a class of metal derived states, which have been shown via their surface 
proximity to behave as good sensors of adsorbate electronic and nuclear motion.  Secondly, we 
are studying the barriers to and lifetimes of electronic excitations organic semiconductor / metal 
interfaces.   
 
Recent Progress  
Morphology-dependent Photo-conductivity of Organic Semiconductors : Photoconductivity in 
organic semiconductors has garnered considerable research attention in the search for sustainable 
energy sources. In particular, the factors for consideration in optimizing these devices, which 
include the efficiency of photogeneration and the carrier dynamics at an interface, merit a close 
investigation of the physical chemistry at the interface. Using 2PPE, we have probed the 
dynamics of charge carriers at the interface of Ag(111) and PTCDA, a widely-studied planar 
aromatic hydrocarbon. By varying the morphology of the surface, we have quantitatively  
examined the role of crystallinity versus structural disorder in affecting the carrier dynamics and 
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electronic structure at an interface. High substrate temperatures (> 400 K) cause the growth of a 
wetting layer with islands, and the exposed wetting layer inhibits the evolution of the vacuum 
level and valence band to bulk PTCDA values. In the layer-by-layer growth of low substrate 
temperatures, we observe the transition of molecular state energies from monolayer to bulk 
values. Effective masses of the conduction band and the n = 1 image potential state varied from 
2.1 me and 1.4 me, resp., in disordered PTCDA layers to 0.5 me and 1.1 me in the most crystalline 
layers. Decay constants were obtained for electrons excited into the conduction band and into 
image potential states at different layer thicknesses and morphologies. Decay constants for the 
LUMO in crystalline systems were mediated by electron transfer back to the surface and were on 
the order of 100 fs, whereas layer-by-layer amorphous growth resulted in exponential decays with 
time constants of picoseconds present in films thicker than ~ 7 monolayers.  
 
DMSO : In electrochemically relevant systems, interfacial capacitance affects electrochemical 
signal collection and heterogeneous charge transfer. At noble metal electrodes, dimethyl 
sulfoxide (DMSO), a common electrochemical solvent, exhibits an uncharacteristically low 
interfacial capacitance of 7–10 µF/cm2 over a 1.5 V range which includes the potential of zero 
charge. This stands in contrast to similar, polar, high-dielectric constant electrochemical solvents, 
e.g., 50 µF/cm2 for acetonitrile under identical experimental conditions. Si and Gewirth have 
proposed that hindered rotation of the DMSO dipole at the surface lowers its interfacial 
capacitance and reduces the response of interfacial DMSO to changes in potential [1]. We 
directly tested this hypothesis with 2PPE by modeling the injected electron as a planar charge 
outside a capacitive layer. We measured a much weaker solvation response in a monolayer than 
multilayer coverages, which we attribute to hindered dipole rotation in the monolayer. The 
solvation responses are then interpreted as a comparison of the dielectric response of the 
monolayer with those of various multilayer coverages.   
 
Thiophene:  Thiophene is the basic building block of a host of oligomers used in organic solar 
cells and light emitting diodes.  We have investigated the bonding and electronic structure of this 
important monomer bonded to Ag(111).  Using temperature programmed desorption, we have 
observed two physisorbed structures for the monolayer adsorbate in agreement with previous 
literature.  The most strongly bound layer is a low density layer with its pi network parallel to the 
surface.  Electrons in both the LUMO and IPS in this layer are strongly influenced by the 
underlying substrate, and have electron effective masses of 1.  At colder temperatures, a higher 
density tilted layer exists.  This slightly decouples the pi network from the valence electrons of 
the metal, resulting in a 40% increase in the effective mass of excited electrons.  This sensitivity 
to orientation is being used help understand electronic couplings in larger thiophene oligamer 
systems. 
 
Continuing and Ongoing Work 
Phthalocyanines:  Molecular semiconductor research has extensively utilized phthalocyanines due 
to their high mobility, tunable bandgap and Farmi level, and variable (p- or n- type majority 
charge carrier properties.  Preliminary 2PPE studies focused on titanyl phtalocyanine (TiOPc), a 
common derivative with a strong dipole through the metal-oxide center.  The strong dipole and 
poor ordering of this molecule are thought to limit its conductivity through charge trapping 
events.  Initial 2PPE work was able to identify two sets of LUMO energy levels, which compare 
well to inverse photoemission studies[2].    These unoccupied levels were found to overlap very 
strongly with the s-p bands of silver and thus had ultrashort (<20fs) lifetimes past 5 monolayers; 
decay to the metal is thus kinetically favorable to either charge trapping events or small polaron 
formation.  Molecular disorder prevented resolving peaks with thicker films.  Further the low 
position of the LUMO with respect to the Fermi level prevented characterization of either the 
LUMO or the HOMO-LUMO exciton.  This study is continuing while trying to characterize the 
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hole transporting copper phthalocyanine and electron transporting copper 
hexadecafluorophthalocyanine.  These two molecules have some of the highest mobilities and are 
well utilized in device research.  Their  increased packing order and an energetically higher 
LUMO level should allow the LUMO band to be observed, and spectra may be resolvable at 
thicker coverage, where there will be weaker metal-molecule coupling.  This investigation also 
aims to study changes in the HOMO-LUMO exciton electron near the metal surface. 
 
Thiophene Oligamers:  Current studies are extending our work studying the thiophene monomer 
to the tetramer, seximer, and octamer.  The evolution of the bandgap in thiophene systems is 
known to approach that of polythiophene by between 6 and 8 thiophene units.  Moreover, 
sexithiophene is the oligamer most commonly studied as a model for the polymer.  We are 
currently mapping the evolution of the HOMO, LUMO and surface states that exist at the metal / 
oligamer interface.  For both quaterthiophene and sexithiophene, the LUMO and LUMO +1 have 
been identified.  Interestingly, for layers as thick as 4 monolayers, no interband coupling or 
polaron formation has been observed.  Rather, intraband coupling to the metal has proven to be 
the fasted decay mechanism, indicating a strong intermixing of molecular orbitals with the 
metallic valence band.  Further studies are aimed at elucidating the nature of this coupling, and 
determining the band structure beyond this highly coupled regime. 
 
Room-temperature ionic liquids (RTIL’s):  RTIL’s are a relatively new class of potentially useful 
compounds for synthesis and electrochemistry. An array of physical investigations has been  
stimulated  by these highly unusual solutions composed completely of ions. The solvation 
behavior of RTIL’s has been studied by multiple groups in bulk solution, and controversy 
remains over the nature of solvation at ultrafast timescales [3]. Energy relaxation of the image 
potential state in RTIL ultrathin films is currently being investigated to elucidate solvation 
behavior.  Unlike most small molecules, ionic liquids remain in the liquid phase even at a metal 
surface in ultra high vacuum. This provides a unique opportunity to study the response of 
liquid/metal interfaces to excess charge.  More specifically, there are questions about the specific 
nature of charge solvation in these ionic systems.  Will charges be solvated by ion translation, or 
through some charged bi-layer flipping mechanism?  We are attempting to answer these questions 
by studying the moleculue [bmpyr]+[NTFS]-.  Preliminary work shows a strong temperature 
dependence to the solvation.  We are also investigating the possibility of a 2D phase transition. 
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Program Scope: 

 This research program aims to employ non-equilibrium techniques to investigate the 
nature of the transition states for activated dissociative chemisorption of small molecules on 
catalytic metal surfaces. Two separate approaches/ideas are under investigation. In the first, we 
posit that dissociative chemisorption reactions on metal surfaces are primarily surface mediated 
electron transfer reactions for many hard-to-activate small molecules. Accordingly, the lowest 
lying affinity levels of these adsorbates, which are accessible by surface photochemistry and 
scanning tunneling microscopy (STM), will play a key electronic structure role in determining 
barrier heights for dissociative chemisorption. Electron transfer excitation into these adsorbate 
affinity levels followed by image potential acceleration towards the surface and rapid quenching 
may leave the adsorbate in the “transition state region” of the ground state potential relevant to 
thermal catalysis from where desorption and/or dissociation may ultimately occur. Using low 
temperature scanning tunneling microscopy (STM) and surface science techniques we have been 
investigating the thermal, electron, & photon induced chemistry of CH3Br,1 CO2, and CH4 on 
Pt(111). The photochemical dissociation and desorption dynamics of CO2 on Pt(111) seem 
consistent with this kind of “Antoniewicz bounce”2 chemical activation. In our second approach 
towards probing surface transition states, we dose hot gas-phase molecules on to a cold surface 
and measure dissociative sticking coefficients macroscopically3,4 via Auger electron 
spectroscopy (AES) or microscopically by imaging chemisorbed fragments via low Ts STM. A 
local hot spot, microcanonical unimolecular rate theory (MURT) model of gas-surface 
reactivity5,6,7 can be used to extract transition state characteristics for dissociative chemisorption. 
The MURT model has proven useful for understanding, analyzing, and simulating the dynamics 
of activated dissociative chemisorptions for systems ranging in size from H2 on Cu(111)8 to C2H6 
on Pt(111),4 even though mode-specific chemistry is sometimes observed9-12 and energy transfer 
with the surface will become increasingly important for larger molecules. An important long-
range goal of our research is to microscopically characterize the different transition states for 
dissociative chemisorption occurring at metal terrace sites as compared to step sites – a goal of 
long-standing interest to the catalysis and electronic structure theory communities.13  

Recent Progress: 

 Activated dissociative chemisorption of methane is believed to be rate limiting in the 
steam reforming of natural gas on Ni catalysts,14 the process that yields the industrial supply of 
H2 and synthesis gas. MURT simulations of thermal dissociative sticking coefficients, ST, for 
CH4 on low index single crystal metal surfaces, based on prior extraction of transition state 
parameters from analysis of supersonic molecular beam experiments, are several orders of 
magnitude higher than apparent ST values derived from turnover rates for CH4 reforming on 
supported nanocatalysts.15 It is likely that most of the surface atoms on the nanocatalysts become 
poisoned or tempered by a build-up of graphitic carbon under the high working temperatures and 
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pressures of catalysis such that their macroscopically averaged reactivity does not accurately 
characterize the microscopic reactivity at their most active sites. We are working towards using 
low Ts STM in conjunction with heated effusive molecular beam measurements to 
microscopically characterize the transition states for CH4 dissociation on terraces and at step 
edges on a Pt(111) surface. Experiments have also begun to employ a new low energy electron 
microscope (LEEM) at Virginia as a complementary, in situ, means to characterize the high Ts 
dynamics and reactivity of adsorbed C derived from alkane and olefin dissociative 
chemisorption.  

Future Plans: 

 The ability to surmount barriers for activated gas-surface reactions using energy derived 
from the incident molecules16 rather than the surface affords opportunities to react molecules at 
surface temperatures low enough that (i) reaction products cannot diffuse away from their initial 
reaction sites and that (ii) nanoscale modifications to the surface are not annealed away. 
Furthermore, the pressures and dosing requirements to study gas-surface reactions of catalytic 
interest can be lowered using hot incident molecules. The MURT provides a simple means to 
analyze these kinds of non-equilibrium experiments and extract transition state characteristics. 
The technical realization of consistent low Ts STM imaging coupled with heated effusive 
molecular beam dosing remains our top priority. A new STM head affording isothermal 
operation has been built and should help in this regard. Our ambition is to explore the site 
resolved activation of small alkanes, alcohols, and CO2 on a range of catalytic metal surfaces.  
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Program Scope 

The goal of this research program is to study local chemical environments and their 
fluctuations in macromolecules using single molecule methods.  We focus on methods that 
provide simultaneous, correlated measurements of both the spectrum and temporal decay of 
fluorescence from probe fluorophores in single macromolecules.  An important component of 
this work is the development of new data analysis methods to extract the maximum information 
about the macromolecule fluctuations from the experimental record of photons. 

In bulk samples the averaging of many fluctuations makes the system essentially time 
independent and hence the fluorescence properties can usually be measured sequentially.  In 
contrast, to determine the time-dependent behavior of a fluorophore within a single 
macromolecule the relevant fluorescence properties must be measured simultaneously, with the 
sensitivity to detect single fluorophores.  In many cases multiple fluorescence properties will 
fluctuate at the same time, thus the ability to interpret the result will be enhanced by 
measurements that reveal correlations between multiple fluorescence properties.   

 
Recent Progress: 

Föster resonance energy transfer (FRET) in single quantum dot-dye hybrids. 
Using results from experiments on quantum dot-dye hybrid assemblies we have developed 

statistical methods for analyzing correlated single particle time traces.  Single particle data are 
typically noisy, which can make it difficult to convincingly determine the nature of observed 
events. However, if information is available in a multiple-parameter space, the correlation among 
different channels allows greater confidence in interpretations, particularly in time-dependent 
experiments.  FRET from a quantum dot (QD) donor to multiple dye acceptors is a good system 
in which to develop analytical methods for such situations. These QD-dye hybrids are typically 
made by binding dyes to a central QD hub, which serves as the single FRET donor.   

A number of processes can obscure changes in the desired FRET signal, including QD and 
dye blinking.  The use of multiple dyes on one QD can also lead to acceptor fluorescence due to 
direct excitation rather than energy transfer.  We focus on resolving the energy transfer process 
from the confounding signals.  The experiment and analysis are carried out photon-by-photon so 
that the most information can be extracted.  The collected photons are first separated into donor 
and acceptor channels based on their wavelengths.  Because full spectra are recorded, the 
wavelength division into donor and acceptor channels can be determined particle-by-particle to 
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accommodate differing QD emission spectra, for example.  A model-free change-point detection 
algorithm is then independently applied to the donor and acceptor intensity trajectories to extract 
the intensity change-point locations as well as their associated uncertainties. Using a tool from 
information theory, the affinity functional, we do a joint analysis of the change point information 
to determine the probability that change-points, close together in time, are truly synchronized.  
Finally, the difference in the correlated donor and acceptor behavior is used to identify the event.  
For example, donor blinking leads to intensity changes of the same polarity in both donor and 
acceptor traces, while acceptor photobleaching leads to changes of opposite polarity in the 
intensity traces of the donor and acceptor.  Thus we have developed a general approach based on 
multi-parameter spectroscopy and statistical analysis to identify events in complex single particle 
systems and to quantify the degree of confidence in the identification. 

 
Rigidity of poly-L-proline peptides 
Poly-L-proline peptides have long been considered to be relatively rigid, with an all-trans 

configuration in water.1-3They have served as model systems for Förster resonance energy 
transfer (FRET) studies.  However, poly-L-proline has recently been reexamined carefully by 
several groups using a variety of methods,4-9 and found to have a mean end-to-end length in 
water shorter than that predicted by the standard all-trans poly-L-proline II structure. These new 
results lead to questions about the nature of poly-L-proline peptides.  These questions cannot be 
answered by measurements of the  mean end-to-end distances alone because, the mean distances 
from a series of poly-L-proline peptides can be fit equally well by different models of the 
flexibility of their structure. On the other hand, different models give very different distributions 
of distances even though they have the same averaged end-to-end distance.  For example, a 
freely jointed chain (FJC) model gives a distance distribution that is broad and symmetric while 
a worm-like chain (WLC) model gives a distribution that is narrower and asymmetric. 

Here, we address this question by directly measuring poly-L-proline conformational 
distributions using high-resolution single-molecule FRET.10, 11 A series of polyprolines, PnCG3K 
(n = 8, 15, 24), were investigated in which the donor dye (Alexa-555, Invitrogen) was attached to 
the N terminus and the acceptor dye (Alexa-647, Invitrogen) to the cysteine residue. The 
measured distance distributions were then compared with the FJC and WLC models.  To account 
for possible effects on the fluorescence characteristics of the dyes due to immobilization in close 
proximity to a surface, we also measure single molecule FRET spectra and lifetimes.  These 
measurements give the dye characteristics necessary to calibrate the FRET distance calculations. 

The end-to-end distance distribution is found to become progressively broader as the poly-L-
proline chain length increases.  This observation is consistent with the idea that longer-chain 
peptides sample more conformational space within a given time window.  More specifically, the 
end-to-end length distribution of P8CG3K is determined to be a narrow peak centered at R8 = 
31.6 Å, in sharp contrast to the broader distributions predicted by both theoretical models. For 
longer-chain polyprolines, P15CG3K and P24CG3K, the mean distances become longer (46.5 Å 
and 60.1 Å, respectively) with increasingly greater variances (25.31 Å2 and 37.5 Å2, 
respectively); however, the experimentally measured distributions remain consistently narrower 
than those predicted by the theoretical models.  The results therefore provide clear and direct 
evidence that neither theoretical model is appropriate for describing the behavior of poly-L-
proline peptides. 

We are currently comparing the characteristics of the FRET pairs on immobilized single 
molecules to the dyes in bulk samples to confirm the absolute values of the calculated distances.  
A representative single molecule measurement is shown in Figure 1.   
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Ongoing Work and Future Plans: 

Conformational dynamics of maltose binding protein (MBP) 
We have an ongoing investigation of the conformational dynamics of MBP from E.Coli 

using single molecule FRET.  The two lobes of this protein close around the maltose ligand upon 
binding.  Our experiments are to determine the fraction of open versus closed states in the 
presence and absence of the ligand.  To detect the open and closed states we have performed 
single molecule experiments using FRET to measure the time dependent distance changes 
between the two lobes of the protein.  Recently, increases in the time resolution of these 
experiments have much more clearly distinguished the open and closed states.  We are also using 
spectral and lifetime measurements in this system to calibrate the FRET distance determinations. 

Streptavidin with tetramethylrhodamine (TMR) interaction 
We also have ongoing studies of the interaction between the biotin binding protein 

streptavidin and the dye TMR linked to the protein through biotin.  Depending on the linker 
between the biotin and dye this protein strongly quenches the dye fluorescence.  Recently we 

 
 
Figure 1.  Fluorescence spectra and lifetimes from a single FRET labeled P15CG3K molecule 
immobilized via streptavidin on a polyethylene glycol surface.  The initial FRET spectrum 
(upper left) shows strong energy transfer from donor to acceptor.  The donor transient (lower 
left) is quenched by this energy transfer.  After about one second the acceptor photobleaches 
and the spectrum (upper right) is that of the donor.  The donor decay is extended when the 
energy transfer to the acceptor ceases (lower right). 
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have found that addition of excess biotin to saturate the unfilled binding pockets on streptavidin 
eliminates the quenching.  This suggests that quenching results from direct interact of the dye 
with an adjacent binding site.  We are now working to test this effect on immobilized 
streptavidin. These studies provide an opportunity to study the details of how fluorophores 
interact with specific protein chemical environments. 

Protein immobilization with lipid systems 
We are exploring methods to directly immobilize His6-tagged proteins to lipid bilayers using 

metal chelating lipids.  This will provide an alternative surface to measure effects of surface 
interaction with protein function.   

Detector development 
We have recently done proof of principle measurements with a new detector system using an 

improved photocathode.  This detector system will substantially enhance the sensitivity of our 
multi-parameter measurements.  
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1. Scope of Project. 
 
There has been much progress in the synthesis, characterization and theoretical studies of various 
nanostructures such as nanotubes, nanocrystals, atomic wires, organic and biological nanostructures, and 
molecular junctions. However, there remain immense challenges to obtain a basic understanding of the 
properties of these structures and their interactions with external probes to realize their potential for 
applications. Some exciting frontiers in nanoscience include molecular electronics, nanoscale opto-
electronic devices, nanomechanics (nanomotors), light harvesting and emitting nanostructures. The 
ground and electronic excited properties of the nanostructures and how they are coupled to the external 
stimulations/probes are crucial issues.  

Since nanostructures are neither at the molecular nor the bulk limits, the calculations of their 
electronic and optical properties are subject to severe computational bottlenecks. The present program 
therefore focuses on the electronic structure theory and modeling of nanostructures, including their 
electronic excited-state and optical properties, with applications to topics of current interest. We are 
attacking the rate-determining steps in these approaches in collaboration with a team of applied 
mathematicians, led by Juan Meza, Head of LBNL’s High Performance Computing Research 
Department. 
 
2.  Summary of Recent Progress. 
 
As this is a large multi-investigator program, space precludes us summarizing all projects that are 
underway.  Below, we highlight a selection of recent accomplishments, with a focus on recent algorithmic 
developments that are helping to enable improved simulations (either larger numbers of atoms, or greater 
accuracy, or both) of nanoscale systems. 
 
High Performance algorithms for nano-scale systems containing more than 10,000 atoms  One of the 
most significant goals in computational materials science is the development of new algorithms and 
physical concepts for describing matter at all length scales, especially at the nano-scale. Achieving an 
efficacious algorithm for predicting the role of quantum confinement and its role in determining the 
properties of nanocrystals is a difficult task owing to the complexity of nanocrystals.  However, we have 
made notable progress by implementing new algorithms designed for highly parallel platforms.  Our goal 
is to solve the electronic structure for large systems using pseudopotentials and density functional theory.  
The spatial and energetic distributions of electrons can be described by a solution of the Kohn-Sham 
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equation.  A traditional procedure for solving this equation is to approximate an input potential and then 
iterate the equation until the charge density and potential are self-consistent.  This method is often used 
with a full diagonalization step at each iteration.  The diagonalization step is very costly and can be 
replaced with a “filtering operation.”   By eliminating the explicit diagonalization step from the self-
consistency loop, one can speed up the solution process by one to two orders of magnitude with no 
sacrifice in the accuracy of the method.  This allows us to examine much larger systems than what we 
could otherwise examine [41].    Our initial applications have been to nanocrystals containing large 
numbers of atoms, e.g., we have looked at systems as large Si9041H1860 and examined the role of doping in 
these materials [21].  

 
Linear scaling divide and conquer method for nanostructures.  We developed a linear scaling divide-
and-conquer method for large system total energy calculations based on density functional theory [19,20]. 
The main point of this method is a novel patching method that cancels out the boundary effects. During 
this year, an efficient code implementing this method has been developed which has reached 107 Tflop/s 
on 160,000 cores of the BlueGene/P (Intrepid) computer in ALCF at Argone National Laboratory. The 
code scales linearly up to 160,000 cores in terms of its parallelization, and it also scales linearly with the 
size of the system in terms of its total computational cost.  
 
Accurate density functionals for nanoscience.  Due to efforts such as the algorithms above, DFT 
methods are now applicable to nanoscale systems.  However existing density functionals have well-
known deficiencies due to self-interaction errors such as underestimation of chemical reaction barriers, 
over-delocalization of odd electrons, and failure for charge-transfer excited states.  An additional physical 
deficiency is the neglect of dispersion interactions.  We have completed the systematic development of an 
exciting new class of density functionals which overcome some of these issues.  The new feature is these 
functionals are fully optimized to include 100% long-range exact exchange – thereby eliminating long-
range self-interaction error.  On test sets the new functionals, ωB97X [30], and ωB97X-D [42] (the latter 
is optimized with inclusion of empirical damped dispersion terms) outperform the best GGA’s and 
conventional hybrid functionals.  While no approximate functional can claim to be without flaws, 
ωB97X, and ωB97X-D correct known physical deficiencies and yield improved overall performance, and 
are therefore promising candidates for broad chemical applications.  They are available in our own codes 
and will soon be incorporated in other programs that can treat exact exchange efficiently.  We have also 
explored a “double hybrid” which treats London forces without the need for empirical dispersion [33]. 
 
Advances in orbital-free DFT (OFDFT) and application to Nanostructures  The most efficient possible 
form of density functional theory involves no orbitals at all.  Our second generation OFDFT code [36] has 
advanced in four ways this past year: implementation of the Wang-Govind-Carter (WGC) nonlocal 
kinetic energy density functional (KEDF) within Dirichlet boundary conditions so isolated nanostructures 
can be treated [14], all terms involving ions were rendered linear scaling [10], massive parallelization 
introduced via domain decomposition to enable study of realistic nanoscale systems (105 atoms!), and 
construction of new local pseudopotentials [38], which exhibited improved accuracy for various phases of 
Mg, Al, Si, and for a Mg-Al alloy.  These advances allowed us to study Al nanowires of widths 0.3 nm to 
6.0 nm with OFDFT [37]. Among the interesting predictions are that Al nanowires of bulk fcc 
morphology originally oriented in the [001] direction may undergo a transition to either a body-centered 
tetragonal [001] or a fcc [110] orientation under compression. The relative stability of the two states is 
tunable by varying the size of the nanowires. It may be possible to switch the state of the nanowire by 
uniaxial compression and expansion, leading to applications as a nanoscale actuator or switch. 
 
Embedding methods for metallic systems with application to the Kondo effect.  We have been 
developing an embedded correlated wavefunction methodology for the study of localized features (e.g. 
point defects, adsorbates) in solids.  For metals, the highly delocalized conduction electrons require us to 
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combine a high-level, ab initio wavefunction treatment for the localized region of interest, with a lower-
level density functional theory (DFT) model for the periodic background [15].  One exciting application 
of the theory is the reproduction of striking differences for the lineshape of the experimentally observed 
Kondo resonance for Co on the (111) and (100) surfaces of Cu.  Our embedded wavefunction approach 
finds that the Co d-electron configuration and symmetries differ when adsorbed on the (111) and (100) 
surfaces, which provides an explanation for the striking difference seen in the Kondo lineshapes [11].  
Very recently, we have performed similar calculations for Co on Ag(111) and Ag(100), where we are 
again able to explain the lineshapes on the basis of the ECI Kondo wavefunctions.  The correlated 
wavefunctions reveal that the low-lying excitations of the Kondo state are all spin-coupling fluctuations 
within 10 meV of the ground state; this finding is consistent with the very narrow (~10 meV) width of the 
Kondo resonance and the fact that the Kondo effect is only seen at low temperature (very weak coupling 
between the conduction and impurity electrons) 
 
Local coupled cluster theory with smooth potential energy surfaces.  Over the past year, we have 
completed a production code that makes accurate many body coupled cluster calculations applicable to 
large systems by using so-called bump functions to smoothly (differentiably) combine perturbation theory 
treatment of weak (generally distant) correlations with infinite order coupled cluster treatment of strong 
correlations [29].  This is the first production level local correlation code that yields continuous potential 
energy surfaces, and we have reported tests that show it can correctly describe even electronically 
delocalized systems while yielding linear scaling of the coupled cluster calculation itself [29,35].   
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PROGRAM SCOPE 

Water and its anomalies continue to haunt us in our developing a unified understanding 
of the physical behavior of common, everyday materials. Water appears to be unique relative to 
other liquids in anomalous features of structure, dynamics, and thermodynamics exhibited in its 
metastable extension of the liquid part of the phase diagram. The observed anomalies in 
thermodynamic and transport properties can also be manifested or exaggerated when studying 
the pure liquid under physical confinement in nanometer-sized pores or as a solution when water 
participates as a solvent or co-solvent. While these systems can be very insightful, and practical 
given the ability to study them in extreme parts of the phase diagram while avoiding nucleation 
of ice, they need to be calibrated to understand whether the water component behavior under 
confinement or in solution is representative of the molecular features relevant for the bulk neat 
liquid. Similarly, hydration layers surrounding a biological molecule show transport (and 
structural) signatures that differ appreciably from those of bulk water, more closely resembling 
the supercooled liquid, whose larger implications for biological function and analogies to glass 
formers are an active area of exploration. My experimental and theory/simulation program 
involves study of water and solutes over the phase diagram, using models of varying complexity, 
and studied as bulk, solution, and under confinement. We use x-ray and quasi-elastic neutron 
scattering and atomistic and coarse-grained chemical model simulations, to address fundamental 
questions about the origin of waters thermodynamic and dynamical trends with temperature and 
density, and ways to modify interfacial chemical properties to exploit changes in water behavior 
for nanoscale function [references 9-21 accomplished with CPIMS support since 2005]. The 
proposed research is of fundamental importance that will ultimately aid in new biomaterials 
synthesis and function at the nanoscale. These results and our approach are relevant for our new 
interest involving ionic liquids for cracking biomass discussed in Future Plans. 
 
RECENT PROGRESS 

Assessing Thermodynamic Theories of Bulk Liquid Dynamics [1]. We investigated a 
family of isotropic water-like glass-forming liquids [7], in which each thermodynamic state point 
corresponds to a different potential energy surface, each of which are structurally prescribed to 
reproduce the gOO(r; T,ρ) of the reference TIP4P-Ew water model potential. Although each 
isotropic potential is simulated separately, together the family of potentials displays anomalous 
dynamics with density and fragile diffusivity with temperature. By removing a common energy 
landscape, and therefore expected thermodynamic trends with temperature and density, we can 
more rigorously evaluate whether various entropic measures used in popular phenomenological 
thermodynamic theories can quantitatively predict the diffusivity or viscosity. We find that the 
Adam-Gibbs relation between diffusion (or viscosity) and the temperature scaled configurational 
entropy, Sc, is a poor predictor of fragility trends and density anomalies when necessary 
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anharmonic corrections are added. By contrast the Dzugutov relationship that uses the excess 
entropy Sexcess or the pair correlation approximation to Sexcess~S2 provides quantitative predictions 
of the temperature-dependent trends of the scaled diffusivity, but only S2 also predicts the 
density-dependent dynamical trends. The success of S2 approximation suggests that the available 
configurations are fully captured by the structural correlations rather than the underlying 
interaction potential, and that dynamics can be predicted without ever needing to consider the 
transitions between the available configurations over large regions of the phase diagram.  

Hydration water dynamics near biological interfaces [2]. We perform classical 
molecular dynamics simulations using both fixed-charge and polarizable water and protein force 
fields to contrast the hydration dynamics near hydrophilic and amphiphilic peptides as a function 
of temperature. The high peptide concentrations we use should provide a reasonable model of the 
hydration dynamics for the folded state of a protein since the protein surface will also have 
hydration shells around surface amino acids that overlap, whereas the dilute concentrations of the 
same peptides explored by recent NMR experiments by Halle and co-workers are more 
representative of the hydration dynamics of the unfolded state. Through simulation we determine 
that there are notable differences in the water dynamics analyzed from the outer and inner 
hydration layer regions of the amphiphilic peptide solution that explains the experimentally 
observed presence of two translational relaxations, while the hydrophilic peptide solution shows 
only a single non-Arrhenius translational process with no distinction between hydration layers. 
Given that water dynamics for the amphiphilic peptide system reproduces all known rotational 
and translational hydration dynamical anomalies exhibited by hydration water near protein 
surfaces, our analysis provides strong evidence that dynamical signatures near biological 
interfaces arises because of frustration in the hydration dynamics induced by chemical 
heterogeneity, as opposed to just topological roughness, of the protein surface. 

Aqueous Peptides as Experimental Models for Hydration Water Dynamics Near 
Protein Surfaces [3]. We report quasi-elastic neutron scattering experiments to contrast the 
water dynamics as a function of temperature for hydrophilic and amphiphilic peptides under the 
same level of confinement, as models for understanding hydration dynamics near chemically 
heterogeneous protein surfaces. We find that the hydrophilic peptide shows only a single non-
Arrhenius translational process with no evidence of spatial heterogeneity unlike the amphiphilic 
peptide solution that exhibits two translational relaxations with an Arrhenius and non-Arrhenius 
dependence on temperature. Together these results provide experimental proof that 
heterogeneous dynamical signatures near protein surfaces arises in part from chemical 
heterogeneity (energy disorder) as opposed to mere topological roughness of the protein surface. 

The Influence of Co-solvents on Solution Structure Organization and Dynamics [work 
in progress]. In order to probe the molecular origins of the water-protein and interactions with 
different chaotrope and kosmotrope co-solvents, we are presently studying the structure and 
dynamics of water near single amino acid peptide with and without the co-solvent included. 
Recent (elastic) neutron scattering work we have performed at ISIS, shows a clear difference in 
the water-amphiphilic peptide N-acetyl-leucine-methylamide (NALMA) interactions and water-
water interaction when DMSO co-solvent is added compared to glycerol. The hydrogen bond 
between the carbonyl group of NALMA and water disappears when DMSO cosolvent is added 
but is still present when glycerol is present. This shows that neither the water-NALMA direct 
correlation nor the water-water distribution is affected by the presence of a kosmotrope but both 
are disrupted when a chaotrope is added.  
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These well-characterized water-amino acid systems are currently being used as a 
benchmark to study the effect of a kosmotrope and chaotrope co-solvents on the dynamics of 
water as a function of temperature. In order to clearly characterize the effect of a kosmotrope and 
chaotrope cosolvents on the water dynamics at the surface of the hydrophilic and amphiphilic 
model peptides we will use the combination of two experiments with different resolutions (using 
DCS and HBFS), supported by simulations and empirical polarizable force field models that 
show promise in quantitative descriptions of structure and dynamics for these systems. This work 
is being prepared for publication. 
 
Future Plans 

Recently ionic liquid have been promoted for their ability for cracking biomass material1 
while ameliorating some of the negative environmental and economic consequences of more 
traditional solvent extractions, due to their low volatility and broad thermodynamically stable 
liquid range which allows them to be easily separated and recovered for reuse. The generic mode 
of action of the ionic liquid is to swell the biomass to increase surface exposure of the cellulose 
material for chemical conversion or for easier digestion by cellulase enzymes such as 
cellobiohydrolase. However the molecular interactions of the ionic liquids that promote the 
depolymerization of the cell wall material is currently unknown, as are the diffusion rates of the 
ionic liquid into the polymer matrix. Furthermore co-solvents of water and ionic liquids offer 
significant advantages over either neat solvent alone, by possibly permitting the dissolution and 
cracking and catalysis steps to occur simultaneously. While promising, ionic liquids (ILs) and 
their role as an aqueous co-solvent are poorly understood, especially in their relevant context of 
interactions with the bioorganic interface of the plant cell wall material. 

We propose the use of x-ray and neutron diffraction and quasi-elastic neutron scattering, 
combined with molecular dynamics simulations, in characterizing the structure and dynamics of 
ionic liquids and the aqueous solvent interface for functional monomer units of crystalline 
cellulose, hemicellulose, and lignin as a function of temperature. The Head-Gordon lab has 
extensive experience in the use of these spectroscopic and theoretical techniques in the 
characterization of pure water, aqueous hydration structure, and dynamics near model 
amphiphilic and hydrophilic peptides, with chaotrope and kosmotrope co-solvents, investigated 
over a large temperature range, supported by the CPIMS program in DOE/BES since 2005. The 
tight coupling between experiment and simulation in the condensed phase has driven the 
development of robust simulation methods and the vetting of polarizable models that should be 
extensible to the difficult systems we pursue here, which involve chemical heterogeneous 
systems away from ambient conditions. The proposed research would enhance our understanding 
of how biological feedstocks are converted into portable fuel, with an emphasis on the associated 
physical, chemical processes, and their coupling with bio- and biomimetic approaches. The 
research highlighted here would be greatly enhanced by next generation light sources that utilize 
new x-ray absorption measurements and time-resolved data that would provide more 
fundamental information about the first-coordination shell or direct interaction dynamics of ionic 
liquid solvents and interactions of the biomass constituents. Finally, the advent of next 
generation light sources, future advances in time-resolved dynamics, and will provide training 
for the next generation of scientists in x-ray and neutron scattering research, expanding the user 
base of facilities in liquids characterization at the ALS, IPNS and SNS. 
 
 

125



PUBLISHED WORK UNDER DOE/CPIMS SUPPORT (2005-2008) 
1. M.E. Johnson and T. Head-Gordon (2008). Assessing thermodynamic theories of bulk liquid 
dynamics. Submitted 
2. M.E. Johnson, C. Malardier-Jugroot, R.K. Murarka, and T. Head-Gordon (2008). Hydration 
water dynamics near biological interfaces. J. Phys. Chem. B accepted. 
3. C. Malardier-Jugroot, M.E. Johnson, R.K. Murarka, and T. Head-Gordon (2008). Aqueous 
peptides as experimental models for hydration water dynamics near protein surfaces. Phys. 
Chem. Chem. Phys. 10, 4303-4308. 
4. T. Head-Gordon and R. M. Lynden-Bell (2008). Hydrophobic solvation of Gay-Berne 
particles in modified water models.  J. Chem. Phys. 128, 104506-104512. 
5. R. K. Murakra and T. Head-Gordon (2008). Dielectric relaxation of aqueous solutions of 
hydrophobic and hydrophilic peptides. J. Phys. Chem. B  112, 179-186. 
6. R. K. Murakra and T. Head-Gordon (2007). Single particle and collective hydration dynamics 
of hydrophobic and hydrophilic peptides.  J. Chem. Phys. 126, 215101-215109. 
7. M. E. Johnson, T. Head-Gordon, A. A. Louis (2007). Representability problems for coarse-
grained water models. J. Chem. Phys. 126, 144509-144519.  
8. C. Malardier-Jugroot and T. Head-Gordon (2007). Separable cooperative and localized 
translational motions of confined water. Phys. Chem. Chem. Phys. 9, 1962-1971. 
9. T. Head-Gordon and S. Rick (2007). Consequences of chain networks on thermodynamic, 
dielectric and structural properties for liquid water. Phys. Chem. Chem. Phys. 8, 83-91. 
10. R. M. Lynden-Bell and T. Head-Gordon (2006). Solvation in modified water models: toward 
understanding hydrophobic solvation. Mol. Phys. 104, 3593-3605. 
11. T. Head-Gordon & M. E. Johnson (2006). Tetrahedral structure or chains for liquid water? 
Proc. Natl. Acad. Sci. 103, 7973-7977. 
12. D. Russo, R. K. Murakra, J. R.D. Copley, T. Head-Gordon (2005). Hydration dynamics near 
a model protein backbone. J. Phys.Chem. B 109; 12966-12975 
 

126



Chemical Kinetics and Dynamics at Interfaces 
 

Laser induced reactions in solids and at surfaces 
 

Wayne P. Hess (PI), Kenneth M. Beck, and Alan G. Joly 
 

Chemical and Materials Sciences Division  
Pacific Northwest National Laboratory 

P.O. Box 999, Mail Stop K8-88,  
Richland, WA 99352, USA 

wayne.hess@pnl.gov 
 

Additional collaborators include A L Shluger, P V Sushko, J T Dickinson, K Tanimura, G Xiong, 
J.M. White, M Henyk and O. Diwald 

 
 
 

Program Scope 
The chemistry and physics of electronically excited solids and surfaces is relevant to the fields of 
photocatalysis, radiation chemistry, and solar energy conversion. Irradiation of solid surfaces by 
UV, or higher energy photons, produces energetic species such as core holes and free electrons, 
that relax to form electron-hole pairs, excitons, and other transient species capable of driving 
surface and bulk reactions. These less energetic secondary products induce the transformations 
commonly regarded as radiation damage. The interaction between light and nanoscale oxide 
materials is fundamentally important in catalysis, microelectronics, sensor technology, and 
materials processing. Photo-stimulated desorption, of atoms or molecules, provides a direct 
window into these important processes and is particularly indicative of electronic excited state 
dynamics. Excited state chemistry in solids is inherently complex and greater understanding is 
gained using a combined experiment/theory approach. We therefore collaborate with leading 
solid-state theorists who use ab initio calculations to model results from our laser desorption and 
photoemission experiments.  
 
Approach:  
We measure velocities and state distributions of desorbed atoms or molecules from ionic crystals 
using resonance enhanced multiphoton ionization and time-of-flight mass spectrometry. Photon 
energies are chosen to excite specific surface structural features that lead to particular desorption 
reactions. The photon energy selective approach takes advantage of energetic differences between 
surface and bulk exciton states and probes the surface exciton directly. Application of this 
approach to controlling the yield and state distributions of desorbed species requires detailed 
knowledge of the atomic structure, optical properties, and electronic structure. To date we have 
thoroughly demonstrated surface-selective excitation and reaction on alkali halides. However, the 
technological applications of alkali halides are limited compared to oxide materials. Oxides serve 
as dielectrics in microelectronics and form the basis for exotic semi- and super-conducting 
materials. Although the electronic structure of oxides differs considerably from alkali halides, it 
now appears possible to generalize the exciton model for laser surface reactions to these 
interesting new materials. Our recent studies have explored nanostructured samples grown by 
chemical vapor deposition or thin films grown by reactive ballistic deposition (RBD). We have 
demonstrated that desorbed atom product states can be selected by careful choice of laser 
wavelength, pulse duration, and delay between laser pulses. Recently, we have applied the 
technique of photoemission electron microscopy (PEEM) to these efforts. In particular, we are 
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developing a combined PEEM two-photon photoemission approach to probe spatially-resolved 
excited electronic state dynamics in nanostructured materials. Our experiments are designed 
specifically to test hypothetical models and theoretical predictions resulting from the calculations. 
 
 
Recent Progress  
Calculations indicate that it is possible to excite preferentially either the surface or bulk of ionic 
materials (crystals) and induce surface or bulk specific reactions. We have excited low-
coordinated surface sites (e.g. corners, steps and terraces) using sub-bandgap photons and 
induced hyperthermal neutral atom emission. In parallel experiments we excited bulk transitions 
using above bandgap photon energies and induce only thermal neutral atom emission. The kinetic 
energy distributions provide a signature for the surface or bulk origin of the desorption 
mechanism. In the particular case of rough CaO films, we irradiate nanostructured CaO samples 
using tunable UV laser pulses and observe hyperthermal O-atom emission indicative of a surface 
excited-state desorption mechanism. The O-atom yield increases dramatically with photon 
energy, between 3.75 and 5.4 eV, well below the bulk absorption threshold. The peak of the 
kinetic energy distribution does not increase with photon energy in this energy range. When the 
data are analyzed, in the context of a laser desorption model developed previously for 
nanostructured MgO samples, the results are consistent with desorption induced by exciton 
localization at corner-hole trapped surface sites following electronic energy transfer from higher 
coordinated surface sites. In a study of nanostructured MgO thin films, neutral magnesium atom 
emission is induced using two-color nanosecond laser excitation. We find that combined 
visible/UV excitation, for single-color pulse energies below the desorption threshold, induces 
neutral Mg-atom emission with hyperthermal kinetic energies in the range of 0.1 – 0.2 eV. The 
observed metal atom emission is consistent with a mechanism involving rapid electron transfer to 
3-coordinated Mg surface sites. The two-color Mg-atom signal is significant only for parallel 
laser polarizations and temporally overlapped laser pulses indicating that intermediate excited 
states are short-lived and likely of sub-nanosecond duration. 
 
 
Future Directions 
Since it is possible to selectively excite terrace, step, or corner surface sites, we have explored 
various sample preparation techniques that produce high concentrations of low-coordinated 
surface sites such as 4-coordinated steps and 3-coordinated corner or kink sites. In particular, we 
have employed reactive ballistic deposition (a technique developed in Bruce Kay’s lab) to grow 
very high surface area MgO and CaO thin films. These films have been thoroughly characterized 
using XPS, SEM, TEM, and XRD techniques. Similarly, we have also studied laser desorption of 
MgO and CaO nano-powders grown by a chemical vapor deposition technique (in collaboration 
with Oliver Diwald of the Technical University of Vienna). The MgO nano-powders show cubic 
structure and edge lengths ranging between 3 and 10 nm (through TEM analysis).  
 
If exciton-based desorption can be generalized from alkali halides to metal oxides then selective 
excitation of specific surface sites could lead to controllable surface modification, on an atomic 
scale, for a general class of technologically important materials. While exciton-based desorption 
is plausible for MgO and CaO, we note that the higher valence requires a more complex 
mechanism. With the aid of DFT calculations we have developed such a hyperthermal desorption 
mechanism that relies on the combination of a surface exciton with a three-coordinated surface-
trapped hole, a so-called “hole plus exciton” mechanism. In every instance we have studied, a 
hyperthermal O-atom KE distribution can be linked to an electronic surface excited state 
desorption mechanism. In contrast, a thermal O-atom KE distribution clearly indicates a bulk 
derived origin for desorption. In analogy to alkali halide thermal desorption, we have considered 
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a bulk-based thermal desorption mechanism involving trapping of two holes at a three-
coordinated site (a “two-hole localization” mechanism). Our calculations, however, do not 
indicate that two-hole localization is likely without invoking a dynamical trapping process. The 
details of these mechanisms need to be further delineated and confirmed by demonstrating control 
of the various desorption processes.  
 
We have recently observed hyperthermal neutral Mg-atom desorption. This is quite a novel result 
as Mg-atom desorption requires that two electrons transfer to a corner site Mg2+ ion in a very 
short time and then desorb prior to relaxation. The hyperthermal distribution indicates that the 
exciton model is extendable now to metal atom desorption processes – a previously unknown 
mechanism. We plan to grow and study several other oxide surfaces in the near term including 
BaO, ZnO, ZrO2, and TiO2. Future plans include femtosecond PEEM to study Plasmon resonant 
photoemission from noble metal nanostructures and pulse-pair PEEM to probe dynamics of oxide 
nanostructures on surfaces. We are also presently developing capabilities to perform energy-
resolved TPPE using a hemispherical analyzer XPS instrument. In combination we expect these 
two techniques will provide the first spatially-resolved electronic state dynamics of 
nanostructured oxide materials. 
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Program Scope 
Predictive chemical computing requires hierarchical many-body methods of increasing accuracy 

for both electronic and vibrational problems. Such hierarchies are established, at least conceptually, as 
configuration-interaction (CI), many-body perturbation (PT), and coupled-cluster (CC) methods for elec-
trons and for vibrations, which all converge at the exact limit with increasing rank of a hierarchical series. 
These methods can generate results of which the convergence with respect to various parameters of calcu-
lations can be demonstrated and which can be predictive in the absence of experimental information.  

The progress in these methods and their wide use are, however, hindered by (1) the immense 
complexity and cost of designing and implementing some of the high-rank members of the hierarchical 
methods and by (2) the extremely slow convergence of electronic energies and wave functions with re-
spect to one-electron basis set sizes, which is compounded with the high-rank polynomial or even facto-
rial molecular size dependence of the computational cost of these methods.  

The overarching goal of our research is to address both difficulties for electrons and vibrations. 
We will eradicate the first difficulty for electrons by developing a computerized symbolic algebra system 
that completely automates the mathematical derivations of electron-correlation methods and their imple-
mentation. For vibrations, the vibrational SCF (VSCF) and CI (VCI) codes will be developed in the gen-
eral-order algorithm that is applicable to polyatomic molecules and allows us to include anharmonicity 
and vibrational mode-mode couplings to any desired extent. We address the second difficulty by radically 
departing from the conventional Gaussian basis set and introduce a new hierarchy of converging electron-
correlation methods with completely flexible but rational (e.g., satisfying asymptotic decay and cusp con-
ditions) basis functions such as numerical basis functions on interlocking multicenter quadrature grids and 
explicit r12 (inter-electronic distance) dependent basis functions. They, when combined with high-rank 
electron-correlation methods, can possibly achieve the exact solutions of the Schrödinger equation.  
Recent Progress 

Several breakthroughs have been made: First, a grid-based, numerical solver of the Hartree–Fock 
(HF) equation has been developed.9 It provides essentially exact HF energies of polyatomic molecules. 
Second, the complete explicitly-correlated CC theory has been formulated up to a high rank for the first 
time by our newly-developed computerized symbolic algebra.6 It is “complete” in the sense that every 
diagrammatic contribution is accounted for. The CCSD-R12 method based on the nontruncated diagram-
matic equations has been implemented into an efficient program.3 Third, a multi-reference or quasi-
degenerate PT has been extended to anharmonic vibrations and has been demonstrated to be highly effec-
tive for strong anharmonic couplings such as Fermi resonances.7 Chemical applications have been made 
to the vibrational and NMR spectra of the FHF– molecule.5 Fourth, linear-scaling electron-correlation 
methods have been proposed for molecular crystals.2 The energies, structures, and phonons and their dis-
persions can now be routinely computed by ab initio PT and CC theories with a basis-set superposition 
error correction. 

Since the 2007 CPIMS Research Meeting, seven (7) papers2–3,5–9 and one book chapter4 have been 
published and one more1 is under review for publication. In total, twenty-eight (28) publications2–29 have 
resulted from this grant in 2005–08. In 2007–08, the PI has been an invited speaker at twenty (20) confer-
ences and universities. The PI has also been selected to receive Hewlett–Packard Outstanding Junior Fac-
ulty Award (2008) and Medal of the International Academy of Quantum Molecular Science (2008). 
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Predictive electronic and vibrational many-body methods for molecules and macromole-
cules.2 Chemical simulations with predictive accuracy are being realized by hierarchical many-body 
methods for treating electrons and vibrations. Ascending these hierarchies one can reach arbitrarily high 
accuracy and extract reliable chemical information without conducting an experiment. This ‘Frontiers 
Article’ of Chemical Physics Letters summarizes our methodological developments, supported by the 
DOE funding, which are intended to make such simulations possible or more widely applicable. They 
include (1) a computer-aided approach to developing converging many-body methods for electrons and 
its application to a novel class of complex electron-correlation methods, (2) an effort to reduce the errors 
arising from the expansion bases of electronic wave functions, (3) an extension of mathematical tech-
niques established in electronic many-body methods to anharmonic molecular vibrations and vibrationally 
averaged quantities, and (4) two approaches to extending these systematic electronic and vibrational 
methods to large molecules and solids. 

Grid-based numerical Hartree–Fock solutions of polyatomic molecules.9 Numerical solutions 
of the Hartree–Fock (HF) equation of polyatomic molecules have been obtained by an extension of the 
numerical density-functional method of Becke and Dickson [J. Chem. Phys. 89, 2993 (1988); 92, 3610 
(1990)]. A finite-difference method has been used to solve Poisson’s equation for the Coulomb and ex-
change potentials and to evaluate the action of the Laplace operator on numerical orbitals expanded on an 
interlocking multicenter quadrature grid. Basis-set-limit HF results for an atom and diatomic and tria-
tomic molecules are obtained with the total energies and the highest occupied orbital energies converged 
to within 10−5 Hartree without any extrapolation, which is more accurate than HF/aug-cc-pV5Z by three 
orders of magnitude. A combination of this and the explicitly-correlated CC methods up to a high rank 
(see below), which together offers the most rapid convergence of correlation energies, may realize the 
dream of every quantum chemist, namely, the exact numerical solutions of the (non-relativistic) 
Schrödinger equation of general polyatomic molecules. 

Explicitly-correlated CC methods based on complete diagrammatic equations.3,6 The tensor 
contraction expressions defining a variety of high-rank CC energies and wave functions that include the 
inter-electronic distances (r12) explicitly (CC-R12) have been derived with the aid of a newly-developed 
computerized symbolic algebra SMITH. Efficient computational sequences to perform these tensor con-
tractions have also been suggested, defining intermediate tensors as a sum of binary tensor contractions. 
SMITH can elucidate the index permutation symmetry of intermediate tensors that arise from an expecta-
tion value of any number of excitation, de-excitation and other general second-quantized operators. SMITH 
also automates additional algebraic transformation steps specific to R12 methods, i.e. the identification 
and isolation of the special intermediates that need to be evaluated analytically and the resolution-of-the-
identity insertion to facilitate high-dimensional molecular integral computation. 

The tensor contraction expressions defining the CC-R12 methods including through the con-
nected quadruple excitation operator (CCSDTQ-R12) have been documented and efficient computational 
sequences have been suggested not just for the ground state but also for excited states via the equation-of-
motion formalism (EOM-CC-R12) and for the so-called Λ equation (Λ-CC-R12) of the CC analytical 
gradient theory. Additional equations (the geminal amplitude equation) arise in CC-R12 and need to be 
solved to determine the coefficients multiplying the r12-dependent factors. The operation cost of solving 
the geminal amplitude equations of rank-k CC-R12 and EOM-CC-R12 (right-hand side) is asymptotically 
not greater than that of solving the usual amplitude equations. This suggests that the unabridged equations 
should be solved in high-rank CC-R12 for benchmark accuracy. 

As an initial application, the explicitly-correlated CC singles and doubles (CCSD-R12) and re-
lated methods—its linearized approximation, CCSD(R12), and explicitly correlated second-order Møller–
Plesset perturbation method MP2-R12—have been implemented into efficient computer codes that take 
into account point-group symmetry and applicable to closed- and open-shell molecules. The implementa-
tion is based on the nontruncated formalisms and has been largely automated by SMITH, which can handle 
complex index permutation symmetry of intermediate tensors that occur in the explicitly correlated meth-
ods. The CCSD-R12 correlation energies are obtained for selected systems using the Slater-type correla-
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tion function, which can serve as benchmarks for rigorous assessment of other approximate CC-R12 
methods. It reproduces typically 97 and 99 % of complete-basis-set correlation energies with the aug-cc-
pVDZ and TZ basis sets, respectively, in contrast to mere 65 and 85 % by the non-R12 counterparts. 

Anharmonic vibrational frequencies and vibrationally averaged structures and NMR pa-
rameters of bifluoride ion.5 The anharmonic vibrational frequencies of FHF– were computed by the vi-
brational self-consistent-field, CI, and second-order PT methods with a multiresolution composite poten-
tial energy surface generated by the electronic CC method with various basis sets. Anharmonic vibra-
tional averaging was performed for the bond length and NMR indirect spin-spin coupling constants, the 
latter computed by the equation-of-motion CC method. The calculations placed the vibrational frequen-
cies at 580 ( 1ν ), 1292 ( 2ν ), and 1313 ( 3ν ), the zero-point H–F bond length (r0) at 1.1539 Å, the zero-
point one-bond spin-spin coupling constant [1J0(HF)] at 124 Hz, and the bond dissociation energy (D0) at 
43.3 kcal/mol. They agreed excellently with the corresponding experimental values: 1ν  = 583 cm–1, 2ν  = 
1286 cm–1, 3ν  = 1331 cm–1, r0 = 1.1522 Å, 1J0(HF) = 124±3 Hz, and D0 = 44.4±1.6 kcal/mol. The vibra-
tionally averaged bond lengths matched closely the experimental values of five excited vibrational states, 
furnishing a highly dependable basis for correct band assignments. Our calculations predicted a value of 
186 Hz for experimentally inaccessible 2J0(FF). 

Fast electron-correlation methods for molecular crystals, with an application to solid formic 
acid.1 A method for the routine first-principles determination of energies, structures, and phonons of mo-
lecular crystals by high-accuracy electron-correlation theories has been proposed. It approximates the en-
ergy per unit cell of a crystal by a sum of monomer and dimer energies in an embedding field of self-
consistent (and, therefore, polarizable) atomic charges and dipole moments. First and second energy de-
rivatives with respect to atom positions and lattice con-
stants (useful for characterizing structures and phonons) 
have also been computed efficiently with a long-range 
electrostatic correction. The method has been applied to 
solid formic acid, which is of significant contemporary 
interest in relation to the structure of hydrogen-bonded 
solid, liquid, and aerosols, phase transitions, polymor-
phism, concerted proton transfer, etc. Accurate energies 
(with corrections for basis-set superposition errors), struc-
tural parameters, and frequencies and reliable assignments 
of infrared, Raman, and inelastic neutron scattering spec-
tral bands have been obtained for three polymorphic struc-
tures (β1, β2, and α) with second-order perturbation theory 
or higher. They have suggested that observed diffraction and spectroscopic data are consistent with the 
pristine β1 form (Figure) and the hitherto-inexplicable infrared band splitting can be assigned to the in-
phase and out-of-phase vibrations of adjacent hydrogen-bonded molecules rather than speculated poly-
morphism. Spectral features expected from the β2 and α forms have also been predicted and are shown to 
be incompatible with the observed Raman and inelastic neutron sca

Fig. Inelastic neutron scattering from solid formic 
acid in the β1 form. 

ttering spectra in the low-frequency 

Futur

olymers 
at correlated levels by downsampling of wave vectors has been implemented and is being tested. 

region. 
e Plans 
High-rank explicitly-correlated CC and EOM-CC methods up to the connected quadruple excita-

tion operator are being developed and tested. Anharmonic vibrational frequencies and vibrationally aver-
aged structures of several molecules of importance in combustion chemistry have been obtained with pre-
dictive accuracy. Anharmonic phonon frequencies of polyethylene, polyacetylene, and solid hydrogen 
fluoride have been obtained with ab initio electronic and vibrational many-body methods. The fast 
method for molecular crystals is being extended to two- and three-dimensional molecular crystals and an 
application is planned for two-dimensional hydrogen-bonded network of formamide and a proton-ordered 
ice. A promising approximation that accelerates the ab initio crystalline orbital calculations of p
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Program Scope: 
 

The main goal of the DOE supported project is to beat the diffraction limit in the spatial 
resolution resolvable in optical phenomena. Optical microscopy has played an enabling role in 
experimental observation, particularly the biological sciences.  The desire for observing 
increasingly finer details has pushed instrument development toward the limit of spatial 
resolution.  By using a low temperature scanning tunneling microscope (STM) and coupling light 
to the nano-junction, it has become possible to probe optical phenomena with sub-atomic 
resolution.  Such capability provides a new window for viewing molecular properties.  In 
“molecular acupuncture”, the way the molecule behaves can be controlled by pinpointing the 
specific part of the molecule that is initially perturbed.  Specific examples of such control include 
the spatial dependence of single molecule fluorescence and the primary steps of electron transfer 
to a single molecule.  In the conversion of sun light to energy and in optoelectronics, a promising 
scheme involves the use of nanoscale objects as the active media.  The investigation of the 
fundamental mechanisms of how light can be efficiently coupled to nanostructures not only can 
lead to new scientific phenomena but also form the basis for new technology. 
  
Recent Progress: 
  

The STM allows us to inject one electron at a time into a specific physical location and at 
a particular energy of the molecule.  The electron is in an excited state and subsequently decays 
via a number of different pathways.  One of the pathways involves an optical transition between 
two electronic states and the emitted photons have a spectral distribution and spatial dependence 
that are determined by the initial electron injection location and energy. In all the other single 
molecule fluorescence experiments, emission appears as a speckle and no internal structure is 
resolved; the spectral distribution is thus an integrated spectrum.  While laser induced single 
molecule spectroscopy eliminates averaging over an ensemble of molecules, the spectrum is an 
average over the internal structure of the molecule.  Taking it one step further, light emission 
from single molecules induced by tunneling electrons in a STM not only eliminates ensemble 
averaging, the spatial variations in the spectral distribution and intensity are resolved inside a  
single molecule.  The emission is obtained from single Mg-porphine molecules adsorbed at ~10 
K on ~5 Å thick Al2O3 grown on NiAl(110) surface.  Figure 1 shows the topographical image 
and simultaneously acquired light emission integrated over the entire spectral range (720 nm to 
840 nm).  The top image show that not all the molecules emit in the selected wavelength range, 
and the emission intensity and pattern vary from molecule to molecule.  The middle and the 
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bottom images reveal increasingly finer details as the image zooms into a single molecule.  
Distinct pattern is seen in the emission; the molecular interior is far from being homogeneous. 
 

 
 
 
 
 
 
 
 
  
 
 
 
 
 

 
 
 
 
 

 
The combination of spectroscopy and microscopy enables imaging of specific features in 

the spectral distribution.  In the case of Mg-porphine, imaging of individual vibronic peaks in the 
fluorescence spectrum can be carried out.  Additionally, spatially resolved spectroscopy is 
obtained by tunneling into a particular part of the molecule.  Other variables that can be varied 
are the energy of the tunneling electrons (bias voltage) and the magnitude of the tunneling 
current.  Thus the experiment is multi-dimensions: sample bias voltage, tunneling current, 
position of tunneling, emission wavelength, polarization, and spatial distribution.  A detailed 
picture is obtained for the optical transition inside a single molecule.  In Figure 2, imaging of the 
individual vibronic states in single molecule is demonstrated, revealing not only the spatial 
pattern but also the assignment of the different vibronic progressions in the spectra, the specific 
vibrations that are excited in the optical transition.  
 
Future Plans: 
 

The ability to probe changes in real time with sub-Ångström spatial resolution would 
open a new window for viewing the inner machinery of matter.  A promising approach involves 
the combination of laser with the scanning tunneling microscope (STM).  During the current 
grant period, diffraction limited spatial resolution and thermal effects due to laser irradiation 
have been defeated through the demonstration of sub-Ångström resolution in spectroscopic, 
optical imaging and photo-induced electron transfer.   The plan for the future aims at reaching an 
additional goal in the time domain by pushing spectroscopic imaging toward the simultaneous 
limits of sub-Ångström and 10 femtoseconds.  Four focused activities have been identified, and 
all are designed to probe and image the dynamic properties in the interior of single molecules 

Fig. 1: (Left column) STM Topographic 
images of single Mg-porphine molecules 
adsorbed on  ~5 Å thick Al2O3 grown on 
NiAl(110) surface.  (Right column) 
Tunneling electron induced light emission 
images zooming onto a single molecule and 
revealing in increasing detail the spatial 
distribution of the emission intensity 
integrated over the spectral range 720 nm 
to 840 nm.  The symmetry of the emission 
pattern reflects the spatial pattern of the 
final state molecular orbital involved in the 
optical transition. (C. Chen, C. Bobisch, 
and W. Ho, unpublished results, 2008). 

136



and artificially created nanostructures: 1. Spatially, spectroscopically, and temporally resolved 
photon imaging, 2. Direct measurement of photo-induced tunneling current,  3. Photo-induced 
electron tunneling in the time domain, and 4. Two-electron induced light emission.  These 
experiments lead to a fundamental understanding of matter by revealing them in previously 
unattainable regimes of space and time.  Furthermore, knowledge of the coupling of light to 
nanoscale objects bring us one step closer toward the realization of efficient conversion of sun 
light to energy, broad range of optoelectronics and plasmonics, and economically competitive 
photocatalysis.   
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Fig. 2: Photon emission from a single 
Mg-porphine molecule.  (Upper Left) 
Simultaneously acquired topographic and 
photon emission images recorded with an 
avalanche photodiode, integrated over 
the entire emission spectral range.  
(Upper Right) Corresponding images 
recorded with a monochromator and a 
liquid nitrogen cooled CCD, showing the 
same pattern with better signal.  (Middle) 
Spectral distribution obtained by 
tunneling into the four parts of the 
molecule as indicated in the photon 
image.  Two vibronic progressions are 
observed in the fluorescence spectra and 
the two progressions are spatially 
distinct, separated 90o from each other, 
revealing the orthogonality of the two 
nearly degenerate molecular orbitals that 
the progressions originate.  (Bottom) 
Imaging individual vibronic states by 
recording the spatial distribution of the 
emission intensity integrated over the 
narrow band of wavelengths as indicated 
by the vertical blue and pink color bands 
in the emission spectra.  (C. Chen, C. 
Bobisch, and W. Ho, unpublished results, 
2008).    
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 Our objective is to develop realistic theoretical models for molecule-metal interactions 
important in catalysis and other surface processes.  The dissociative adsorption of molecules on 
metals, Eley-Rideal and Langmuir-Hinshelwood reactions, recombinative desorption and sticking 
on surfaces are all of interest.  To help elucidate the UHV-molecular beam experiments that study 
these processes, we examine how they depend upon the nature of the molecule-metal interaction, 
and experimental variables such as substrate temperature, beam energy, angle of impact, and the 
internal states of the molecules.  Electronic structure methods based on Density Functional 
Theory (DFT) are used to compute the molecule-metal potential energy surfaces.  Both time-
dependent quantum scattering techniques and quasi-classical methods are used to examine the 
reaction dynamics.  Effort is directed towards developing improved quantum scattering methods 
that can adequately describe reactions on surfaces, as well as include the effects of temperature 
(lattice vibration) in quantum dynamical studies.   
 
Recent Progress  
 

In an earlier study of H atom recombination on Ni(100), we allowed the lattice atoms to 
move, which required that we construct a potential energy surface based upon the instantaneous 
positions of the lattice atoms and the adsorbates.  We avoided the usual problems associated with 
pairwise potentials by using a potential based upon ideas from embedded atom and effective 
medium theory, but instead of using the isolated atom electron densities, we fit the one and two-
body terms to reproduce the results of our DFT calculations.  More recently we used the part of 
this potential describing the Ni-Ni interactions to study the sputtering of Ni surfaces by Ar beams, 
in order to further test the utility of these potentials [1].  We find that this form for the potential 
very accurately describes the energy required to severely distort the lattice or to remove one or 
more Ni atoms from the lattice.  Agreement of sputtering yields and threshold energies with 
experiments is greatly improved over earlier models. 
 

We completed our studies of H-graphite reactions, which play an important role in the 
formation of molecular Hydrogen on graphitic dust grains in interstellar space, as well as in the 
etching of the graphite walls of fusion reactors.  In earlier work, using DFT-based electronic 
structure methods, we demonstrated that an H atom could chemisorb onto a graphite terrace 
carbon, with the bonding C atom puckering out of the surface plane by several tenths of an Å.  
We computed the potential energy surface for the Eley-Rideal (ER) reaction of an incident H 
atom with this chemisorbed H atom, and suggested that the reaction cross sections should be very 
large – on the order of 10 Å2.  Motivated by our studies, the group of Küppers (Bayreuth) showed 
experimentally that H could indeed chemisorb, that the lattice did pucker, and that the cross 
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section for the H(g) + D/graphite ER reaction to form HD(g) was about 8 Å2.  We demonstrated 
that the H2 formed in these reactions should be very highly excited, vibrationally, and might be 
responsible for some of the unique chemistry that occurs in interstellar clouds.  Hydrogenation of 
the edge carbons was also explored.  We demonstrated that the vapor pressure of H2 in 
equilibrium with these hydrogenated structures is too small to be useful for hydrogen storage. 

 
 More recently we have focused on the remaining unsolved question as to why the 
measured sticking probabilities of H on graphite are so large, roughly 0.4.  Given the significant 
lattice distortion required for chemisorption, this is surprising.  We used DFT to map out the H-
graphite interaction as a function of the position of the bonding carbon, and found a barrier to 
chemisorption of about 0.2 eV, in excellent agreement with recent experiments.  A potential 
energy surface for trapping and sticking was constructed, and a low-dimensional collinear 
quantum study of the trapping process was implemented [2].  We found that the bonding carbon 
reconstructs in about 50 fs.  Our results suggested that sticking proceeds via a trapping resonance, 
which relaxes by dissipating energy into the substrate over a ps or so.  More recently we 
computed the full three-dimensional potential, and used classical mechanics to compute the 
sticking cross sections [4], which are on the order of 0.1 Å2 at energies not too far above the 
barrier.  However, when averaged over the experimental incident energy distribution, the 
computed sticking probabilities were only around 0.08.  The proposed mechanism involving a 
trapping resonance was confirmed. An improved model that included a large dynamical graphite 
lattice of over 100 Carbon atoms provided a more accurate (and converged) description of the 
relaxation and stabilization of the C-H bond, but did not give a significantly different sticking 
probability [7].  However, we have since come to understand the (apparent) discrepancy between 
experiment and theory. Using DFT, we computed the potential energy surfaces for the addition of 
H atoms to Carbon sites adjacent to chemisorbed H atoms.  These show that after the addition of 
one H atom to the surface, there are surface sites where the barrier to H sticking is small, and the 
binding energy is large [7].  Thus, while the initial (true zero coverage) sticking may indeed be 
small, as we computed, the addition of subsequent H atoms in preferred locations relative to the 
initial adsorbates may happen with a large probability.  This has now been confirmed by two sets 
of experiments.  The Küppers group has now measured sticking down to (true) zero coverage, 
finding probabilities of around 0.1.  They observe that sticking increases as coverage increases.  
This group and another have also observed pair formation, via STM, where H atoms are observed 
to cluster together on the surface, due to these preferred binding sites. 
 
 It is likely that in interstellar space much of the ER-reactive adsorbed H is physisorbed.  
In order to estimate the rates for H2 formation via this pathway, it is necessary to know the 
sticking probability of H into the physisorption well.  We have developed a powerful approach to 
these types of problems based on the reduced density matrix, which allows us to evolve a 
quantum system weakly coupled to a bath over a relatively long time.  Thus, we can not only 
compute, quantum mechanically, the scattering into free and bound states, we can observe over 
long times the relaxation and/or desorption from these states; i.e., the evolution towards true 
sticking.  We have tested this approach in a study of He scattering and trapping/desorption on 
corrugated metal surfaces over timescales of 100’s of ps [8]! This method was applied to H 
physisorption on graphite, and we demonstrated that sticking can be enhanced at low energies due 
to diffraction mediated trapping states that relax into the substrate [8]. 
 
 We concluded our studies of the H(g) + Cl/Au(111) reaction, motivated by two detailed 
experimental studies of this system.  These experiments observe strong H atom trapping and a 
thermal Langmuir-Hinshelwood channel for HCl formation, as well as ER and hot atom (HA) 
channels.  One of our findings is that the ER reaction cross section is much larger than for H(g) + 
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H/metal reactions, roughly 1 –2 Å2.  This is due to a steering mechanism, and arises from the 
relatively large distance of the adsorbed Cl above the metal.  The incoming H atom is strongly 
attracted to both the Cl and the metal, but it encounters the layer of adsorbed Cl atoms first, and 
steers towards them. There are also some interesting variations of ER reactivity with the Cl 
vibrational state, and an exchange pathway is observed (for the first time), in which the H remains 
bound while the Cl desorbs. Quasi-classical trajectories were used to study this reaction for the 
case of large Cl coverages, and with dissipation of the trapped hot atoms’ energy into the lattice 
[3].  The ER and HA reaction pathways for HCl formation are a bit more complicated than for 
molecular Hydrogen formation.  We find that HA reactions dominate the formation of HCl.  We 
also find that there must be significant energy loss into the substrate excitations, perhaps into 
electron hole pair excitations, from either the trapping hot H atoms, or the excited product HCl, in 
order to agree with experiment. 
 

Most of the past two years have been spent exploring the dissociative adsorption of 
methane on metals.  A problem that is not well understood is how methane reactivity varies with 
the temperature of the metal, and why the nature of this variation differs from metal to metal.  To 
examine this we have used DFT to compute the barriers and explore the potential energy surfaces 
for methane dissociation on several metal surfaces.  We have also examined how these barriers 
change due to lattice motion.  Starting with the Ni(111) surface, we found that at the transition 
state for dissociation, the Ni atom over which the molecule dissociates would prefer to pucker out 
of the surface by 0.23 Å.  Put another way, when this Ni atom vibrates in and out of the plane of 
the surface, the barrier to dissociation over this Ni atom increases and decreases, respectively.  
This should lead to a strong variation in the reactivity with temperature. In addition, it is not clear 
that a metal atom would have time to move or relax during a reactive collision.  To explore these 
issues, high dimensional quantum scattering calculations were implemented, which allowed for 
the motion of several key methane degrees of freedom, as well as the metal lattice atom over 
which the reaction occurs.  It was found that the lattice has time to at least partially relax (pucker) 
during the reaction, even at collision energies of an eV or so.  The net result is that the reactivity 
was significantly larger than for the static lattice case.  We compared our results with the surface 
oscillator model, used for many years to explain the effects of thermal lattice motion on 
dissociative adsorption.  For this model, the lattice recoils into the surface during the collision, 
leading to a lower reactivity.  We clearly demonstrated that when lattice relaxation in the 
presence of an adsorbate is possible, the physics is very different from what has long been 
assumed [5, 6].  

 
This model was also used to elucidate recent experiments of the Utz group (Tufts), who 

examined CD3H dissociation on Ni(111).  They were able to significantly enhance reactivity by 
laser exciting the C-H stretch of the molecule.  Generally, the reactivity of the laser-excited 
molecules are compared with the “laser off” reactivity, and an open question has been to what 
extent vibrationally excited molecules contribute to this “laser off” reactivity. We were able to 
show that vibrationally excited molecules can make significant contributions, particularly at 
lower incident energies where the ground vibrational state is “below the barrier”[6].  

 
We have since used DFT to explore the reaction pathways for methane dissociation on 

Ni(100), Pt(111) and Pt(100).  We find that there are similar forces for lattice relaxation and 
puckering of the metal atom over which the molecule dissociates.  In an attempt to understand 
recent experimental results on Ni(111) and Pt(111) from the Beck group, we have implemented a 
detailed comparison of methane dissociation on these two surfaces (submitted).  First, DFT-based 
potential energy surfaces, much improved over our previous work, were constructed.  The static 
surface barrier to reaction is about 0.13 eV lower on the Pt surface.  Then, quantum scattering 
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studies were implemented as before.  While the forces for lattice puckering are similar on the two 
metals, the heavier Pt is much less able to move during the reaction.  We also find that under the 
experimental conditions, vibrationally excited molecules were more likely to contribute to the 
reactivity on Ni(111) than on Pt(111).  When all of the initial states of the molecule and the lattice 
are properly averaged over, we are able to explain the Ni(111) reactivity well.  However, we 
underestimate the reactivity on Pt(111), particularly at lower energies.  This may be due to the 
way we treat the motion of the methyl group in our model, or errors in the DFT energies. 

 
Future Plans 
 

The most significant shortcoming of our quantum scattering model is that it neglects 
motion parallel to the surface, including only the most reactive pathway (over the top site).  On 
Ni(111) and (100) we have shown that during the reaction the methyl group moves towards a 
hollow site, while on Pt(111) and (100) the methyl remains at the top site.  This may be the 
source of our inability to explain the relative reactivity on these two surfaces.  We have 
formulated, and plan to implement, an approximate quantum way to include this type of motion, 
which also effectively averages over the surface impact sites, giving us probabilities more directly 
comparable with experiment. Another way to improve our model is to describe some of the 
degrees of freedom classically.  We are writing and testing a code that treats the motion of the 
heavy lattice atom classically, and the other variables quantum mechanically.  This has required 
us to change our coordinate system and develop a new way to energy-resolve our results, and we 
are (hopefully) close to solving these problems.  Once completed, additional lattice atoms or 
molecular variables are easily added classically.  We will then use these improved models to re-
explore the Ni(111) and Pt(111) surfaces.  Similarly, we will develop potential energy surfaces 
for methane reaction on Ni(100) and Pt(100), based on our DFT studies.  There are numerous 
experimental studies on these surfaces, and as before, we want to understand the variation in 
reactivity with respect to surface, temperature, and the vibrational state of the molecule.  We will 
continue to work with the Utz group, who can now measure methane reactivity over a wide range 
of surface temperatures.  Eventually we hope to also examine methane dissociation on the step 
and defect sites of these and other metal surfaces. It is likely that the magnitudes of the thermal 
fluctuations and any relaxations are larger at these defect sites than on the terraces. 
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I.  Program Scope  
 Applied heterogeneous catalysts are typically highly defective materials deposited on 
support materials.  Varying the type of processing, the doping, and the type of support are 
known to influence catalytic activity.  Yet, because of the complexity of these systems, 
experimental reproducibility is difficult, and theoretical modeling is challenging.  Our project 
takes a bottom-up approach to determining the roles of the various components of applied 
systems by using cluster models, with the primary focus on transition metal (TM) oxides and 
sulfides.  The strategy of this project is to determine the defect structures that exhibit the 
essential balance between structural stability and electronic activity necessary to be 
simultaneously robust and catalytically active, and to find trends and patterns in activity that 
can lead to improving applied catalytic systems.  Since bonding in metal oxides and sulfides is 
largely ionic, it is also very localized, and extending what is learned from small cluster 

systems can be more rationally scaled to 
applied particulate and supported catalysts.   

 This project involves both 
experimental and computational approaches.  
Experimentally, the bare metal oxide and 
sulfide clusters are produced using a laser 
ablation/pulsed molecular beam cluster 
source, and the mass distribution of the 
negative ions is measured using mass 
spectrometry.  Anions are of particular 
interest because of the propensity of metal 
oxide and sulfides to accumulate electrons in 
applied systems.  Cluster structures are 
probed using a combination of mass-specific 
anion photoelectron (PE) spectroscopy and 
calculations.  Clusters are then exposed to a 
variety of reagents relevant in a range of 
catalytic applications, including H2O, CH4, 
CO, and CO2.  Reaction products are probed 
mass spectrometrically and with PE 
spectroscopy, and detailed studies of the 
mechanisms and energetics of the reactions 
are done computationally.    
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II.  Recent Progress 
A. Reactions between H2O and MxOy

− (M = Mo, W) clusters 
 The role of defects on the interaction 
between the group 6 metal oxides is relevant to 
understanding the mechanisms associated with 
the photocatalytic decomposition of water.  We 
have undergone a series of reactivity studies 
involving both MoxOy

− clusters and WxOy
− 

clusters with water, and have found remarkable 
differences in how the clusters interact with 
water.  MoxOy

− suboxide clusters essentially 
undergo a combination of oxidation and 
hydroxide formation upon exposure to water, as 
seen by comparing the two bottom traces in 
Figure 1 (in order to guide the eye, ↓’s indicate 
the MxO3x

− stoichiometric clusters).   WxOy
− 

clusters exposed to water, on the other hand, appear to slightly increase oxidation state on 
average, but very few hyperoxides are formed.  Rather, very specific WxOy

− appear to add a 
complete water, presumably dissociatively.  Figure 2 shows a higher-resolution mass spectrum 
of the W2Oy

− manifold, in which W2O6H2
− is the only H-containing cluster.  In the W3Oy

− 
manifold (not shown), W3O7H2

− is the only H-containing cluster.  This evokes a picture of 
WxOy

− + H2O  WxOy+1
− + H2 in general, but with deviations from this in very specific cases, 

such as W2O5
− + H2O  W2O6H2

−.  Anion PE spectra have been obtained for the relevant 
participants in these reactions.   
 Computational approaches to quantifying and explaining chemical reactivity on metal 
oxides relies on the initial identification of experimentally relevant structural isomers. Much 
of this work has already been done by us and other researchers.1,2  However, recently we have 
discovered new low energy isomers of the W2O2

– and W2O3
– clusters that have different 

electronic structures than previously reported. These isomers have either higher spin states, or 
antiferromagnetically coupled metal centers. These findings will be significant for water 
reactivity studies in that the release or uptake of molecular oxygen (two unpaired electrons) 
often requires a change in multiplicity, which is facilitated by systems with more unpaired 
electrons. 
  
B.  Comparison of reactions between CH4 and MxOy

− (M = Mo, W) clusters 
 Our previous studies on reactions between MoxOy

- clusters and CH4 (and C2H6) 
showed, in general, oxidative addition reaction products that resulted in the destruction of the 
Mo-O-Mo bridge bonds in the cluster, which is evocative of the Mars-van Krevelen 
mechanism for the partial oxidation of hydrocarbons.  WxOy

− clusters, in contrast, were non-
reactive toward CH4, except when CH4 was present in the carrier gas at the site of the 
ablation.  We have published work on the mechanistic explanation of methane activation on 
Mo2Oy

– clusters, which essentially shows that the oxidative addition reactions become 
energetically feasible with the addition of at least two CH4 molecules.3   
 We have recently examined the role of the unreacting metal center(s) in two possible 
types of reactive interactions: An oxidative addition in which the metal center is inserted into 
the C-H bond, and a σ-bond metathesis reaction which involves the C-H and M-O bonds 
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reacting to form C-M and H-O bonds. Binary clusters were also considered for comparison.  
The adjacent table summarizes the 
results for MM′O5

− clusters.   
 The oxidative addition reaction is 
both thermodynamically and kinetically 
more favorable than the σ-bond 
metathesis reaction for each sub-oxide 
cluster studied.  Similar conclusions 
have been drawn by Goddard and 
coworkers through investigations into 

the single metal center MOx  (M = Cr, Mo, W; x = 1,2,3) reactions with methane,4 though the 
current results with the M2Oy

– clusters are likely to be more experimentally relevant as the 
saturated metal centers assume the tetrahedral geometries observed in bulk systems.  The 

barrier for oxidative 
addition to W2O5

− is 
somewhat higher than 
for Mo-containing 
analogs. 
 
C.  Exploring potential 
oxidation of CO and 
reduction of CO2 by 
MoxOy

− and WxOy
− 

clusters 
 We have 
previously run 
experiments on the 
reactivity of MoxOy

− 
toward CO, a notorious 
poison in a number of 
catalytic applications, 
including Pt 
electrocatalysts used in 
proton exchange 

membranes used in fuel cells.  Addition of dispersed Mo/C particles in these systems has been 
found to improve the system’s overall tolerance to CO.5   
 The reaction product distribution measured in the MoxOy

− + CO reactions, in addition 
to suggesting that the oxidation of CO was a primary reaction, revealed an interesting set of 
coordinatively unsaturated molybdenum and molybdenum oxide carbonyls [e.g, Mo(CO)5

−, 
MoO(CO)3

−, MoO2(CO)1,2
−].  We have just finished a series of calculations on the observed 

product anions and neutrals, in addition to intermediates that were not observed under the 
experimental conditions [e.g., Mo(CO)1−3

−/ Mo(CO)1−3, etc.].  The results of the calculations 
have allowed us to (1) correlate spin state with coordination, (2) correlate the nature of the 
Mo−CO bond while varying charge state and oxidation state, and (3) determine the nature of 
partially-occupied or low-lying un-occupied orbitals that may be relevant in catalytic 
processes. For instance, experimentally, we found that MoO(CO)3

− undergoes 

 Oxidative Addition σ-Bond Metathesis
kcal/mol Barrier ∆EReaction Barrier ∆EReaction 

Mo2O5
– 7.66 -19.85 14.05 -12.29 

MoWO5
– 7.47 -20.29 17.8 -10.24 

W2O5
– 9.25 -30.52 20.92 -18.03 
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photodissociation: OMo(CO)3
− + hv (3.49 eV)  MoO− (4Π) + 3 CO.  Computationally, we 

determined that the ground state of OMo(CO)3
− is a 2A1 state, so this is a spin-forbidden 

process that appears to happen readily.  The facility of spin-forbidden reactions is a hallmark 
of the second- and third-row TM-based catalysts.  All of the explored effects are all relevant in 
supported systems, in which a CO-coordinated Mo-center may interact strongly with 
negatively charged oxygen atoms of the support. 
 The oxidation of CO by Mo2Oy

− occurs only for y = 2;  Mo2O2
− merely adds CO.  The 

question of whether CO2 could be reduced by extremely oxygen-deficient clusters was 
therefore raised.  Also, WxOy

− clusters have been found to be completely non-reactive toward 
CO, which is expected considering the relative bond dissociation energies of Mo−O (5.2 eV), 
W−O (7.5 eV) and OC−O (5.43 eV).  Figure 3 shows some new results on reactions between 
CO2 and the Mo− and W-based clusters.  Very interesting size and oxygen content-specific 
reactivities have emerged from these studies, which will further be explored spectroscopically 
and computationally.    
  
III.  Future Plans 
 
 A wide range of new reaction products have been observed with both H2O and CO2 
that suggest very interesting reaction mechanisms. Mass-specific reactivity studies will be 
carried out, once the mass filter has been optimized, along with spectroscopic investigation of 
the resulting complexes to characterize the bonding in these systems.  We will also explore the 
energetics associated with catalyst activity and regeneration:  The impact of electronic 
excitation of the complexes will be studied using resonant two-color experiments in which the 
effect of electronic excitation on structural rearrangement or photodissociation of the complex 
will be determined.  DFT and TD-DFT studies are ongoing in parallel with all the 
experimental studies to facilitate the data interpretation as well as to predict full-cycle 
catalytic processes on the clusters.  Full experimental and computational studies on Mo and W 
sulfide clusters, relevant to hydrodesulfurization, will be initiated in the next 12 months.  

 
IV. References to publications of DOE sponsored research that have appeared in 2004−present 
or that have been accepted for publication 
 
(Four manuscripts currently in preparation.) 
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Understanding the Electron-Water Interaction at the Molecular Level: Integrating 
Theory and Experiment in the Cluster Regime: DE-FG02-06ER15800 
 
Program Manager: Dr. Gregory Fiechtner 
 
K. D. Jordan (jordan@pitt.edu), Dept. of Chemistry, University of Pittsburgh, 
Pittsburgh, PA 15260 
and M. A. Johnson (mark.johnson@yale.edu), Dept. of Chemistry, Yale University, 
New Haven, CT 06520 
 
 The focus of our work is to understand the cooperative mechanics governing the 
interaction of an excess electron with well-defined networks of water molecules using the 
unique properties of size-selected ionic clusters.  In the smallest size regime, clusters 
containing fewer than 10 or so water molecules, the advantage of this approach is that the 
entire cluster can be treated both experimentally and theoretically as a “supermolecule” in 
the sense that spectra can be effectively assigned to vibrational modes associated with 
particular minimum energy structures.  Perfecting this exercise has been a central theme 
of our joint work over the past decade, which has been considerably assisted through 
DOE support since 2003.  Challenges for the field are now to increase the scope of the 
cluster-based studies to capture more of the complexity at play in the condensed phase.  
This involves working with larger systems with finite (and controlled) internal energy 
content.   
 

From the theoretical perspective, this extension requires the use of a model 
potential approach calibrated in the small cluster regime where the spectral signatures of 
structure are definitive and accurate calculations are feasible.  In this regard, the so-called 
“Drude” model, developed in the Jordan group and which enables calculation of the 
properties of large clusters at finite temperature, plays a central role in our joint work.  
On the experimental side, working with larger systems inevitably introduces the 
complication of multiple isomers contributing to size-selective measurements.  The 
isomer issue has two aspects: first, we need to understand the spectral patterns of the 
isomers present, and second, we must establish the free-energy barriers to interconversion 
between these isomers in the microcanonical ensemble.  We have made great progress on 
both of these challenges in the past year, primarily due to the technical advances and 
focus we now enjoy as a result of our new apparatus commissioned in the spring of 2007 
and dedicated to this DOE supported project.  This multi-faceted instrument incorporates 
a highly efficient velocity map imaging photoelectron spectrometer for size-selected 
negative ions and implements a novel, three-stage mass-analysis approach that enables us 
to obtain the structures of isomers and follow the pathways for their interconversion. The 
water cluster anions occur in four distinct structural classes (denoted I’, I, II and III in 
decreasing order of electron binding energy).  In the past year, we have established how 
these isomers evolve upon growth by condensation[11] and obtained the first results on 
the barriers for their interconversion.[10]  The latter measurements were the first results 
from our newly implemented, Ar-mediated pump-probe scheme in which two tunable 
infrared lasers manipulate isomer populations. 
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I.   Exploring isomerization pathways upon aggregation: Ar-mediated 
 incorporation of a single D2O molecule into (H2O)6

- · Arm clusters  
 
 In this component of the program, we follow the Ar-mediated condensation of an 
isotopically labeled water molecule onto a high binding (type I) cluster: 
 
  (H2O)6

- (I)· Arm + D2O → D2O·(H2O)6
- (I,I’,II) ·Arn  

    + (n – m) Ar 
  
and then establish the isomeric composition (I, I’ or II) 
of the adduct by acquiring its photoelectron and 
vibrational predissociation spectra. This procedure 
allowed us to deduce not only the types of isomers that 
can be formed, but also trace where the D2O molecule 
resides in the resulting network!  The vibrational 
predissociation spectrum of the product in the bending 
region is indicated in Fig. 1, which reveals bands of 
both the newly incorporated D2O as well as the water 
molecules in the original hexamer reactant.  
Interestingly, three isomers are formed upon 
condensation, and the D2O molecule is observed to 
displace the special water molecule in the AA binding 
site that traps the excess electron in the high binding 
forms (I and I’). This work is reported in ref. (11). 
 
II. Vibrationally mediated isomerization using a pump-probe approach with multiple 

stages of mass selection. 
 
 We have engaged a major new effort to establish the barriers for isomer 
interconversion and thus illuminate the 
significant features of the potential 
landscape underlying the cluster dynamics.  
One aspect of the method is shown 
schematically in Fig. 2, where we selectively 
inject energy into a particular isomer by 
exciting one of its characteristic vibrational 
transitions, and then interrogate the 
distribution of isomers in the 
photofragments after mass-selection using 
velocity map photoelectron imaging.  The 
instrument also has the capability of 
acquiring the vibrational predissociation 
spectra of the photofragments to further 
characterize the isomer distribution in the 
photoproducts. The important aspect of this 
approach is that the isomerization event 
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Figure 1.  Ar predissociation 
spectrum of D2O·(H2O)6

-·Ar6 product 
ions from condensation of D2O 
molecules onto the (H2O)6

-·Ar12 parent 
cluster, in the region of the bending 
fundamentals of the H2O, D2O and 
HOD molecules.  These data indicate 
that the D2O molecule can displace the 
H2O molecule at the AA binding site 
for the excess electron. 
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-·Ar8 is established using 
imaging photoelectron spectroscopy of the 
photofragment ions.  
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occurs within moderately large Ar clusters, and evaporation of Ar atoms effectively 
quenches the system back into minimum energy configurations.   
 Using the Ar cluster–mediated pump-probe approach, we have established that 
conversion is very inefficient starting from isomer I when excited at relatively high 
energy in the OH stretching region (~3400 cm-1), but isomer I’ readily converts to types I 
and II upon photoexcitation in this range.  The most labile isomer is type II, which yields 
type I upon excitation in the lower energy intramolecular HOH bending region around 
1500 cm-1.  These results suggest that isomer II occurs as a rather high energy form, 
which can be converted to lower energy type I iomers over a barrier which is less than 
1500 cm-1.  The Ar-cluster quenching approach also affords the capability of monitoring 
the relative energies of isomers by counting the number of Ar atoms that are ejected 
when intracluster isomerization occurs.  To carry out this measurement, we have 
measured the predissociation spectra of several photofragments corresponding to 
different Ar loss channels.  Preliminary results indicate that the type II form of the 
octamer anion lies about 1200 cm-1 above the type I species, as isomerization yields 
fragments with about three fewer Ar atoms attached than the excited clusters that relax 
back into the isomer II minimum.  
 

Figure 3. Partial disconnectivity 

III. Theoretical studies 
 

One of the major challenges in interpreting the 
experimental data on the (H2O)n

- clusters is 
identifying stationary points (both minima and 
transition states) accessed experimentally.  We have 
recently used the quantum Drude model developed in 
the Pittsburgh group to carry out parallel tempering 
Monte Carlo (PTMC) method in simulations of the 
(H2O)7

- cluster[12], which has been characterized 
experimentally by the Yale group.[9]. More recently 
we have interfaced the polarization model code for 
describing excess electrons[13] with transition state 
searching diagrams to map out the reaction pathways 
for the (H2O)6

- cluster.  (A partial disconnectivity 
diagram from this analysis is shown in Fig 3.)  This 
capability will be especially valuable for analyzing 
the rearrangement pathways being explored by the Yale 
group. 

diagram of (H2O)6
-. (Energies in 

kJ/mol.) 
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Program Scope 

The objective of this work is to develop a understanding of the chemical physics governing 
nucleation in both the vapor and in solution. The thermodynamics and kinetics of the embryos of 
the nucleating phase are important because they have a strong dependence on size, shape and 
composition and differ significantly from bulk or isolated molecules. The technological need in 
these areas is to control chemical transformations to produce specific atomic or molecular 
products without generating undesired byproducts, or nanoparticles with specific properties.  

Compared to gas-phase chemical transformation, which in most cases can be viewed as 
isolated encounters of two reactant species, the proximity of condensing solvent atoms or 
molecules can profoundly alter reaction kinetics and thermodynamics. Computing reaction 
barriers and understanding condensed phase mechanisms is much more complicated than those 
in the gas phase because the reactants are surrounded by solvent molecules and the 
configurations, energy flow, and electronic structure of the entire statistical assembly must be 
considered. 
 
Recent Progress 
Electronic Effects on the Surface Potential of Water 

The surface potential of the vapor-liquid 
interface of pure water is relevant to 
electrochemistry, solvation thermodynamics of 
ions, and interfacial reactivity. The chemistry of 
an ion near the vapor-liquid interface is 
influenced by the surface potential. Indirect 
determinations of the surface potential have 
been experimentally attempted many times, yet 
there has been little agreement as to its 
magnitude and sign (−1.1 to +0.5 V). We 
performed the first computation of the surface 
potential of water using ab initio molecular 
dynamics and find a surface potential χ = -18 
mV with a maximum interfacial electric field = 
+ 8.9 × 107 V/m consistent with structural data 
from SHG and SFS measurements. We find that 
explicit treatment of the electronic density 
makes a dramatic contribution to the electric 

properties of the vapor-liquid interface of water. For example, our calculation of the surface 

Figure 1. The TZV2P electrostatic potential ϕ(z) 
data (black circles) along with a tanh fit (smooth 
solid blue curve) to the ϕ(z) data and the 
corresponding interfacial electric field Ez(z) (dashed 
green curve). The Gibbs dividing surface is located 
at z = 9 Å (vertical dotted line). 
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potential is ~30 times smaller than all previous molecular simulations. The associated E-field can 
alter interfacial reactivity and transport while the surface potential can be used to determine the 
“chemical” contribution to the real and electrochemical potentials for ionic transport through the 
vapor-liquid interface.  
 
Relaxation Effects in Small Water Cluster Dissociation in Photoionization Experiments 

Recently, monomer dissociation energies of 
neutral water clusters were estimated via a 
thermodynamic cycle that utilized the 
measured appearance energies of vacuum 
ultraviolet (VUV) photoionized water clusters 
and the previously reported dissociation 
energies of protonated water clusters. We 
investigated the role of relaxation and found it 
to be significant. Thus, the neutral water 
cluster monomer dissociation energies cannot 
be directly determined from the measured 
ionization potentials because they are 
themselves involved in the thermodynamic 
cycle. 
 
 
 

Understanding (Ag+)aq from EXAFS and ab initio Molecular Dynamics 
Crystallization is one of the most challenging problems in chemical physics. Salts having large 
solubilities require higher salt concentrations to crystallize than salts with lower solubilities. 
Charge transfer effects are important in dictating the difference between salts of AgCl versus 
NaCl. To this end, we calculate EXAFS signals using electronic structure and ab initio dynamics 
of an Ag+ ion in water to test the validity of the interactions and statistical mechanical sampling. 

Figure 2. Illustration of the thermodynamic cycle, 
including relaxation, used to obtain monomer 
dissociation energies for small neutral water clusters 
from their measured vertical ionization energies. 

Figure 3. (Left) Aqueous solvation of Silver cation (Ag+). Comparison between the measured EXAFS  
and the Fourier transform of the absorption fine structure from ab initio molecular dynamics. 
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We are also interested in the relative populations between tetrahedral, octahedral, or trigonal by-
pyramidal coordination, which has been a controversial issue in inorganic chemistry. 
 
Future Plans 
Thermodynamics and Electrodynamics of Solvation and Crystallization 

The surface potential and electric field at 
the interface between a salt crystal and 
liquid water influence the formation and 
growth of crystals from aqueous 
solution. Accurate inclusion of 
electronic effects, charge transfer, 
polarization, etc. are essential to 
understand the extreme differences 
found in crystallization thermodynamics 
and kinetics between NaCl and AgCl. To 
this end, we are computing the 
interfacial potential and electric field 
experienced by ions as they move from 
aqueous solvation to the crystal phase. 

 
Crystalloluminescence 
It has been known since the 1700’s that the crystallization of certain substances from solution is 
accompanied by the emission of light - crystalloluminescence. It is found that at the early stage 
of crystal nucleation a burst of some 105 photons in the range of 390 to 570 nm is emitted. Figure 
3 shows the TDDFT excited state frequencies and oscillator strengths of NaCl crystal fragments 
with and without Ag+ trace impurities – observation shows the presence of Ag+ enhances 
crystalloluminescence. Larger clusters and the inclusion of solvent effects are currently in 
progress. 

 
Figure 5. Excited state energies and oscillator strengths of NaCl including substitution with Ag+ are consistent with 
observation. 
 

Figure 4. Calculations are being performed to understand the 
influence of the electric potential and field differences 
between freshly forming crystal phase and the bulk aqueous 
phase. 
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Program Scope 

The objective of this program is to examine physiochemical phenomena occurring at the surface and 
within the bulk of ices, oxides, and amorphous materials. The microscopic details of physisorption, 
chemisorption, and reactivity of these materials are important to unravel the kinetics and dynamic 
mechanisms involved in heterogeneous (i.e., gas/liquid) processes. This fundamental research is relevant 
to solvation and liquid solutions, glasses and deeply supercooled liquids, heterogeneous catalysis, 
environmental chemistry, and astrochemistry. Our research provides a quantitative understanding of 
elementary kinetic processes in these complex systems. For example, the reactivity and solvation of polar 
molecules on ice surfaces play an important role in complicated reaction processes that occur in the 
environment. These same molecular processes are germane to understanding dissolution, precipitation, 
and crystallization kinetics in multiphase, multicomponent, complex systems. Amorphous solid water 
(ASW) is of special importance for many reasons, including the open question over its applicability as a 
model for liquid water, and fundamental interest in the properties of glassy materials. In addition to the 
properties of ASW itself, understanding the intermolecular interactions between ASW and an adsorbate is 
important in such diverse areas as solvation in aqueous solutions, cryobiology, and desorption phenomena 
in cometary and interstellar ices. Metal oxides are often used as catalysts or as supports for catalysts, 
making the interaction of adsorbates with their surfaces of much interest. Additionally, oxide interfaces 
are important in the subsurface environment; specifically, molecular-level interactions at mineral surfaces 
are responsible for the transport and reactivity of subsurface contaminants. Thus, detailed molecular-level 
studies are germane to DOE programs in environmental restoration, waste processing, and contaminant 
fate and transport.  

Our approach is to use molecular beams to synthesize “chemically tailored” nanoscale films as model 
systems to study ices, amorphous materials, supercooled liquids, and metal oxides. In addition to their 
utility as a synthetic tool, molecular beams are ideally suited for investigating the heterogeneous chemical 
properties of these novel films. Modulated molecular beam techniques enable us to determine the 
adsorption, diffusion, sequestration, reaction, and desorption kinetics in real-time. In support of the 
experimental studies, kinetic modeling and Monte Carlo simulation techniques are used to analyze and 
interpret the experimental data.  

Recent Progress and Future Directions 

Deeply Supercooled Binary Liquid Solutions from Nanoscale Amorphous Films Supercooled liquids 
and amorphous materials (glasses) are thermodynamically metastable and typically have extremely low 
diffusivities. These properties make studies of these fundamentally important regimes difficult.  One 
challenge in the study of supercooled liquids is the difficulty in preventing crystallization.  We have 
previously demonstrated an alternate approach to create and study these elusive liquids which we call 
“beakers without walls.”  Through the use of molecular beams and nanoscale amorphous solid films, we 
are able to produce deeply supercooled liquid solutions and study their transport properties in these 
nanoscale films not possible in macroscopic samples.  Our approach is to heat an amorphous solid above 
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its glass transition temperature, Tg, where upon it transforms into a supercooled liquid prior to 
crystallization.  Using this approach we were able to create and study the properties of a metastable 
deeply supercooled liquid solution of methanol and ethanol.  

The lifetime of the supercooled liquid is limited by the kinetics associated with the thermodynamic drive 
to form the lower free energy crystalline phase.  By making the films thicker, we can extend the time the 
system spends in the metastable region.  This enables us to “watch” the metastable liquid phase separate 
into the equilibrium components dictated by the binary liquid-solid phase diagram.  For example, on the 
ethanol-rich side of the phase diagram, the methanol desorption rates and the simulation predictions are in 
agreement for all films but eventually deviate above the simulation prediction for thicker films.  
Concurrent FTIR measurements reveal the departures from ideal solution behavior occur in concert with 
the onset of precipitation of crystalline ethanol.  Analogus experiments with methanol-rich film 
compositions show that the deviation from ideal solution desorption behavior is correlated with the onset 
of the precipitation of crystalline methanol.  In principle, it may be possible to quantify the crystallization 
kinetics in metastable regions of the phase diagram.  However in some thicker films, even at temperatures 
and compositions where a stable liquid should exist, we unexpectedly observe deviations from ideal 
solution behavior.  Visual inspection of the sample indicates that these apparent departures from ideality 
arise from dewetting of the liquid film from the substrate.  Film dewetting will make quantification of the 
equilibration kinetics of the metastable supercooled liquids a challenge.  

In the supercooled liquid experiments, the intermixing of the methanol and ethanol has suppressed 
crystallization and allowed for the quantitative determination of the desorption rates for pure supercooled 
methanol and ethanol which are otherwise unattainable from the pure films due to rapid crystallization. 
The supercooled liquid and crystalline desorption rate curves cross at their respective melting 
temperatures.  Below the melting temperature the crystalline rates are lower whereas above the melting 
temperature the liquid rates are lower.  The pure liquid and crystalline desorption rates can be used to 
calculate the melting lines in the binary phase diagram.  These results are in excellent agreement with, 
and extend well beyond the available melting data.  The crossing of the curves yields a eutectic 
temperature of 123.3 K at xM = 0.5.  Determination of the supercooled liquid desorption rates has allowed 
for the accurate determination of all the phase boundaries previously not measurable.  Future work will 
include bianry mixtures with water as one of the components. 

Effect of Incident Energy on the Properties of Amorphous Solid Water  The interaction of water with a 
substrate is of considerable interest in numerous scientific disciplines including surface science, 
electrochemistry, environmental science, atmospheric science, and biology.  Thus, understanding the 
water/substrate interaction at a fundamental level will have a wide range of applications.  The adsorption 
of molecules on the surfaces of solids is an important step in many processes, in particular, crystal 
growth, catalysis, and atmospheric chemistry.  In order for a molecule not to be reflected after colliding 
with a solid surface, it needs to lose the energy associated with the component of momentum normal to 
the surface.  It is, therefore, commonly assumed that the sticking coefficient, S0, scales with the energy 
that is normal (perpendicular) to the surface.  In collaboration with Hannes Jonsson (Univ. of Washington 
and Univ. of Iceland), we conducted both experimental and theoretical studies of the sticking of water 
molecules on ice over a wide range in energy (0.5 eV–1.5 eV) and incident angle (0-75º).  Surprisingly, 
we find that the sticking coefficient for a water molecule on ice is found to scale well with only the 
incident momentum component along the surface.  That is, molecules with the same velocity along the 
surface but quite different velocity normal to the surface have roughly the same probability of sticking.  
Molecular dynamics simulations show that the explanation for this unusual behavior appears to be a 
strong variation of the molecule-surface interaction energy as the molecule rotates. At normal incidence, 
the incoming molecule has time to orient itself as it approaches the surface into the optimal attractive 
orientation.  At glancing incidence and high incident energy, the molecule moves so fast it does not have 
sufficient time to reorient and has a repulsive interaction leading to scattering into the vapor phase. 

Also related to water/substrate interactions is the question of whether the incident kinetic energy can 
affect the phase of vapor deposited water.  In general, whether a vapor deposited material grows as an 
amorphous or crystalline solid depends on the ability of an incident molecule to explore the energetically 
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available configurational landscape to find the crystalline minimum.  The energy and time needed to find 
the thermodynamically favored crystalline configuration will depend on the incident flux, incident energy, 
incident angle, substrate temperature, and other factors related to the dynamics of energy transfer between 
the incoming molecule and the substrate.  In these experiments, molecular beams were used to vary the 
incident collision energy of water and TPD and FTIR were employed to probe the phase of the deposited 
film and the subsequent crystallization kinetics.  We find that for films deposited at 20 K, the collision 
energy (up to 205 kJ/mole) has no effect on either the initial phase of the deposited film or its 
crystallization kinetics.  These results suggest that the crystallization of amorphous solid water requires 
cooperative motion of the water molecules for crystallization to occur.  

Synthesis, Characterization, and Reactivity of Nanoporous Thin Films Highly nanoporous materials can 
have useful applications in a variety of areas including catalysis and chemical sensors.  A convenient 
method of growing model porous materials in ultra-high vacuum (UHV) is using collimated molecular 
beams at high incident deposition angles under ballistic deposition conditions.  A simple physical 
mechanism, ballistic deposition, can be used to understand the dependence of morphology on the growth 
angle.  At glancing angles, random height differences that arise during the initial film growth can block 
incoming flux essentially creating shadows that result in void regions in the shadowed region.  If surface 
and/or bulk diffusion are slow compared to the incident flux, i.e., the molecules “hit and stick”, then the 
voids remain unfilled.  Continued deposition results in porous films with filamentous columnar 
morphologies.  The approach has been used to grow porous metals, Si, and oxides.  These thin films can 
have extremely large porosities and surface areas.  Varying degrees of film porosity can be achieved by 
varying the deposition angle.  

Adsorbate transport and desorption within and from porous ASW is important for understanding the 
desorption of gases and evolution of cometary and interstellar ices largely composed of ASW.  In recent 
work, adsorption and desorption kinetics of N2 on porous ASW films were studied.  The experimental 
results show that the N2 condensation coefficient is essentially unity until near saturation, independent of 
the ASW film thickness indicating that N2 transport within the porous films is rapid.  The TPD results 
show that the desorption of a fixed dose of N2 shifts to higher temperature with ASW film thickness.  A 
kinetic analysis based on our previously developed TPD inversion method yields coverage dependent 
activation energy curves that when rescaled by the film thickness results in a single master curve.  
Simulation of the TPD spectra using this single curve results in a quantitative fit to the experiments over a 
wide range of ASW thicknesses and nitrogen doses. 

The success of the rescaling model means that transport within the porous film is rapid enough to 
maintain a uniform distribution throughout the film on a time scale faster than desorption.  Clearly, the 
ability to maintain a uniform distribution throughout the film will depend on length scale of the film, and 
in very thick films, one can envision the onset of transport limitations.  We do find that in thicker films 
(>1 µm) and at low temperature (<30 K) N2 mobility is limited on the length-scale of the thicker films and 
this results in a non-uniform distribution in the ASW film during adsorption.  Specifically, there is a 
greater concentration of N2 in regions of the film near the vacuum interface (near the pore opening).  
Further, the desorption spectra indicate that N2 mobility is not able to equilibrate the N2 concentration 
across the thicker films prior to desorption.  The transport limitations arise from the trapping of N2 on the 
high energy binding sites of the porous ASW film.  Nonetheless, the simple 1/N scaling model should be 
quantitatively applicable to a variety porous materials as long as the adsorbate distribution is uniform 
throughout the material and that this distribution rapidly adjusts during desorption.  Future studies will 
focus on examining the transport kinetics in other nanoporous materials. 
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Program Scope 

The objectives of this program are to investigate 1) the thermal and non-thermal reactions at surfaces and 
interfaces, and 2) the structure of thin adsorbate films and how this influences the thermal and non-
thermal chemistry. The fundamental mechanisms of radiation damage to molecules in the condensed 
phase are of considerable interest to a number of scientific fields ranging from radiation biology to 
astrophysics. In nuclear reactor design, waste processing, radiation therapy, and many other situations, the 
non-thermal reactions in aqueous systems are of particular interest. Since the interaction of high-energy 
radiation (gamma-rays, alpha particles, etc.) with water produces copious amounts of low-energy 
secondary electrons, the subsequent reactions of these low-energy electrons are particularly important. 
The general mechanisms of electron-driven processes in homogeneous, dilute aqueous systems have been 
characterized in research over the last several decades. More recently, the structure of condensed water 
and its interactions with electrons, photons, and ions have been extensively studied and a variety of non-
thermal reaction mechanisms identified. However, the complexity of the electron-driven processes, which 
occur over multiple length and time scales, has made it difficult to develop a detailed molecular-level 
understanding of the relevant physical and chemical processes.  
 
We are focusing on low-energy, electron-stimulated reactions in thin water films. Our approach is to use a 
molecular beam dosing system to create precisely controlled thin films of amorphous solid water (ASW) 
and crystalline ice (CI). Using isotopically layered films of D2O, H2

16O and H2
18O allows us to explore 

the spatial relationship between where the incident electrons deposit energy and where the electron-
stimulated reactions subsequently occur within the films. Furthermore, working with thin films allows us 
to explore the role of the substrate in the various electron-stimulated reactions. 

Recent Progress: 

Tetraoxygen on reduced TiO2(110): Oxygen adsorption and reactions with oxygen vacancies 
The interaction of oxygen with TiO2 is critical for a variety of applications including the photooxidation 
of organic materials, purification of water and air, and (potentially) photocatalytic water splitting. In 
photocatalysis, O2 is frequently used as an electron scavenger, but its exact role is unclear. The 
interactions of ‘simple’ molecules, such as O2 and H2O, with TiO2(110) are also scientific benchmarks for 
testing our understanding of the fundamental physical and chemical processes relevant to a broad class of 
oxide surfaces. 
 We have investigated the interaction of oxygen with reduced, rutile TiO2(110) using temperature 
programmed desorption (TPD) and electron-stimulated desorption (ESD) [11]. Surprisingly for O2 
coverages of 2 O2 per oxygen vacancy (Ov) or less, essentially no O2 desorbs as the sample is heated up to 
700 K. The amount of this chemisorbed oxygen, θChem, increases proportionally with increasing vacancy 
concentration.  For θChem = 2 O2/Ov, the O2 ESD yield versus annealing temperature indicates that a 
precursor state with 2 O2

 converts to a new species with 4 oxygen atoms – “tetraoxygen” – as the film is 
heated above ~200 K, and that this species decomposes upon annealing above ~400 K. In contrast for 
θChem < 1 O2/Ov, annealing above 280 K heals the vacancies and prevents further O2 chemisorption. These 
experimental results, which provide a new model for the interaction of oxygen with TiO2(110), are 
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consistent with the recent prediction that O4
2- is the most stable form of oxygen in bridging oxygen 

vacancies. 
 Figure 1 shows the integrated O2 
TPD and ESD signals versus the amount of 
O2 adsorbed on TiO2(110). When O2 is 
adsorbed at 25 K, all the O2 is chemisorbed 
for oxygen coverages, θO2, less than 2 O2/Ov 
and the integrated TPD signal corresponding 
to physisorbed O2 is zero (Fig. 1, circles). 
For higher coverages, the amount of 
physisorbed O2 increases linearly, and a 
small amount of O2 also desorbs at ~440 K 
(Fig. 2, triangles). We used O2 ESD to 
investigate changes in the chemisorbed O2 
(i.e. the O2 which does not desorb 
thermally). The squares in Figure 2 show the 
O2 ESD signal versus the amount of 
absorbed O2 for films where the O2 was 
adsorbed at 25 K and then annealed at 400 K 
prior to measuring the O2 ESD with 100 eV 
electrons at 100 K. For θO2 < 1 O2/Ov, the 
chemisorbed O2 dissociates upon annealing to 
heal the oxygen vacancy and, as a result, the O2 ESD signal is small. For θO2 > 2 O2/Ov, the chemisorbed 
oxygen molecules are converted to a new species – tetraoxygen – upon annealing to 400 K. The O2 ESD 
signal from this species is kinetically distinct from molecularly adsorbed O2 (data not shown). For 1 
O2/Ov < θO2 < 2 O2/Ov, the amount of tetraoxygen formed upon annealing increases linearly and the O2 
ESD signal increases correspondingly (Fig. 1, squares). 
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Fig. 1. O2 TPD and ESD signals versus O2 coverage. 

 
Hydrogen bonding, H/D exchange and molecular mobility in thin water films on TiO2(110) 
The interaction of water with TiO2 has technological implications for a variety of areas ranging from 
photocatalysis to self-cleaning surfaces. Scientifically, water on rutile TiO2(110) is widely considered to 
be an important “benchmark” system for metal oxides. Thus, the interactions of water with TiO2(110) for 
coverages, θ, of 1 monolayer (ML) and less have been extensively studied. However, understanding the 
water structure for θ > 1 ML is important since the corrugated structure of TiO2(110) and the strong 
binding of the first water ML are both likely to influence the structural transition to bulk water further 
from the surface, and thus the chemistry of aqueous/TiO2(110) interfaces.  

We have used the electron-stimulated desorption (ESD) of water from films of D2O, H2
16O and 

H2
18O to investigate hydrogen bonding, H/D exchange and molecular mixing between water adsorbed in 

the first monolayer (H2OTi) and water in the second monolayer (H2OBBO) on TiO2(110) for θ  ≤ 2 ML [9]. 
By depositing H2OTi at 190 K using one water isotope and H2OBBO at ≤ 70 K using a different isotope, 
films with no appreciable mixing isotopes between layers can be prepared. When H2OBBO is deposited at 
T > 70 K, partial or complete mixing with H2OTi occurs depending on the temperature and time. H/D 
exchange between H2OTi and H2OBBO occurs at ~15 K lower temperatures than H2

16O/H2
18O exchange. 

Isothermal experiments demonstrate that the mixing occurs with a distribution of activation energies 
centered on 0.29 ± 0.07 eV (0.26 ± 0.07 eV) for H2

16O/H2
18O (H/D) exchange. Thus in contrast to MD 

simulations, the results show that H2OTi rapidly exchanges with H2OBBO at temperatures well below 300 
K. The results also demonstrate that H2OBBO is hydrogen bonded to H2OTi. Since the lateral distance 
(0.325 nm) for atop adsorption at these sites is too large for hydrogen bonding, one (or both) of the 
adsorbates must be displaced laterally toward the other in agreement with theoretical predictions. 
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Photoionization of Sodium Salt Solutions in a Liquid Jet 
Heterogeneous gas/liquid interfaces are important in a wide variety of fields such as atmospheric, 
environmental, materials and planetary sciences. Atmospheric ice particles and droplets provide crucial 
platforms for reactions. Several of these reactions involving ice particles and liquid aerosol droplets in 
polar stratospheric cloud (PSCs) have implications for ozone destruction. Despite their importance, these 
interfaces are not well understood due to experimental limitations. Some studies have used low 
temperature amorphous ice as a surrogate for liquid water in atmospherically relevant interactions. While 
these studies utilize surface sensitive methods to examine reactions, the necessity for ultra-high vacuum 
conditions limit the temperature to < 160 K, and equilibrating interactions with vapor phase water are 
absent. The ability to use liquid surfaces under ultrahigh vacuum allows the application of the same 
highly surface-sensitive techniques on a more realistic interface.  

 In collaboration with Prof. Thomas Orlando and co-workers at the Georgia Institute of 
Technology, we have studied aqueous interfaces using multiphoton ionization and time-of-flight (TOF) 
mass spectrometry on micron-size liquid jets of Na+X- (X=Cl, Br, and I) solutions [12]. Since we 
examined ions that escape directly from the liquid interface, this approach allowed us to address the 
nature of the salt solution/vacuum interface and the mechanisms of condensed phase cluster ion formation 
and ejection. A liquid microjet was employed to examine the gas/liquid interface of aqueous sodium 
halide salt solutions. Laser excitation at 193 nm produced and ejected cations of the form H+(H2O)n and 
Na+(H2O)m from liquid jet surfaces containing either NaCl, NaBr or NaI. The protonated water cluster 
yield varied inversely with increasing salt concentration, while the solvated sodium ion cluster yield 
varied by anion type. The distribution of H+(H2O)n at low salt concentration was identical to that observed 
from low-energy electron irradiated amorphous ice and the production of these clusters can be accounted 
for using a localized ionization/Coulomb expulsion model. Production of Na+(H2O)m was not accounted 
for by this model but requires ionization of solvation shell waters and a contact ion/Coulomb expulsion 
mechanism. The reduced yields of Na+(H2O)m from high concentration (10-2 and 10-1 M) NaBr and NaI 
solutions indicate a propensity for Br- and I- at the solution surfaces and interfaces. This hypothesis is 
supported by the observation of multiphoton-induced production and desorption of Br+ and I+ from the 10-

2 and 10-1 M solution surfaces.  
 
Future Directions: 

Important questions remain concerning the factors that determine the structure of thin water films on 
various substrates. We plan to investigate the structure of thin water films on non-metal surfaces, such as 
oxides, and on metals where the first layer of water does not wet the substrate. For the non-thermal 
reactions in water films, we will use FTIR spectroscopy to characterize the electron-stimulated reaction 
products and precursors. The mechanisms of the non-thermal precursor migration through ASW films 
need to be further explored. We will also investigate the non-thermal reactions at lower electron energies 
(i.e. closer to the ionization threshold for water). Finally, we plan to investigate the lifetimes of excited 
states in ASW and CI using pump-probe fluorescence measurements. 
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Program Scope 

Fundamental chemical processes induced by the passage of ionizing radiation are being 
examined in heterogeneous systems and at interfaces using a combination of experimental and 
theoretical methods. Experimental studies of systems ranging from aqueous dispersions of 
nanoparticles to hydroxide monolayers are focusing on the transport of charge carriers through 
interfaces and the identity and reactivity of species bound to interfaces. These studies are 
coupled with model calculations on the stability of transient and interfacial species to give a 
complete description of the radiolytic processes. Interfaces provide the opportunity for the 
transfer of energy and charge between two phases and are relevant to many practical 
technological problems of importance to the Department of Energy. Heterogeneous systems are 
frequently encountered in the management of nuclear materials and nuclear waste, and in nuclear 
power plant infrastructure.  

Recent Progress 

The construction of a chamber for the in situ examination of irradiated ceramic oxides 
and ices during heavy ion irradiation is underway. The chamber will also allow the heating and 
cooling of a sample with the capability of in situ observation of the changes in the IR spectrum. 
Isolation and manipulation of the sample has been achieved and coupling with the IR is in 
progress. This chamber will be used for examination of the formation or destruction of selected 
molecules such as H2O2 on the surface of ceramic oxides under controlled atmospheric 
conditions. 

Processes that occur at the interface between aqueous solutions and metallic-particle 
surfaces are believed to be an essential component in many solar conversion schemes as catalysts 
for water splitting processes in both the oxidation and reduction cycles. They are also explored as 
sensing elements in radio-sensitization and radiotherapy. In these studies, the ionizing radiation 
may be absorbed by either phase but our effort focuses on the reactions of the fraction of 
ionization events that arrive at the interface. Consequently, a surface specific technique is 
required that will be able to detect the minority surviving species at the interface from the 
majority of the processes that occur in the bulk liquid and solid phases. Surface enhanced Raman 
spectroscopy (SERS) is ideal for this purpose because of its extreme sensitivity, specificity to the 
metallic surface and the wealth of information that it can provide on the target molecule (or 
radical) and its orientation relative to the surface. In combination with radiation-chemical 
techniques, photo physical tools, materials-characterization microscopies, and conventional wet-
chemistry colloidal approaches, the chemical systems are built, characterized, and finally the 
interfacial processes induced by the radiation are examined. Computational efforts on model 
systems that preserve the essential characteristics of the species of interest facilitate our 
interpretation of the experimental observations and offer predictive directions for these complex 
interfacial processes.  
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SERS has been used in this period to identify processes that occur at the surface of 
metallic, silver or gold, particles in response to the absorption of ionizing radiation in the 
aqueous phase. To demonstrate the approach, clean silver nanoparticles of various sizes from 30-
200 nm were synthesized utilizing the reaction between the metal oxide and H2 to generate the 
particles in the absence of any foreign stabilizers. The particles were then characterized as 
described in our earlier reports. Their surface potential and its size dependence, as well as the 
associated species in solution and at the surface, were all determined. Recently we demonstrated 
that sub-micro molar concentrations of probe molecules, e.g. p-amino-thiophenol (p-ATP), could 
easily be detected on the nanoparticles. Furthermore, even under heavy irradiation doses (>Mrad) 
there is essentially no destruction of the probe. While the particles continuously catalyze 
hydrogen evolution, the probe molecule reports on the processes that occur at the metallic 
surface. Adsorption isotherms of the probe molecule were constructed using SERS and 
competitive adsorption measurements allow estimates of relative adsorption enthalpies. Electron 
transfer to the particles occurs from strongly-reducing radiolytically-generated radicals. In 
parallel, the overpotential that is building on the particles could be estimated using the 
correlation between the SERS intensity of the probe and electrochemically determined bias on 
silver electrodes. The potential is found to decrease to values below – 0.4 V vs. NHE before the 
particles start to reduce water to hydrogen. This overpotential could be chemically controlled by 
injection of electrons or holes (Ag+) to the particles. The dependence of SERS intensity on 
potential is attributed to the effect of the Fermi-level position on coupling of the particle’s 
plasmon band to vibrational levels of the electronic ground state. The vibrational coupling in turn 
leads to borrowed signal intensity due to the existence of a particle-molecule charge-transfer 
state for the adsorbed molecule. Electronic structure calculations on representative model p-
ATP@Ag species suggest that redistribution of charge between the molecule and the particle 
already exists in the ground state. The redistribution of charge then implies the existence of an 
adsorbed radical-charged metallic particle in addition to the original molecule/metal-particle 
pair. Changes in the SERS spectra during the injection of e-/h+ cycles and relative line intensities 
then could be attributed either to the charge redistribution or to reorientation of the probe on the 
particle surface.  

A complete computational description has been obtained of the structures and energetics 
involved in the hydroxylation, wetting, and eventual dissolution of alumina surfaces by water. 
First-principles total energy calculations were performed within the Density Functional Theory 
(DFT) framework with the VASP code. Periodic boundary conditions were used in three 
perpendicular directions. The exchange and correlation energies were calculated within the 
Generalized Gradient Approximation (GGA). The cut-off kinetic energy of the plane wave basis 
set was set to 400 eV, and a set of 5 Γ-point-centered k-points was used to ensure convergence. 
Water completely wets the clean, defect-free Al2O3 (0001) surface at 2 monolayers (ML) of 
coverage. 

Dissociative adsorption, to produce surface hydroxides, is exothermic with respect to gas 
phase molecular water and the clean surface, and it is thermochemically favored over molecular 
absorption at all coverages less that 1.5ML. However, coverage regimes are possible in which 
molecular and dissociated species coexist. A simple model has been developed for dissociation 
of aluminum ions from the surface of the bulk. 

Hydrogen peroxide is a major product formed in the radiolysis of water and its 
decomposition at solid surfaces is thought to be a major initiator of corrosion in nuclear reactor 
components. Diffuse reflectance infrared Fourier transform, DRIFT, studies of hydrogen 
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peroxide on the surface of zirconia and titania have identified distinctive bound species. These 
species decay concurrently with production of molecular oxygen and EPR studies have identified 
surface oxide radical species. Details of the decomposition and identity of the surface species are 
currently being explored. 
 

Future Plans 

Two different approaches will be used for in situ examination of the processes occurring 
in the radiolysis of water – ceramic oxide interfaces under near ambient conditions. Probing for 
species at a solid surface is hindered by the presence of the overlayer of physisorbed water. One 
technique for the future examination of powder surfaces will combine a radioactive source with a 
controlled atmosphere chamber in a spectrometer for DRIFT measurements. The powders will be 
cleaned, irradiated and examined within the spectrometer housing. The second technique will 
make use of a device based on material science studies for irradiation of powders or solids in 
vacuum conditions using accelerators. This device will allow for preparation of samples with 
controlled amounts of adsorbed water followed by radiolysis with helium ions to mimic alpha 
particle radiolysis. Optical variations of the ceramic oxide surfaces will be coupled with stable 
product formation and theoretical predictions of interfacial species in order to elucidate the 
radiation induced reactions at interfaces. 

In the studies on metallic particles in aqueous suspensions, efforts to expand the metallic 
surfaces to include other metals have started and gold is now being explored. To verify the effect 
of surface potential on reorientation of the probe, the effects of pH and of excitation wavelength 
on the SERS spectra during irradiation will be determined. Electronic structure calculations on 
more realistic, select cluster-molecule or cluster-radical structures will be performed in order to 
predict the vibrational transitions of the molecule (radical) on the surface. To further demonstrate 
the utility of the approach other redox reactions (specifically, reduction of nitro-aromatics to 
their amine analogues), will be examined. Any efforts beyond this level will require time domain 
capabilities with SERS as the analytical tool. 

Minimum energy paths linking the various locally-stable structures for water absorption 
onto the α-Al2O3 (0001) surface will be elucidated and kinetically accessible transformations 
characterized. Calculations will be extended to encompass more relevant ceramic oxides such as 
zirconia. 
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I. Program Scope 
The hydroxyl radical plays a major role in combustion and atmospheric environments as well as 

in the condensed phase.  It is typically detected using the A 2Σ+ - X 2Π band system by direct absorption or 
laser-induced fluorescence.  Collision partners that efficiently quench electronically excited OH A 2Σ+ 
radicals are ubiquitous in these environments.  As a result, great effort has been made to quantify the rates 
for collisional quenching.  Yet, the mechanism by which OH A 2Σ+ is quenched by molecular partners has 
remained elusive.  The experimental work carried out under DOE funding in this laboratory is aimed at 
understanding the fundamental chemical dynamics governing quenching of OH A 2Σ+ by molecular 
partners of significance in these environments.  In addition, recent work is focused on the solvation of 
hydroxyl radicals, starting with the binary interaction of an open-shell OH X 2Π radical with a water 
molecule, as a prototype for interactions of radicals in aqueous environments. 

II. Recent Progress 

The OH A 2Σ+ + H2 system has emerged as a benchmark system for examining the nonadiabatic 
processes that lead to quenching,1-6 in part because of its theoretical tractability.  Collisions with H2 can 
remove population from the electronically excited OH A 2Σ+ state by two competing channels.  The first is 
nonreactive quenching, which returns OH to its ground electronic state 

OH A 2Σ+ + H2 → OH X 2Π + H2

while the second is reactive, and leads to the 
formation of water and hydrogen atoms4-6 

OH A 2Σ+ + H2 → H2O + H 

Quenching of OH A 2Σ+ by H2 is rapid at room 
temperature (10 Å2),7-9 and displays the typical 
negative temperature and initial rotational 
dependencies.  Ab initio calculations of the 
interaction energy between H2 and OH in its 
ground X 2Π and excited A 2Σ+ electronic states 
have identified specific orientations that lead to 
seams of conical intersection between the ground 
and excited state surfaces.1-3 

In this grant period, we examined the 
outcome of OH A 2Σ+ (v′=0, N′=0) + H2 quenching 
events that lead to OH X 2Π + H2 products 
(nonreactive quenching) as well as the branching 
between reactive and nonreactive quenching.10-13  
The OH X 2Π products were detected in v″=0, 1 
and 2; the distribution peaks in v″=0 and decreases 
monotonically with increasing vibrational 
excitation as shown in Fig. 2.  In all vibrational 

Fig. 1 Schematic potentials for quenching of OH in its 
excited A 2Σ+ electronic state by H2, illustrating a 
conical intersection (CI) that couples the potentials in 
the T-shaped HO–H2 configuration.  Two pathways 
emerge from the CI, leading to nonreactive and reactive 
quenching products; arrows indicate qualitative 
distribution of products.  The pump-probe laser scheme 
for characterizing the OH X 2Π product state distribution 
is also shown. 
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levels probed, the OH X 2Π products are found to be 
highly rotationally excited, with the distribution 
peaking at N″=15.  A marked propensity for 
production of Π(A′) Λ-doublet levels was also 
observed.  By contrast, both OH X 2Π spin-orbit 
manifolds were equally populated.  We attribute these 
dynamical signatures to the forces at play as the OH–
H2 system passes through the conical intersection 
region that couple the ground and excited state 
potential energy surfaces. 

The OH X 2Π rotational distribution peaks at 
even higher rotational levels, N″=17 for D2 (shown in 
Fig. 2) and N″=27 for N2, with heavier collision 
partners.  The modest increase for quenching by D2 
and much greater rotational excitation resulting from 
quenching by N2 can be rationalized by kinematic 
arguments based on conservation of angular 
momentum. 

To better understand these results, the 
measurements have been complemented by an 
extensive theoretical study of the OH-H2 interaction 
potential in the conical intersection region by Klos and 
Alexander.12  Calculations exploring the potential 
energy surface (PES) show a steep angular gradient 
into and away from the conical intersection whenever 
the O-end of the OH radical approaches the H2 
molecule.  This causes a substantial torque to be 
placed on the OH radical as it passes through the 
conical intersection, resulting in the pronounced 
rotational excitation observed experimentally.  The 
recent calculations did not examine the OH vibrational 
dependence.  The earlier theoretical work of Hoffman 
and Yarkony3 indicated little change in OH bond length as the system evolves through the conical 
intersection region, suggesting minimal vibrational excitation of OH products as now observed 
experimentally. 

The observed propensity for production of the Π(A′) Λ-doublet is a consequence of the 
symmetries of the electronic states that form the conical intersection, and which correlate with A′ surfaces 
in planar geometries.  For low rotational levels, the approximation of H2 or D2 as a spherical partner is 
fairly reasonable and the system can be considered as pseudo-triatomic.  The OH X 2Π products emerge 
on the lower 1 2A′ surface, with the unpaired electron primarily in the plane of the collision, which is also 
the plane of OH rotation.  These theoretical studies indicate that state-resolved measurements of the 
product quantum state distribution as well as the branching between the reactive and nonreactive 
pathways should provide sensitive probes of the dynamics of passage through a conical intersection 
region. 

We have also made the first experimental determination of the branching between the nonreactive 
and reactive quenching pathways.11  The branching fraction is measured by comparing the total 
population in OH X 2Π product states arising from nonreactive quenching with the initial population 
excited to the OH A 2Σ+ (v′=0, N′=0) state.  Our detailed measurements indicate that collisional quenching 

Fig. 2  Nascent OH X 2Π (v″, N″) state distribution 
following collisional quenching of OH A 2Σ+ by (a) 
H2 and (b) D2.  Symbols indicate the populations in 
v″=0 (circles), v″=1 (squares) and v″=2 (triangles); 
filled and open symbols show the F1 and F2 spin-
orbit manifolds; the Π(A′) Λ-doublets are indicated 
in black and Π(A″) levels in gray.  The lines are 
best-fit functions. 
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of OH A 2Σ+ by H2 yields only ∼12(5)% of the products through the nonreactive pathway with the 
majority of products generated via the reactive pathway (∼88%).  Analogous measurements have been 
performed for the collisional quenching of OH A 2Σ + by D2, yielding a branching fraction of 0.15(8), 
which is consistent with the value determined for H2.  It is, however, counter to theoretical predictions, 
which suggest that the steeper paths leading to OH X 2Π + H2 should be dynamically more facile than the 
much shallower paths leading to H2O + H.3  Note that no collision-induced OD X 2Π products were 
detected from an exchange reaction.  By comparison, quenching OH A 2Σ + by N2 proceeds almost 
exclusively by the nonreactive pathway. 

These results for the prototypical OH +H2/D2 systems are an important step towards 
understanding nonadiabatic passage via conical intersections.  However, there is still a need for more 
work on this and other systems of significance in these environments to fully understand the dynamical 
processes by which quenching occurs. 

III. Ongoing Work 

Hydroxyl radicals are predicted to form strong hydrogen bonds with water, making complexes of 
OH with water important in a variety of environments from the atmosphere to heterogeneous interfaces of 
water.  This system also provides a framework for understanding solvation of radicals in water.  
Spectroscopic studies of binary OH-water complexes using microwave14-16 and infrared methods are 
expected to shed new light on the intermolecular interaction between the OH radical and water 
molecule.17  We have predicted,18 and recently observed, the rotational band structure associated with 
infrared transitions of the OH-water complex as an initial step to our infrared spectroscopic studies of this 
complex and OH embedded in small water clusters.  In our initial experimental study, the binary OH-H2O 
complex is produced by association of photolytically generated OH radicals with H2O from dilute nitric 
acid.  Infrared action spectroscopy is used to identify the fundamental OH radical stretch of the complex, 
which displays a frequency shift of nearly 80 cm-1, consistent with theoretical predictions.  Following 
infrared excitation of OH-H2O, the OH products of vibrational predissociation are detected by laser-
induced fluorescence.  By utilizing information from the OH product state distribution, we estimate a 
binding energy for the complex of D0 ≤ 5.1 kcal mol-1.  Work is continuing in other spectral regions using 
an improved dual nozzle design for introducing water vapor into the carrier gas. 
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Program Scope 
 
Our research is focused on the use of single-molecule high spatial and temporal resolved techniques 
to understand molecular dynamics in condensed phase and at interfaces, especially, the complex 
reaction dynamics associated with electron and energy transfer rate processes.  Single-molecule 
approaches are unique for heterogeneous and complex systems because the static and dynamic 
inhomogeneities can be identified, characterized, and/or removed by studying one molecule at a time. 
Single-molecule spectroscopy reveals statistical distributions correlated with microscopic parameters 
and their fluctuations, which are often hidden in ensemble-averaged measurements. Single molecules 
are observed in real time as they traverse a range of energy states, and the effect of this ever-changing 
"system configuration" on chemical reactions and other dynamical processes can be mapped. In our 
research, we have been integrating two complementary methodologies; single-molecule spectroscopy 
(fluorescence and Raman) and scanning probe microscopy (STM and AFM) to study interfacial 
electron transfer dynamics in solar energy conversion, environmental redox reactions, and 
photocatalysis.  We have been primarily focusing on studying electron transfer under ambient 
condition and electrolyte solution involving both single crystal and colloidal TiO2 and related 
substrates.  An understanding of the fundamental interfacial ET processes will be important for 
developing efficient light harvesting systems for solar energy transformation and be broadly 
applicable to problems in interface chemistry, catalysis, and nanoscience.  
 
Recent Progress  
 
Probing intermittent single-molecule interfacial electron transfer dynamics.  In this project, we 
have studied single-molecule interfacial electron transfer (ET) dynamics by using single-molecule 
fluorescence spectroscopy and photon-stamping technique. The interfacial electron transfer in zinc-
tetra (4-carboxyphenyl) porphyrin (ZnTCPP)/TiO2 nanoparticle system has been studied at 
ensemble-averaged level extensively, being demonstrated as an efficient photosensitization 
system.  We have observed that the single-molecule fluorescence trajectories from (ZnTCPP)/TiO2 
show strong fluctuation and blinking between bright and dark states.  We have identified that the 
single-molecule fluorescence intensity fluctuation is not due to triplet state or single-molecule 
rotational or translational motions during the measurements.  The intermittency and fluctuation of the 
single-molecule fluorescence are attributed to the variation of the reactivity of interfacial electron 
transfer (Figure 1).  The dark state in the fluorescence trajectory is due to ET process with a high 
activity quenching the fluorescence, and the bright state is due to fluorescence emission without ET 
quenching, i.e., a low activity in ET process (Figure 1 and 2).  When the non-radiative FET process is 
much faster than the nanosecond radiative decay, the single molecule is dark; when the non-radiative 
FET process is much slower than the nanosecond radiative decay, the single-molecule is bright; when 
the non-radiative FET time is comparable to the nanosecond radiative decay, the single-molecule 
fluorescence state is in between bright and dark states.  The comparative and rate-fluctuating non-
radiative and radiative decay processes determined the fate of the excited states, and in turn 
determined the brightness of the single molecules (Figure 1).   
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Figure 1. Schematic presentation of energy 
levels and basic photo-induced process in 
ZnTCPP/TiO2 system. CB: conduction band; 
VB: valence band; FET: forward electron 
transfer; BET: Backward electron transfer; ISC: 
intersystem crossing.  Ensemble-averaged 
experiments have demonstrated the interfacial 
ET in this dye-sensitization system.  The time 
scale of the FET is reported to be fs to ps, and 
the time scale of BET is stretched from ns to 
ms. 
 
 
 

Figure 2. Single-molecule fluorescence 
decay profile of ZnTCPP on TiO2 NP 
surface. In a single-molecule photon-
stamping measurement, the chronic arrival 
time and the delay time from the laser 
pulse excitation are recorded for each 
detected photon.  Each data point in A and 
C represents a detected photon with 
recorded delay time (y-axes) and chronic 
arrival time (x-axes).  A distribution along 
the y-axes gives a typical single-molecule 
fluorescence decay curve, and a binning 
along the x-axes gives a typical single-
molecule fluorescence intensity trajectory.  
Photon-stamping data (including arriving 
time and delay time for each photon) for 
typical high emission intensity state (in 
pink) and low emission intensity state (in 
purple) are displayed in (A) and (C), 
respectively. (B) Using 20 
photocounts/10ms as threshold, the 
emission trajectory is separated to higher 
level (1) and lower level (2) periods. In 
(D), fluorescence decay profile for 
duration 1 and 2 are shown, and the decay 
times are 1.75 and 1.6 ns, respectively. (E) 
Single-molecule lifetime fluctuating trajectory of the same molecule from 0 to 26s. 
 
 
The fluctuation of the single-molecule emission intensity is a reflection of the rate fluctuation of the 
non-radiative FET process; and the fluctuation of the FET dynamics is practically probed by the 
nanosecond radiative decay process in determining the fluorescence quantum efficiency.  The non-
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exponential autocorrelation function and the power-law distribution of the probability density of dark 
times imply the dynamic and static inhomogeneities of the interfacial ET dynamics. On the basis of 
the power-law analysis, the variation of single-molecule interfacial ET reactivity is analyzed as a 
fluctuation according to the Lévy statistics for the ZnTCPP/TiO2 system.  The intermittent interfacial 
electron transfer dynamics has been reported lately for other interfacial ET systems, and it is most 
likely that the intermittency of interfacial ET dynamics is a general behavior of chemical reactions 
that regulated by the vibronic coupling between the adsorbed molecules and the solid substrate 
surfaces related to solar energy transformation and catalysis. 
 
 
Revealing memory effect in single-molecule interfacial electron-cation recombination dynamics 
by photon-to-photon pair time analysis.  Interfacial electron-cation recombination in 
ZnTCPP)/TiO2 nanoparticle system has been probed by recording and analyzing photon-to-photon 
pair times of the single-molecule ZnTCPP fluorescence.  Memory effect of photon pair times, which 
reflects the real-time characteristics of interfacial electron-cation recombination dynamics, have been 
revealed by analyzing autocorrelation function and two-dimension joint probability distributions of 
the pair times. We have identified characteristic diagonal features in the two-dimension joint 
probability distributions.  The diangnal distribution features indicate that a long pair time tends to be 
followed by a long pair time, and a short pair time tends to be followed by a short pair time (Figure 
3).  For ZnTCPP/TiO2, the pair time trajectories associated with higher ET activity give well-defined 
correlation functions at decay time of 70±7 ms.  Figure 3A and 3B show that the two-dimensional 
joint probability distributions for the pair times separated by 1 and 250 index numbers, i.e., g (τi, τi+1) 
and f(τi, τi+250).  Figure 3D shows the difference of two-dimensional joint probability distribution of 
pair times: δ(τi,τi+1) = g(τi, τi+1) - f(τi, τi+250).   Distribution δ(τi, τi+1), i.e., the non-Markovian part, can 
be viewed as an analogue of the memory function. f(τi,τi+250) = f (τi) (τi+250) represents the Markovian 
part that gives no memory effect (Figure 3C).  The 2D distribution (Figure 3D) calculated from an 
experimental single-molecule pair-time trajectory shows a characteristic diagonal feature reflecting 
that a long pair time tends to be followed by a long one and a short pair time tends to be followed by a 
short one. This non-Markovian behavior is interpreted by a proposed single-molecule interfacial 
electron-cation geminate recombination model. The convoluted multiple Poisson rate processes give 
rise to a memory effect in interfacial electron-cation recombination dynamics.  On the basis of this 
model, the recombination time of ZnTCPP/TiO2 system is deduced to be around 10-102 μs time scale.  

 
 
 

Figure 3. Simulated and experimental 
two-dimensional joint probability 
distributions of pair times: (A) simulated 
g(τi,τi+1); (B) simulated f(τi,τi+250); (C) 
simulated δ (τi,τi+1) = g (τi,τi+1)-f (τI, 
τi+250); (D) experimental δ(τi,τi+1) = 
g(τi,τi+1) - f(τi, τi+250).  g (τi,τi+1)  and 
f(τI,τi+250) are the 2D distributions for 
adjacent pair times and pair times 
separated by 250 indexes, respectively. 
All the pair times vary from 0 to 5 ms. 
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Future Plans 
 
We will further develop our new approach that combines complementary techniques: single-molecule 
time-resolved spectroscopy and scanning tunneling microscopy imaging to analyze the spatially and 
temporally complex interfacial ET dynamics.  Our experimental measurements will focus on electron 
transfer involving individual molecules, dimers, and small clusters of adsorbed molecules, on TiO2 
surfaces, under ambient conditions.  The substrates will consist of single-crystal and colloidal rutile 
and anatase.  AFM metal-tip and STM imaging will be performed on identical sites to extract 
dynamical data at a molecular spatial resolution. Correlated information on the adsorption-site 
structure, molecular orientation, vibronic interaction, and single-molecule interfacial electron transfer 
dynamics will be obtained for the forward and backward electron transfer reactions.   We will also 
conduct femtosecond single-molecule spectroscopy study on electron transfer dynamics in order to 
resolve the ultrafast single-molecule FET dynamics. 
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I.  Program Scope:

In this project, we seek to obtain fundamental physical information about unsaturated,

highly reactive organometallic radicals containing open d subshell transition metal atoms.  Gas

phase electronic spectroscopy of jet-cooled transition metal (TM) molecules is used to obtain

fundamental information about ground and excited electronic states of such species as the

transition metal carbides and organometallic radicals such as CrC2H, CrCH3, and NiCH3.  Ionic

species will become available for investigation when the construction of a new ion trap

spectrometer is complete.

II.  Recent Progress:

A. Optical spectroscopy of OsC, OsN, and YF

During 2005-2008, we have used resonant two-photon ionization (R2PI) and dispersed

fluorescence (DF) spectroscopic methods to investigate the TM carbide, OsC,1 the TM nitride,

OsN, and have also analyzed a spin-forbidden band system in YF.2  Our work on the previously

unknown molecule, OsC, has established that the ground state derives from a 1*3 3F1

configuration, making the ground term a 3)3 term, as was found for FeC.  This contrasts with the

1*4, 1G+ ground term of RuC.  In the case of OsC, it is the relativistic stabilization of the 6s

orbital that results in the 1*3 3F1, 3)3 ground term.  In addition to determining the ground state,

our work on OsC shows that the first excited state of this molecule is the 1*2 3F2, 3G! (S = 0+)

term,1 which lies very high in energy in RuC.  The observation of a low-energy 1*2 3F2, 3G! state

in OsC demonstrates the relativistic stabilization of the 3F orbital, which is shown by our

hyperfine measurements to be primarily Os 6s in character.

In subsequent work on osmium containing compounds, we have begun an investigation of

the osmium nitride molecule, OsN.  Although the molecule has been spectroscopically

investigated in the near infrared region, and has been determined to have a 1*3 3F2, 2)5/2 ground

state, the location of the 1*4 3F1, 2G+ and 1*3 3F1 2B1, 2A(2) and 2M(2) states are experimentally

unknown.  So far, our investigation has identified 2A3/2  ² X 2)5/2 and 2M7/2  ² X 2)5/2 band

systems in the blue portion of the spectrum.  By investigating the dispersed fluorescence, we

hope to locate the 1*3 3F1 2B1, 2A3/2 ÷ 1*3 3F1, 2G+ fluorescence system.  If both 2A and both 2M

terms originating from the 1*3 3F1 2B1 configuration are located, and the 1*4 3F1, 2G+ term is

likewise identified, all of the expected low-lying electronic states will have been found.  Shown

in Figure 1 below is a rotationally resolved spectrum of the 0-0 band of the [21.2] 2M7/2 ² X 2)5/2

system of OsN
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Figure 1.  Rotationally resolved spectrum of the 0-0 band of the [21.2] 2M7/2  ² X 2)5/2 system of OsN.

During a study of the YCo diatomic metal molecule (funded by the NSF), we noticed

transitions occurring at the mass of YF.2  The YF molecules are formed by accident by the

reaction of atomic yttrium with Teflon tape residue that remains in the instrument after it was

used many years ago.  A quick scan of the published spectroscopy of YF showed that some of the

bands that were observed in this extremely well-studied molecule had not been previously

observed.  Accordingly, we expanded our investigation to include a study of these features,

which fall within the framework of the DOE project.  The new bands were found to belong to the

spin-forbidden c 3E1

+
 ² X 1E+ band system.  Our investigation provided a linkage between the

singlet and triplet manifolds of YF, along with a detailed analysis of the spin-orbit interactions

within the states arising from the Y+ (1, 3D) + F! (1S) states of the separated ions.  The analysis

showed that the c 3E1

+
 state is contaminated with approximately 2% B1A character, and this spin-

orbit mixing causes the c 3E1

+
 ² X 1E+ band system to gain sufficient intensity to be observed.

III.  Future Plans

A.  R2PI and DF spectroscopy of transition metal carbides and radicals

Projects for the upcoming year include: (1) Measurement of dispersed fluorescence from

the osmium molecules OsC and OsN, to locate some of the expected low-lying electronic states

and flesh out the electronic structure of these species.  (2)  Assignment of the rotational lines in

the 6G+ ² X
~

 6G+ band system of CrCCH and fitting of the spectrum to extract the spectroscopic

constants; (3) Analysis of the rotationally resolved spectrum of TiC, using dispersed fluorescence

from single rovibronic levels to identify the lines; (4) Attempts to record and analyze the spectra

of several transition metal cyanides (or isocyanides) will be made.  Species to be investigated

will include CuCN, AgCN, AuCN, ScNC, and YNC (these latter two molecules are thought to be

isocyanides, while the former are expected to be cyanides).  When the spectrum of CrCCH has

been successfully analyzed, we will attempt to record the spectrum of the isovalent molecule,

CrCN.
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B. Photodissociation spectroscopy of cold, trapped ions

During my 2005 sabbatical leave working with John Maier at the University of Basel, I

was very impressed with the capabilities of his newly-constructed mass-selected ion trap

photodissociation spectrometer, which produces spectra of cryo-cooled gas phase ions with

unprecedented signal-to-noise ratios.  In my 2007 DOE renewal proposal, I proposed to build a

similar device here at the University of Utah, for the study of unsaturated transition metal cation

species.  With the funds that have been awarded for this project from the DOE (and some

supplementary funds from the NSF for a Nd:YAG-pumped dye laser), I will be able to construct

the spectrometer.  To this end, I have now hired an undergraduate mechanical engineering

student to help design the instrument, and am searching for a postdoctoral researcher with mass

spectrometry expertise.  The proposed design is shown in Figure 2 below.

Figure 2.  Design plan for the Utah ion trap photodissociation spectrometer.

The instrument will make use of a variety of ion sources, with initial experiments

concentrating on an electron impact ionization source or a discharge source.  For some

experiments, a laser ablation ion source will be more useful.  Ultimately, I would also like to

implement an electrospray ion source as well, to allow the investigation of transition metal ion

species that occur commonly in solution.  These three ion sources will be attached to a chamber

housing a two-dimensional turning quadrupole that will be used to direct the ion beam into a

quadrupole mass filter for initial mass selection.  A second two-dimensional turning quadrupole

will then direct the mass-selected ions into a 22-pole radio frequency ion trap that is cooled by a
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closed-cycle helium cryostat operating at 10 K.  Helium (~ 1 mTorr) in the trap will transfer the

low temperature of the walls to the trapped ions.  Experience in Basel shows that ions can be

routinely cooled to 20-25 K.  After allowing a period of perhaps 70 ms for the trapped ions to be

cooled, the ions will be subjected to the tunable output of one or two pulsed lasers.  Absorption

of the laser radiation will be detected by photofragmentation of the mass-selected parent ion. 

After allowing a short period for the fragmentation to occur, the ions will be released from the

trap and a second quadrupole mass filter will be used to transmit the fragment ions to a Daly

detector, where they can be counted.  The ion signal at the mass of the fragment will then be

measured as a function of laser wavenumber to obtain an optical spectrum of the trapped ion.  

The beauty of this technique is that it can be used for any ion that can be trapped and

induced to photodissociate.  Thus, we anticipate quite general applicability of the method to a

wide variety of species.  Our first target for study will be FeCO+, to be produced by electron

impact ionization of Fe(CO)5 vapor.  We will follow this up by studies of Fe(CO)2
+ and NiCO+,

also produced by electron impact on the stable metal carbonyls.  Further down the line, we plan

to investigate more chemically interesting species, such as the transition metal-acetylene

complexes, M+ A H-C/C-H.

At this point in time, the turning quadrupoles and mass-selective quadrupoles are in hand,

along with the required vacuum pumps.  We are currently in the process of designing the

mechanical system, purchasing the quadrupole mass filter controllers, Daly detector electronics,

etc.  There is a lot of work to be done to put the system together, but we hope to have

successfully trapped ions within about a year.

IV.  Publications from DOE Sponsored Research 2005-present:

1.  Olha Krechkivska and Michael D. Morse, “Resonant two-photon ionization spectroscopy of

jet-cooled OsC,” J. Chem. Phys. 128, 084314 (2008).

2.  Ramya Nagarajan and Michael D. Morse, “Spin-forbidden c 3E1

+
 ² X 1E+ band system of YF,”

J. Chem. Phys. 126, 144309/1-6 (2007).
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Program Scope 
The long-term objective of this research is to develop a fundamental understanding of 

processes, such as transport mechanisms and chemical transformations, at interfaces of 
hydrogen-bonded liquids. Liquid surfaces and interfaces play a central role in many chemical, 
physical, and biological processes. Many important processes occur at the interface between 
water and a hydrophobic liquid. Separation techniques are possible because of the 
hydrophobic/hydrophilic properties of liquid/liquid interfaces. Reactions that proceed at 
interfaces are also highly dependent on the interactions between the interfacial solvent and solute 
molecules. The interfacial structure and properties of molecules at interfaces are generally very 
different from those in the bulk liquid. Therefore, an understanding of the chemical and physical 
properties of these systems is dependent on an understanding of the interfacial molecular 
structure. The adsorption and distribution of ions at aqueous liquid interfaces are fundamental 
processes encountered in a wide range of physical systems. In particular, the manner in which 
solvent molecules solvate ions at the interface is relevant to problems in a variety of areas.  
Another major focus lies in the development of models of molecular interaction of water and 
ions that can be parameterized from high-level first principles electronic structure calculations 
and benchmarked by experimental measurements.  All of the aforementioned studies are 
performed using novel algorithms based in density functional theory (DFT) in conjunction with 
high performance computing through a 2008 INCITE award. These models will be used with 
appropriate simulation techniques for sampling statistical mechanical ensembles to obtain the 
desired properties. 
 
Progress Report 
Calculation of the surface potential for the aqueous liquid-vapor interface (with Shawn M. 
Kathmann). The electrostatic potential at the coexisting liquid-vapor phases is another sensitive 
probe of the structure of the fluid interface. Moreover, it is a quantity that cannot easily be 
measured and there is even some controversy as to the over-all sign of the surface potential from 
both theory and experiment.1 The importance of understanding the origins and the sign of the 
surface potential has far reaching implications of understanding the free-energies of ion solvation 
and the hydrophobic interactions.2,3 In light of the new conventional wisdom emerging on the 
structure of ions at aqueous interfaces and interfacial structure of neat water and neat methanol 
interfaces, knowledge of the surface potential provides a piece of the fundamental chemical 
physics of hydrogen-bonded fluids. Although there have been many attempts to compute the 
surface potential using both fixed charge and polarizable models yielding qualitative agreement 
between studies,4-8 it has been suggested that without the explicit treatment of electrons, the 
computed surface potential could yield a different relative sign.3,5-7 We have performed the first 
calculation of the surface potential of water using DFT interaction potentials. These calculations 
have yielded a surface potential of -18 mV that is roughly thirty times smaller than a calculation 
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based on empirical interaction potentials (both fixed charge and polarizable).  The salient feature 
of the electrodynamic approach (used in this study) versus the thermodynamic approach is that 
the electrodynamic approach is not plagued with difficulties of obtaining accurate free energetics 
of the thermodynamic cycles. Moreover, our approach examined the surface potential without 
assumptions on the form of the electronic multipoles used to describe the electrostatic 
interactions. Besides giving a reliable estimate of the real chemical potential crucial to 
understanding solvation free energies, these calculations will be used to further judge the 
accuracy and transferability of DFT applied to heterogeneous environments.  
 
Development of a intermolecular interactions based on a self-consistent treatment of polarization 
and dispersion within a minimal basis set density functional theory (DFT) (with Gregory K. 
Schenter and Garold Murdachaew):  One of the major deficiencies of DFT is the lack of 
dispersion interactions. This active area of research has spawned several solutions to this 
problem ranging from simple empirical parameterizations to more rigorous approaches based in 
perturbation theory. Although successful, these methods suffer from their lack of rigor and 
computational expense.  Our novel formulation is based in perturbation theory and is an 
extension of self-consistent polarization theory in conjunction with neglect of diatomic 
differential overlap (SCP-NDDO)9 to DFT and the condensed phase. In order to routinely 
perform large calculations on interfaces using DFT interaction potentials, we will take full 
advantage of the existing framework for parallelization and fast electronic structure that is 
currently present in CP2K (www.cp2k.berliose.de). To this end, our formulation is now available 
in the CP2K package (SCP-DFT) and contains auxiliary polarization functions whose 
coefficients are simultaneously and self-consistently determined along with standard orbital 
coefficients for the basis set. Furthermore, within this theoretical framework, a consistent 
expression for the dispersion energy that is based on second-order perturbation theory can be 
formulated. This is an extension of an approach that has already been applied to DFT and forms 
that basis of empirical generalizations of London dispersion 10,11. Thus, we have a self-consistent 
theory that is easy to parameterize and allows for efficient condensed phase calculations 
(including both charge transfer and chemistry) with the inclusion of dispersion. Remarkably, 
with a single parameter, we are able to reproduce benchmark calculations on the energetics of 
clusters (to n=10), the cohesion energy of the solid, the second virial coefficient, and the liquid 
structure for argon.  This comprehensive theoretical study thus validates our novel approach, and 
to our knowledge is the first successful application of DFT based methods to quantitatively 
capture both thermodynamic and structural properties of a weakly interacting system in all three 
phases of matter. Our results have been extended to water where again, we are able to reproduce 
cluster energetics obtained at the MP2 complete basis set level.  Moreover, our approach gives a 
softer liquid structure for water, and nearly quantitatively captures the frequency shifts obtained 
by MP2 due to subtle hydrogen bonding arrangements (see Abstract of G.K. Schenter). 
 
Large-scale density functional theory studies of the free-energies of transfer of OH- from bulk to 
interface (with L.X. Dang):  Although there appears to be a consensus between various 
theoretical calculations and experiments on the distributions of several inorganic ions in the 
interfacial region, there is considerable disagreement of the water ions, specifically, the 
hydroxide anion and the excess proton, at the air-water interface. 12 This is problematic, because 
an accurate knowledge of the propensities of the water ions for the air-water interface is central 
to our understanding of chemistry at aqueous interfaces.  The relative populations of these ions at 
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OH– H-bonded to H2O (δ ~ 0.45):

delocalized anion “H3O2
–” (δ ~< 0.3):

 
Figure 1:  Free-energy surfaces and representative clusters as a 
function of the sampled reaction coordinate (“δ” being a measure 
of the distance from the proton transfer transition state).  One can 
see a distinct difference in the free-energy as compared to the 
bulk (blue).  The red and green curves represent free-energy 
profile at the onset of  (the so-called Gibbs dividing surface 
(GDS)) and slightly above the interface.  To the right of the graph 
are representative clusters of OH- in the interfacial region as a 
function of “δ.”  The salient feature is the clear delocalization of 
charge at δ<0.3 that is stabilized near the interface (see minima of 
red and green curves vs. blue). 

the interface vs. in bulk neat water determine whether the interfacial region is neutral, as in the 
bulk, or acidic or basic.  Corresponding data for hydroxide could be interpreted in terms of a 
range of behavior, from slight 
enhancement to strong repulsion. 13 It 
is clear from the collection of 
experimental and theoretical data 
summarized here that more research 
is needed to resolve the important 
issue of the acidity/basicity of the 
water surface. We have weighed in 
on this critical debate by performing 
the largest and most extensive DFT 
studies of the hydroxide anion in 
water in an interfacial geometry.  
These calculations were made 
possible by the 2008 INCITE award 
and 2008 NERSC large-scale 
reimbursement program.  Our results, 
presented in Figure 1 indicate that 
hydroxide ion is free-energetically 
stable and resembles the “H3O2

-“ 
moiety in the vicinity of the aqueous 
liquid-vapor interface. 
 
Future directions 

1. We plan to extend SCP-DFT to interfacial systems and chemical reactions in aqueous and 
heterogeneous environments.  We also are thinking of ways to provide effective 
parameterizations for the first two rows of the periodic table and important halide ions to 
be used within the SCF-DFT formulation. 

2. We plan to continue large-scale DFT calculations to determine novel heterogeneous 
reaction mechanisms in hydrogen bonding fluids.  In particular, we will validate the 
conventional wisdom on the propensity for hydronium at the liquid vapor interface by 
utilizing DFT interaction potentials that contain both polarization and chemistry. 
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Program Scope or Definition:

This talk will discuss progress in our research toward understanding photoreaction
dynamics on nanostructured surfaces and, in particular, the surfaces of nanoobjects. Our
overall program plan is to first emphasize developing an STM-based method for study of
uncapped nanocrystals with specific reconstructions and orientation; the particles will be
formed via several unconventional methods of UHV growth. We will then use our sepa-
rate time-of-flight quadrupole mass spectrometer instrumentation to explore photoreac-
tion dynamics on these particles through measurement of fragment energetics and angular
distributions from UV-irradiated adsorbates on metal-oxide nanocrystal surfaces. A sec-
ond thrust of the research will be to explore fragmentation dynamics on in situ-formed
metal nanoparticles, which have plasmon-enhanced-reaction rates. The research tools are
time-of-flight detection XPS, STM, standard UHV probes, and theoretical E&M (metal
nanoparticles) and molecular computational tools. Collaboration with the Surface Dy-
namics Group and Catalysis Group at Brookhaven National Laboratory is on-going. The
work is complementary to other programs in TiO2 nanoparticle synthesis, reactions, and
photoreactions at the Fritz-Haber Institute, PNNL, and Harvard.

From the perspective of energy needs, photoexcitation has been of continuing in-
terest for its importance in photocatalytic destruction of environmental pollutants, in sev-
eral methods of solar-energy conversion, and for a variety of applications in nanotech-
nology. Our recent work in this program has yielded several new research findings re-
garding the preparation of nanoparticles, the basic chemical dynamics of surface photo-
fragmentation, and plasmonic surface enhancement and scattering.

This talk will emphasize our recent progress on the growth and characterization
of fully crystalline nanoparticles of TiO2 on single-crystal Au. We show that high-quality
low-size-dispersion particles of ~2-10nm in size can be grown by two very different ap-
proaches. The crystal type and orientation and their dependence on growth chemistry are
also discussed.

Recent Progress:

STM Study of In Situ Formed TiO2 Nanocrystals on Au(111): In this portion of our re-
search, we have investigated a chemically based approach to in situ TiO2 oxide forma-
tion; this approach, which uses Ti reacting with a monolayer water layer or an NO2 layer
and is termed Reactive Layer-Assisted Deposition (RLAD), was initially examined by
Dr. Song in our group and published in Nanoletters. These results showed the formation
of ~5nm-scale TiO2 nanocrystallites. Now we have completed a detailed study of the
structure and areal distribution of these nanocrystallites formed by RLAD on Au(111).
Our results show that the distribution and size of these crystallites depend on the thick-
ness of the H2O layer and on their thermal treatment after formation. The large-scale sur-
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face distribution of our titania
nanocrystals suggests formation of
liquid-water droplets in the RLAD
process. Thus, the thickness of the
reactive water layer must be mini-
mized if one desires an even distribu-
tion of nanocrystals on the surface.
Three types of crystallites are seen
after a surface with TiO2 nanoparti-
cles is annealed to 900 K: hexagonal
crystallites are in the majority and
3D “ridges” and octagonal crystal-
lites are found in low concentration.
In the case of the first two types,

their structure is that of rutile TiO2; see Fig.1 for examples of the structure of the hexago-
nal crystals. In addition, despite relatively weak oxide/metal-surface interactions, most of
the structures seen here are partially oriented by the Au(111) substrate. More generally,
our results show that STM observations can be used to probe the formation of nanocrys-
tals of metal oxides, to determine their crystallography, and to understand the characteris-
tics of the process leading to their formation.

In addition, we have just completed an investigation of a second approach, which is
based on diffusive transport of one constituent from a surface alloy. In this approach a
shallow-depth surface alloy is formed from Ti in Au(111). Oxidation of the alloy is then
used to form nanoparticles of TiO2 on Au(111). In situ STM studies show that the ap-
proach yields arrays of particles with good size dispersion and controllable shape. Scan-
ning tunneling spectroscopy indicates that the particles have a well developed bandgap,
comparable to that in bulk TiO2. The particle crystallographic form is rutile, being trian-
gular or hexagonal in shape.

This process of surface-alloy oxidation was examined in order to provide a controlled
metal source for crystallite formation. Thus, exposure of the surface-Ti-alloy Au(111)
samples to a flux of molecular oxygen, ~500L, at elevated temperatures of ~900K was
found to cause uniform growth of flat crystallites across the surface. As we have shown
earlier, the crystalline nature of such small-scale particles can be determined via STM
imaging of the nanoscale TiO2 crystals. The STM images of such surfaces revealed that
all crystallites had either a triangular or hexagonal shape, with flat-top faces parallel to

the surface. Statistical analysis of the
sizes of the crystallites yields a rela-
tively narrow particle-area distribu-
tion: the average area is 45 ± 16 nm2.
About 95% of the crystallites are
hexagonal shaped. We have identi-
fied this type of surface structure as
rutile TiO2 crystallites with a top-
face (100) plane. The remaining 5 %

Fig. 1: STM images of hexagonal TiO2 nanocrystallites:
(a) A fully formed hexagonal crystallite; (b) an irregular
hexagonal crystallite with two-layer structure; (c) “zoom
in” of the marked area in b). The solid line marks the
position of the step edge. The dotted line demonstrates
the registry between the two layers and marks the posi-
tion of a ridge in the top terrace (right side). Crystallo-
graphic directions in c) are rutile(100) structure.
Fig.2: Histogram of crystal heights in 100 ×100nm
 of the crystallites were ridge-like
structures, identified also as rutile

STM image.
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TiO2 but with two (110)-like faces on the two ridge slopes. At relatively low initial Ti
coverage, each crystallite is largely unaffected by the growth of neighboring crystallites,
while at higher coverage oxidation produces crystallites of mostly irregular shapes arising
from lateral growth restriction due to the presence of surrounding crystallites.

The plot in Fig. 2 presents the height distribution histogram of an area of Au(111)
surface with TiO2 crystallites grown from a typical surface alloy; it shows a large peak at
0nm due to the substrate, followed by a series of peaks on the right at intervals of
0.23nm. These peaks originate from the flat top faces of the crystallites in the STM im-
age. The lowest apparent height of these TiO2 crystallites is 0.6 nm, while the height of a
single structural layer is 0.23 nm. From the histogram it follows that the crystallites in the
image have up to 5 additional TiO2 layers on a 0.6nm base.

STS Measurements of Crystallites:

STS imaging of the surface prepared with 0.7 ML of Ti (Fig. 3) shows that all crystallites
have similar electronic structures irrespectively of their heights or shapes. In particular,
the shades of green in the STS image in Fig. 3a correspond to the values of dI/dV (V =
+2.5 V). Thus, the image shows that all the crystallites yield nearly the same values of
dI/dV, in spite of different geometrical parameters. The STS spectra of each of the crys-
tallites show a band gap in the electronic states, which is consistently ~ 3 eV(excluding
bandgap tailing); this value corresponds to the known value for bulk rutile. The center of
the band gap is shifted towards a negative sample bias, which signifies an n-type semi-
conductor. Reduced bulk TiO2 is known to be an n-type semiconductor due to the pres-
en
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ese values of the “tail-reduced” apparent band gaps were 1.34 - 2.40 eV (see Fig. 3c),
nificantly lower than the bulk band gap of ~ 3.0 eV. Previously, similar observations
re made for STS-derived values of the band gap of TiO2 and SnO2, including compari-

n to nearly perfect crystals and nanoparticles. The lowered values of the band gap were
ributed to defect-induced electronic surface states of the nanoparticles. Figure 3c also
dicates that thinner TiO2 crystallites show narrower “effective” band gaps than thicker
ystallites. There are several possible explanations for this coupling of effective bandgap
thickness; we are currently analyzing our data to determine which is appropriate for
r materials systems.
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ig. 3: 50 × 50nm (a) STS images of a sample with 900k annealing. (b) STS spectra taken from different
reas of the same surface. (c) measured band gap widths as a function of the height of the crystallites.
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Plasmonic Photochemistry and Surface Probing: In nanophoto-chemistry, surface plas-
mon polaritons (SPP) have recently attracted much interest, including work in the DOE
surface-reaction-dynamics community. Thus the scattering of SPPs on surfaces has been
an area of several talks at prior CPIMS meetings. Because of their spatial localization,
SPPs are ideal excitations both to study and probe metallic nanostructures and to initiate
enhanced photochemical reactions. To this end, we have examined the interaction of
plasmon waves with two-dimensional (2D), radially symmetric surface nanodefects. Our
analysis presents an additional complexity in the two dimensional case that stems from
the more intricate polarization properties of the electromagnetic field that is generated
near our earlier studies with 1D metallic nanodefects. Our results clearly show that the
properties of the emitted fundamental and second harmonic light are highly sensitive to
the material and geometrical characteristics of the metallic surface or interface, through
the surface susceptibilityand surface profile function.

Future Plans

Our future research efforts are, first, focused on the formation of TiO2 nanoparti-
cles on single-crystal Au(111) surfaces using the very controllable new method of surface
alloy oxidation in UHV. Second, we will then investigate thermal reactions and photore-
action dynamics of methyl bromide adsorbed on these TiO2/Au nanoparticle surfaces us-
ing TPD and time-of-flight and quadrupole mass spectrometry.
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Program Scope or Definition 
 The goal of this project is to explore and develop novel methodologies for probing 
the nature of volatile liquids and solutions and their surfaces, employing combinations of 
liquid microjet technology with synchrotron X-ray and Raman spectroscopies.  
 
Recent Progress 
 Utilizing the intense monochromatic soft X-Rays available at the LBNL Advanced Light 
Source (ALS), and employing liquid microjets for convenient temperature and composition 
control, we have extended our systematic investigation of the local hydration environments of 
simple inorganic cations and anions to tri- and tetravalent species.  Earlier studies have 
established that monovalent cations have a very small effect on the local water electronic 
structure, whereas simple anions are strongly perturbative[2].  Moreover, these anions exhibit 
markedly ion-specific perturbations, while the monovalent cations all produce nearly identical 
effects, which we attribute to electric field perturbations of the empty water orbitals.  Divalent 
cations[9] exhibit ion-specific perturbations, however, and we attribute these (as well as the ion-
specific anion perturbations) to a combination of electric field effects on and charge transfer with 
the first solvent shell water molecules, as deduced via comparisons with density functional 
theory calculations.  While the analysis of new XAS data for the highly charged ions is still 
ongoing, these same trends of increasing charge transfer with ion charge are evidenced.  We 
have carried out a similar study of the hydration of the hydroxide ion, finding support for recent 
predictions of a hyper-coordinated first solvation shell, wherein the ion accepts four H-bonds but 
donates none[13].  Also, we previously identified a strong blue-shift in the K-edge spectrum of 
the hydronium ion, relative to that of water, probably due to the tighter electron binding[8]. 
 
   We have found that Raman spectroscopy of liquid microjets provides a useful 
complement to our XAS studies.  Building on our recent investigation of the temperature-
dependent Raman spectrum of water, wherein we (with Phil Geissler) found that a histogram of 
the electric field projections along the OH bonds computed from a Monte Carlo simulation 
accurately represents the observed spectra[5], we have proceeded to study ionic solutions by this 
combined experimental/theoretical approach as a means of characterizing the local environments 
around aqueous ions.  We again find that Geissler’s E-field histograms faithfully reproduce the 
T-dependent Raman spectra, and make it possible to deduce a detailed new molecular picture of 
how simple ions are solvated in water[15]. 
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 Liquid microjet technology affords the opportunity to study the details of water 
evaporation, free from the obfuscating effects of condensation that have plagued previous 
studies.  Studying small (diameter < 5 µm) jets with Raman thermometry, we find compelling 
evidence for the existence of a small but significant energetic barrier to evaporation, in contrast 
to most current models[7,11].  Studies of heavy water indicate a similar evaporation coefficient, 
and thus an energetic barrier similar to that of normal water[18].  A transition state model 
developed for this process provides a plausible mechanism for evaporation in which variations in 
libration and translational frequencies account for the small observed isotope effects[12].  The 
most important practical result of this work is the quantification of the water evaporation 
coefficient (0.6), which has been highly controversial, and is a critical parameter in models of 
climate and cloud dynamics. 
 

Using liquid microjets to avoid the often incapacitating problem of radiation damage to 
fragile solutes, we have measured the pH-dependent NEXAFS spectra of several amino acids, 
including glycine, proline, lysine, and the dipeptide diglycine[1,6].  We find evidence that the 
nitrogen terminus of primary amino acids is sterically shielded at high pH, and exists in an 
“acceptor-only” state, wherein neither amine proton is involved in hydrogen bonding to the 
surrounding solvent.  The diglycine study characterized a similar behavior in this first 
investigation of the peptide bond hydration.  This work has been extended to examine the 
hydration of several nucleotide bases and related molecules.  We have also exploited the 
sensitivity of XAS to ionic perturbations of the empty orbitals of carboxylates to support the 
theoretical prediction that sodium interacts more strongly than potassium with protein 
carboxylate groups[16], offered as an explanation for the much higher intracellular concentration 
of sodium existing in cells.  
 

We have recently addressed the long-standing controversy over whether continuum or a 
multi-component (“intact” or “broken bond,” etc.) models best describe the hydrogen bond 
interactions in liquid water.  The temperature dependence of water’s Raman spectrum has long 
been considered to be among the strongest evidence for a multi-component distribution.  
However, we (with Phil Geissler) have shown, using a combined experimental and theoretical 
approach, that many of the features of the Raman spectrum considered to be hallmarks of a 
multi-state system, including the asymmetric band profile, the isosbestic (temperature invariant) 
point, and van’t Hoff behavior, actually result from a continuous distribution[2].  This work 
complements our study of the structure of pure liquids by X-ray absorption spectroscopy that has 
been ongoing.  We have published a joint theory/experiment study of liquid methanol that 
characterized the nature of H-bonded domains[3,4]. 

 
We have examined the high electrical charging of liquid water microjets that can be 

effected by metal nozzles, proposing a mechanism based on selective adsorption of hydroxide to 
the metal surface and subsequent electrokinetic charge separation, and we have demonstrated the 
use of this “protonic charging” for a novel method of hydrogen generation[14].  Subsequently, 
we have examined the electrical power generation capabilities of metal nozzle microjets, finding 
an order of magnitude improvement in efficiency (~10%) over published results[19]. 

 
Future Plans 
1. Complete the XAS study of ionic perturbation of local water structure, such that the entire 
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Hofmeister series is ultimately addressed.  We seek a comprehensive picture of the effects 
of both cations and anions on the local structure of water.  Raman spectroscopy 
measurements will also be performed on these systems, the data from which provide 
complementary insights and aid in the theoretical modeling.  We will further develop the 
use of E-field distributions from simulations to interpret the spectra. 

 
2. With LBNL staff scientist David Prendergast, we are testing a new theoretical methodology 

for predicting core-level spectra of complex molecules (e.g. biomolecules), for which 
standard approaches often fail dramatically. 

 
3. Extend our XAS studies of local hydration to important free radical species, generated in 

liquid water microjets by excimer laser photolysis.  A new student (Alice England) spent 
the summer working with the Notre Dame Radiation Lab group to learn techniques for 
studying free radical chemistry.  

 
4. Extend our studies of amino acid hydration vs. pH to include all natural amino acids.  Use 

the same approach to study hydration of the peptide bonds in small polypeptides, 
nucleotide bases, nucleosides, and nucleotides, as well as the novel “peptoid” molecules. 

 
5. Measure NEXAFS spectra for pure liquid water, alcohols, and hydrocarbons, seeking to 

achieve deep supercooling via controlled evaporation.  In conjunction with theoretical 
modeling, we will seek a coherent description of the liquid structure and bonding in these 
systems. 

 
6. We will continue to explore and compare ion and electron detection of NEXAFS spectra, 

seeking to obtain a reliable means for characterizing liquid surfaces.  Thus far, we have not 
been able to reproduce the original measurements of the water surface with our newly-
designed X-ray spectrometer, and we have shown that the original calculations on which 
the interpretation of those spectra in terms of “acceptor only” molecules was based were 
flawed[16]. 

 
7. We plan to continue our exploration of the evaporation of liquid water by Raman 

thermometry and mass spectrometry, seeking to ascertain the effects of salts and surfactants 
on the evaporation process. 
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The long-term objective of this project is to advance the understanding of the relation 

between detailed descriptions of molecular interactions and the prediction and characterization of 
macroscopic collective properties. To do this, we seek to better understand the relation between 
the form and representation of intermolecular interaction potentials and simulation techniques 
required for statistical mechanical determination of properties of interest. Molecular simulation 
has the promise to provide insight and predictive capability of complex physical and chemical 
processes in condensed phases and interfaces. For example, the transport and reactivity of 
species in aqueous solutions, at designed surfaces, in clusters and in nanostructured materials 
play significant roles in a wide variety of problems important to the Department of Energy.  

We start from the premise that a detailed understanding of the intermolecular interactions 
of a small collection of molecules, through appropriate modeling and statistical analysis, will 
enable us to understand the collective behavior and response of a macroscopic system, thus 
allowing us to predict and characterize thermodynamic, kinetic, material, and electrical 
properties. Our goal is to improve understanding at the molecular level in order to address 
increasingly more complex systems ranging from homogeneous bulk systems to multiple phase 
or inhomogeneous ones, to systems with external constraints or forces. Accomplishing this goal 
requires understanding and characterization of the limitations and uncertainties in the results, 
thereby improving confidence in the ability to predict behavior as systems become more 
complex. 

In developing representations of molecular interaction it is necessary to understand the 
balance between efficiency and accuracy. The evaluation of intermolecular potential energy 
needs to be efficient enough to allow for effective statistical mechanical and dynamical 
sampling. At the same time, enough of the underlying physical chemistry and sufficient 
parameterization needs to be contained in the models of molecular interaction so that the 
resulting simulation of collective molecular properties are reliable. Towards these ends, we have 
been exploring techniques that are based on efficient electronic structure methods such as NDDO 
semiempirical theory and density functional theory (DFT). These methods have the advantage 
that they are atom based, allowing for bond breaking and chemically reactive processes. 
Furthermore, the electronic structure response of atomic sites can adapt to a variety of chemical 
environments, leading to a more robust parameterization and transferability to different systems. 
A disadvantage of such electronic structure methods is their limited polarization response and 
their ability to describe hydrogen bonding and dispersion interactions. Recently we have 
successfully developed a Self Consistent Polarization (SCP) method [Ref. 21] that enhances the 
polarization response of an efficient electronic structure method while providing a consistent 
representation of the dispersive interaction that is based on second-order perturbation theory. The 
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first application of this method resulted in the effective parameterization of the interaction of 
water clusters, based on NDDO semiempirical electronic structure theory. We are able to 
reproduce the accurate MP2/CBS estimates of small water cluster binding energies of Xantheas 
et al, as well as the intramolecular frequency shifts as a function of cluster size. (See Figure 1.) 

One limitation of the 
NDDO based approach was the 
degree of parameterization that 
was required in developing an 
accurate model. Future work 
will be dedicated to better 
understand the process of 
parameterization and the 
transferability of parameters. 
Initial studies that are based on 
DFT electronic structure (SCP-
DFT) have revealed a theory 
that requires significantly less 
parameterization. A new feature 

of the theory is the importance of properly accounting for basis set superposition (BSSE) and 
incompleteness error. To account for this we have explored two approaches. First we developed 
an effective two-body correction term that accounts for basis set effects. Second, we have 
employed Molecularly Optimized (MOLOPT) basis sets developed by VandeVondele and 
Hutter, that give small BSSE, are well conditioned, and recover results that are close to the 
complete basis set limit.a We have preliminary results for water clusters and bulk water 
properties that are encouraging. Binding energies as a function of cluster size is shown in Figure 
1. These are consistent with MP2 electronic structure, TIP4P, and TTM3-F empirical potential 

results. In Figure 2 we 
demonstrate how the SCP-
DFT theory recovers the 
vibrational red shift as a 
function of cluster size, the 
hydrogen bonding 
“vibrational fingerprint”. 
Harmonic frequency density 
of states (convoluted with a 
10 cm-1 Gaussian width) 
computed using SCP-DFT 
theory is compared to MP2 
/aug-cc-pVDZ calculations 
as function of cluster size.  
In Figure 3 we display the 
O-O radial distribution 

function corresponding to the simulation of the liquid state. DFT calculations were performed 
using a BLYP functional and a TZV2P-MOLPT basis set.  

We have also tested our SCP-DFT approach on the dispersion-dominated system of the 
gas, liquid and solid phases of Argon. The SCP-DFT approach has been implemented in the 
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molecular simulation package, CP2K.b Future plans will include expanding the numerical 
efficiency of the approach by improving preconditioning of the combined SCP and orbital 
optimization procedure.  We will also explore the implementation of screening functions that 
partition the SCP component from the conventional electronic structure, leading to a more 
flexible and robust method. Current implementations of the SCP-NDDO method are limited to a 
cluster based code and an inefficient periodic code. Future work will concentrate on 
implementation of the SCP-NDDO method within the CP2K code.  

With efficient implementations of our SCP approach, we plan to explore complex 
solvation in more complex environments. Initial steps have been made to parameterize 
protonated and hydroxide water clusters. Future efforts will extend the parameterization to 
aqueous solvation of more complex ions. In conjunction with these efforts we will continue our 
analysis of EXAFS measurements as a probe of solvation structure. [See Refs. 3, 9, and 19] 
From our representation of molecular interaction we will generate ensembles of configurations. 
From this ensemble, a series of electron multiple scattering calculations are performed using the 
FEFF8 codec to generate a configuration averaged EXAFS spectra. In future studies we will 
consider the influence of molecular interaction between ion-pairs. Our challenge is to be able to 
account for changes in features in EXAFS measurement as a function of solute concentration. In 
an additional extension of our bulk EXAFS analysis, we will attempt to understand the influence 
of an interface on the observed ion solvation structure and how it manifests itself in an EXAFS 
measurement.  
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I. Program Scope 

The objective of this experimental project is to produce simple transient, metal containing, 
molecules and extract from the analysis of their spectra geometric structure, force constants, 
permanent electric dipole moments, μel, and magnetic dipole moments, μm. This highly quantitative 
data is used to construct qualitative, molecular-orbital based, bonding models and to evaluate the 
quantitative predictability of electronic structure calculations performed by others. The synergism 
between experiments and theory that is established for these simple molecular systems will guide 
computational predictions, particularly those based on density functional theory methodologies, for 
more extended systems (e.g. clusters, nanoparticles and surfaces). The contributions to bonding 
from electron correlation, relativistic effects and structure are de-convoluted by selecting a variety 
of related molecules. Studies of 3d metal dioxides, such as TiO2, are being performed to provide 
benchmark data and elucidate the catalytic activity of supported metal dioxide clusters.  Simple 
PtX, RhX and IrX (X=OH, NH, CH, H, S, O, F and N) molecules are used to investigate trends in 
later 4d and 5d bonding.  Lanthanide and actinide oxides are used for investigations of the role of f-
orbitals, relativistic effects and methodologies for treating such effects.  

Two classes of gas-phase spectroscopic studies are implemented: a) visible and near infrared 
electronic spectroscopy using laser induced fluorescence (LIF) detection, b) mid-infrared 
vibrational spectroscopy in the fundamental OH, CH and NH stretching region (2.8μm-3.6μm). 
Small magnetic (Zeeman) and electric (Stark) field induced shifts in the spectra are analyzed to 
produce experimental values for μm and μel, respectively.  Molecular beams of the transition metal 
containing radical molecules are produced using either a pulsed laser ablated/reagent supersonic 
expanding gas or a pulsed d.c. discharge.  The molecules are produced with an internal temperature 
of typically 10 K to minimize spectral congestion and recorded at near the natural line width limit 
(typically 30 MHz) to maximize the information content.    
II. Recent Progress 

A. Generation and Characterization of Gas-Phase TiO2 
Among the more important of the numerous technological applications of titanium dioxide is its 

use as a photocatalyst to degrade organic pollutants or to perform other useful chemical 
transformations.  Nanomeric and subnanomeric clusters of TiO2 prepared on, or incorporated in, 
zeolites are particularly promising photocatalysts.  Studies of gas-phase clusters of TiO2 provide a 
practical experimental and theoretical means of gaining a molecular level understanding of the 
properties that influence the photocatalytic activity of zeolite supported TiO2 clusters. This data 
may also be applicable to even large systems.  Indeed, there is experimental evidence that the 
properties of small gas-phase clusters of TiO2 emulate those of the bulk.  For example, the observed 
band gap of molecular (TiO2)n clusters approach that of bulk TiO2 at n = 6 and remains relatively 
constant up to n=10, the largest clusters studied [Zhai, H. J.; Wang, L.S.;  J. Am. Chem. Soc. 2007, 
129, 3022].  Furthermore, clusters of mixtures of (TiO2)n and (Ti2O3)m are observed to have an 
intense vibrational transition at 13.5 μm, which coincides with an intense rutile spectral feature, 
independently of their size and stoichiometry [Demyk, K. et al A& A. 2004, 420, 547]. 

  The most quantitative information can be derived for the isolated TiO2 monomer. A 
comparison of theoretically predicted and experimentally derived properties for the monomer is the 
primary means of assessing methodologies being implemented for predicting the properties of 
clusters of TiO2. Theoretical predictions for this prototypical metal dioxide should be highly 
quantitative because of the limited number of valence electrons (eight) and the small relativistic 
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effects owing to the low atomic number.  A goal of the present study is to experimentally determine 
the permanent electric dipole moments, vibrational frequencies, and geometric structure for the 
ground and low-lying states of molecular TiO2 using optical spectroscopy.   

Gas phase spectroscopic studies of TiO2 are very few in number.  Forty years ago the 
Harvard group  performed an electrostatic deflection measurement on a molecular beam sample of 
TiO2 demonstrating that the ground state had a permanent electric dipole, thus ruling out a linear 
O=Ti=O structure. The electronic structure of TiO2, and small clusters thereof, was investigated by 
photoelectron spectroscopy [Wu, H.; Wang, L.S.; J. Chem. Phys. 1997, 107, 8221.].  Recently, the 

pure rotational transition in the (0,0,0) 1
1~ AX vibronic state were recorded and analyzed to produce 

the first experimental structure with the determined effective bond length of RTi-O = 1.651 Å, angle q 
=111.57± [Brünken, et al; Ap. J. 2008, 676, 1367].  

A laser ablation/supersonic expansion scheme was used for the generation of molecular 
TiO2. A portion of the near natural line width limit laser induced fluorescence spectrum in the 

region of the origin of the ← (0,0,0) transition is presented in Figure 1. The spectrum is 

complicated because TiO
2

1~ BA 1
1~ AX

2 assumes a bent oxo (O=Ti=O) form in both the and states and 
has a rotational structure of a near prolate asymmetric top. The spectrum was analyzed to produce 
rotational parameters for the 

2
1~ BA 1

1~ AX

2
1~ BA state from which the bond angle and length were determined to 

be q=100.14° and 1.704 Å, respectively.  
 

 
 
 
 
 

Figure 1.  The observed and calculated laser induced fluorescence spectrum in the region of the origin of the 

 (0,0,0)← (0,0,0) band of TiO2
1~ BA 1

1~ AX 2. “#” → dispersed fluorescence “*”→ optical Stark.  

The dispersed fluorescence (Figure 2) revealed a progression in the ν2 (a1) symmetric 

stretch. Analysis resulted in the first determination of ω2 (= 322±7 cm-1) for the (0,0,0) state..  
Theoretical predictions for ω

1
1~ AX

2 vary from 393 cm-1[Chertihin, G.V.; Andrews, L.  J. Phys. Chem. 
1995, 97, 6356] to 318 cm-1 [Kim; K. H. et al Moon, J. Chem. Phys. 2002, 117, 8385] with most 
high level DFT calculations giving approximately 340 cm-1. There is no evidence of other low-lying 
electronic states.  
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 Figure 2. The dispersed fluorescence of 

TiO2 resulting from exciting  the  

2
1~ BA (0,0,0)514  ← 1

1~ AX (0,0,0) 413 line at 
18659.2311cm-1.  The progression in the 
ν2 (a1) symmetric stretch produced a 
harmonic vibrational frequency, ω2 
,=322±7 cm-1.  

 
 
 
 
 
 

The optical Stark spectra (Figure 3) were recorded and analyzed to produce the permanent electric 
dipole moment, μel, of 6.28 ± 0.06 D and 2.58± 0.07D for the (0,0,0)  and 1

1~ AX 2
1~ BA  (0,0,0) states, 

respectively. The large value of μel for the 1
1~ AX state 

 
 
 
 

Figure 3. The optical Stark TiO2 spectra and energy levels for the 2
1~ BA  ← 1

1~ AX  (303-202) line.  

is the first experimental evidence that this state results from coupling between Ti2+(4s03d2) 
and  having a dominant  configuration. A simple molecular orbital 

correlation diagram predicts that the orbital is a O-O π-antibonding orbital. The large reduction 

in μ

)4*(2
2O π− 2

262
192

132
21 baba

26b

el upon excitation is evidence that the excited state has a dominant  
configuration where the orbital is essentially a Ti

1
1101

262
192

132
21 ababa

110a + centered 4s.  
B. Lanthanide Monoxides: CeO, PrO and NdO(Publ. # 8) 
We reported, in collaboration with the Emory group, on the Stark and Zeeman effects of 

uranium monoxide (UO) [M. C. Heaven, et al, J. Chem Phys. 125 204314 (2006)].  Experiments 
involving the actinides are particularly challenging and significant insight into their chemistry may 
be derived from the study of the isovalent lanthanides. For example, the μel value for the ground 
state of UO was measured as 3.363(26) D and it was argued in our publication that this should be 
nearly identical to that of isovalent NdO.  The electric dipole moment of NdO had not been 
measured at that time, but was estimated to be 3.31 D based on an empirical plot of previously 
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measured dipole moments of other lanthanide monoxides The agreement between this estimated 
value for NdO and the measured value for UO supported the premise that studies of the lanthanides 
provide quantitative insight into the actinides. In order to substantiate this premise, we have recently 
measured μel for the [16.7]3(=3.742 (16)D) and X4 (=3.369(13)D) states of NdO (Publ. #8). The 
experimental result for the ground state is in very close to our empirical estimate. We also have 
preliminary results for the [18.07]5.5 (=2.813±0.3 D) and [0.2]4.5(=2.813±0.3 D) states of PrO and 
CeO (not yet analyzed).  Magnetic dipole moments for these molecules were also determined from 
the analysis of the optical Zeeman effect. Interestingly, all theoretical predicted μel(X4) values for 
NdO are significantly larger than our experimentally determined value indicating that the current 
computational methodologies do not adequately account for the polarization of the metal centered 
non-bonding electrons.  A plot of the experimentally derived ground state values μel for the 
lanthanide monoxides reveals a smooth trend across the series. Interestingly, the plot of μel does not 
exhibit discontinuities at LaO EuO and YbO where the M2+ 6s2 and the f 7 and f 14 should have more 
of an influence than the M2+ f n s  configuration. 
III. Future Plans 

A. Near uv ultrahigh resolution LIF of metal systems 
Many of the late  transition metal (Rh, Pt, and Ir) containing radicals of interest have 

intense electronic transitions in the near uv (370-460 nm) spectral region where we previously did 
not have tunable monochromatic radiation sources. We recently purchased an external cavity 
doubler to be used with our cw-dye and Ti:Sapphire lasers that will extend our wavelength coverage 
down to 420 nm.  Attempts to detect near uv electronic transitions associated with the bent-to-linear 
conformer in TiO2 will be made.     

B.  Improving the sensitivity of the Mid-IR spectrometer 
Although we have successfully detected OH and CH radicals generated in supersonic 

pulsed d.c. discharge, we have not been able to detect metal monohydroxides (e.g. CaOH) or 
methlyadines (e.g. WCH) generated using our supersonic pulsed laser ablation source. Evidentially, 
the total amount of metal containing radicals produced in the ablation pulse is too small. We are 
currently replacing the ablation source with a pulsed d.c. discharge capable of using metal-organic 
precursors.  Initial studies will use optical transient frequency modulation spectroscopy. 
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Program Scope

It is now possible to synthesize nanostructured porous materials with a tremendous variety
of properties including sol-gels, zeolites, organic and inorganic supramolecular assemblies, reverse
micelles, vesicles, and even proteins. The interest in these materials derives from their potential
for carrying out useful chemistry (e.g., as microporous and mesoporous catalysts with critical
specificity, fuel cell electrodes and membranes, molecular sieves, and chemical sensors) and for
understanding the chemistry in similar systems found in nature. Despite the advances in synthetic
techniques, our understanding of chemistry in solvents confined in nanoscale cavities and pores is
still relatively limited. Ultimately, one would like to design nanostructured materials adapted for
specific chemical purposes, e.g., catalysis or sensing, by controlling the cavity/pore size, geometry,
and surface chemistry. To develop guidelines for this design, we must first understand how the
characteristics of the confining framework affect the chemistry. Thus, the overarching question
addressed by our work is How does a chemical reaction occur differently in a nano-confined solvent
than in a bulk solvent?

Solvent-driven reactions, typically those involving charge transfer, should be most affected by
confinement of the solvent. The limited number of solvent molecules, geometric constraints of the
nanoscale confinement, and solvent-wall interactions can have dramatic effects on both the reaction
energetics and dynamics. Our primary focus is thus on proton transfer, time-dependent fluores-
cence, and other processes strongly influenced by the solvent. A fundamental understanding of
such solvent-driven processes in nano-confined solvents will impact many areas of chemistry and
biology. The diversity among nanoscale cavities and pores (e.g., in their size, shape, flexibility,
and interactions with the solvent and/or reactants) makes it difficult to translate studies of one
system into predictions for another. Thus, we are focusing on developing a unified understanding
of chemical dynamics in the diverse set of confinement frameworks, including nanoscale silica pores
of varying surface chemistry.1,2

Recent Progress

In our recent work we have continued to explore the equilibrium and dynamical properties of
nanoconfined liquids. In particular, we have examined a number of processes that are strongly af-
fected by nanoscale confinement either directly or through interactions with a confined solvent.
These include proton transfer,4–6 time-dependent fluorescence,7–12 and conformational equilib-
ria.2,13 Moreover, we have tested, at the molecular level, the validity of a number of common
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models and approximations for nanoconfined systems such as the ubiquitous two-state models, lin-
ear response approximations, and Smoluchowski equation descriptions. The interesting behavior of
nanoconfined liquids is evident from our studies that illustrate, for example, how new mechanisms
which are not relevant in bulk liquids appear, how models that appear to agree with experiments
are not microscopically accurate, and how the success of a given approximation can depend strongly
on the specific phenomenon of interest.

Proton Transfer. We have investigated a number of properties of a model intramolecular
phenol-amine proton transfer system in a CH3Cl solvent confined in a smooth, hydrophobic spheri-
cal cavity. We have developed a valence bond description for the reaction complex based loosely on
a widely applied model.3 Monte Carlo and mixed quantum-classical molecular dynamics simula-
tions have previously been used to investigate complex position distributions,4 free energy curves,4

and proton transfer reaction dynamics including identification of multiple reaction mechanisms.5

Recently we have calculated the infrared spectrum of this model proton transfer reaction com-
plex in a nanoconfined solvent using mixed quantum-classical molecular dynamics for different
reaction free energies.6 We found that, not surprisingly, the vibrational transition frequency is
strongly related to a collective solvent coordinate, i.e., the reaction coordinate for the proton
transfer reaction. The proton transfer is sufficiently slow that it does not cause significant spectral
broadening for this system; rather, the calculated spectra are motionally narrowed in the nanocon-
fined CH3Cl solvent. We determined that the spectra can be modelled using information only from
equilibrium simulations of the reactants and products and knowledge of the equilibrium constant –
an important result for PT reactions with larger barriers where direct simulation of the spectrum
is not feasible. We found that the frequency autocorrelation function has a long-time decay that
contains information about the ground state proton transfer reaction rate constant. This prelim-
inary result on a simple model system suggests that nonlinear infrared photon echo experiments,
which can access this autocorrelation function, might be used to measure these rate constants (in
contrast to the current focus of measurements on excited state proton transfer rate constants).
These results provide an impetus for additional work to understand how sensitive the results are
to vibrational relaxation, more realistic modeling of the reaction complex, and the nature of the
confining framework.

Smoluchowski Equation Description of Dynamics in Nanoconfined Solvents. A number of
models have been proposed to describe the multi-exponential, long-time decay observed in time-
dependent fluorescence studies of nanoconfined solvents. While molecular dynamics simulation
provides a particularly appealing avenue for exploring these models, full nonequilibrium simula-
tions can be quite time consuming. In nanoconfined solvents the effort is compounded by the
heterogeneity of the system and the long-time dynamics, which together mean that many lengthy
nonequilibrium trajectories are required. This provides an impetus for developing other ways of
rapidly simulating the TDF dynamics, and ultimately reaction dynamics, for a large number of
nanoconfined solvent systems. To that end, we have developed a Smoluchowski equation approach
for the description of time-dependent fluorescence in solvents confined in spherical cavities and
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cylindrical pores.9 In addition to providing a rapid approach to simulating the time-dependent
Stokes shift and solute diffusive motion, the Smoluchowski equation has a number of other ad-
vantages. Specifically, the entire time-dependent fluorescence spectrum is obtained as a function
of time; this is typically not feasible in nonequilibrium MD simulations. The full time-dependent
solute position distribution function is also calculated in the approach, allowing insight into the
mechanism(s) of diffusion. We have validated the Smoluchowski equation approach by comparison
to MD simulation results9 for which at least part of the free energy surfaces are known accurately.8

Recently we have applied this Smoluchowski equation approach to probe different physical
models.10 Model one-dimensional free energy curves with a single barrier in the solute coordinate
– appropriate for relatively small, e.g., ∼ 2 nm diameter, cavities or pores – were used to construct
full two-dimensional free energy surfaces. The effect of position-dependence of diffusion coefficients
and solvent coordinate force constants were also considered. The results indicate that the inclusion
of radial diffusion leads to rich phenomena in the TDF. The position dependence of the diffusion
coefficients was also found to have significant effects on the solute diffusion and solvation dynamics
relevant to TDF. The results allow the comparison of the characteristics of the TDF signal predicted
by different physical models that have been proposed to account for the long-time decays found for
measurements in nanoconfined solvents.

Future Plans

We are currently pursuing work in three main areas: 1) Simulations of time-dependent fluores-
cence of a coumarin 153 dye molecule in confined ethanol to provide direct comparisons with pre-
vious experimental measurements and establish the mechanism for the observed multi-exponential,
long-time decays; 2) Exploration of the connection between confining framework properties and
proton transfer reaction dynamics of Mannich bases dissolved in confined aprotic, polar solvents
studied with a Smoluchowski equation approach; and 3) Simulation of linear and nonlinear infrared
spectra of Mannich base proton transfer reaction complexes by mixed quantum-classical molecular
dynamics to understand what the spectra can tell us about reaction dynamics in experimentally
accessible systems. All three areas of study will focus on amorphous silica pore models, that we
have previously developed,1,2 as the nanoconfining framework; these models allow control over the
pore size (∼ 2− 5 nm in diameter) and surface chemistry (-OH and -OC(CH3)3 surface densities).
This work will provide both results that can be directly compared to existing experimental data, as
in the case of the time-dependent fluorescence study, and predictions that can be tested by future
experiments, as in the case of the Mannich base intramolecular proton transfer systems.
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 Water is an unique solvent due to the fact that it can form up to four hydrogen bonds, 
creating a structured tetrahedral network of molecules that evolves with time as hydrogen bonds 
break and form.  It is the fluctuations of this network that allow water to rapidly solvate nascent 
charge and to participate in chemical reactions.  Moreover, it is predicted that the breakage and 
rearrangement of hydrogen bonds plays a major role in the autoionization of water molecules and 
in the transport of the products of that reaction, the hydronium and hydroxide ions.  The goal of 
our research is to develop ultrafast spectroscopic probes that are sensitive to the fluctuations of 
water’s hydrogen bonding network and to use these probes to obtain a mechanistic understanding 
of how the rearrangements of water molecules influence aqueous charge transport and reactivity.   

As a probe of water’s structure, we make use of ultrafast two dimensional infrared 
spectroscopy (2D IR) of the OH stretch of a solution of dilute HOD in D2O.  This particular 
isotopic combination of water is well suited for studies investigating the fluctuations of water’s 
hydrogen bonding network since the OH absorption lineshape is broadened due to distribution of 
hydrogen bonding environments present in the liquid.  Molecules that participate in strong 
hydrogen bonds absorb at lower frequencies than molecules in strained or broken hydrogen 
bonds.  Thus, if we can excite a water molecule at a initial frequency and then watching how that 
frequency changes as a function of time we can gain direct information on how water’s time 
dependent structure.  2D IR spectroscopy provides us with this ability to track how different 
hydrogen bonding environments interconvert over time.  A 2D spectrum correlates how a 
molecule excited at an initial frequency evolves to a final frequency after a given waiting time.  
By varying the waiting time, we can follow how molecules initially in strong or weak hydrogen 
bonds exchange environments.   

As a function of waiting time, many changes occur to the 2D IR lineshape that indicate 
the loss of frequency memory and give a timescale for the rearrangements of water’s hydrogen 
bonding network.  Our group has developed a number of metrics that can be used to quantify the 
loss of correlation in 2D lineshapes.  More interesting however, are the frequency dependent 
changes of the lineshape that indicate molecules in strained or broken hydrogen bonds experience 
different fluctuations than molecules in strong hydrogen bonds.  On the high frequency side of the 
lineshape which describes molecules in strained or broken hydrogen bonds, a rapid relaxation of 
intensity towards center frequency is observed on a ~60 fs timescale.  Due to the rapidity of this 
decay, this argues that broken hydrogen bonding configurations do not correspond to stable 
minima on water’s free energy landscape.  Moreover, this timescale corresponds well with that 
for libratations, which implies that these hindered rotational motions that act to drive hydrogen 
bond rearrangements in water.  MD simulations of hydrogen bond switching events indicate that 
the free energy surface describing switching projects well onto a bifurcation coordinate that 
describes distance and/or angular changes in configuration between the hydrogen bond donor and 
the initial and final acceptor molecules.   

We are currently working to better understand the role that librations play in hydrogen 
bond rearrangements by measuring 2D IR spectra with different polarizations of the exciting 
fields and using that to calculate a two dimensional anisotropy.  This measurement is analogous 
to the anisotropy decay which can be calculated from 1D pump-probe techniques which report on 
the reorientation of molecules as a function of time.  The advantage of measuring a 2D anisotropy 
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decay over a 1D decay is the ability to correlate both the initial and final frequencies with the 
degree of rotation of the HOD molecule.  Thus, we can determine if a molecule initially at high 
frequency (weak hydrogen bonding) that moves to lower frequency (strong hydrogen bonding) 
undergoes a different degree of reorientation than a molecule that remains on either side of the 
lineshape.  Preliminary results of this measurement suggest that molecules initially in strained or 
broken hydrogen bonds undergo a significant degree of reorientation within 100 fs whereas 
molecules that remain in strong hydrogen bonds retain memory of their initial orientation but lose 
this memory if they move toward high frequency.  These results are qualitatively similar to those 
obtained from molecular dynamics simulations and support the conclusion that the exchange of 
molecules from one side of the OH lineshape to the other involves molecular reorientation. 

While we are able to infer a great deal about how hydrogen bond rearrangements proceed 
in water from HOD in D2O, the OH stretch is primarily sensitive to the location of the nearest 
neighboring oxygen atom which limits the distance over which we can gain information on 
water’s structure.  We are currently in the process of extending our viewing window into the 
liquid by making use of tritium labeled water which will allow us to gain information on the 
relative orientation of two water molecules by measuring the cross peak between the OD and OT 
stretches of a solution of HOT and HOD in H2O.  We have characterized the OT stretch of HOT 
in H2O by measuring the first infrared spectrum of this isotopic solution.  We have also 
performed preliminary pump-probe measurements on the OT stretch and found that it relaxes on a 
~850 fs timescale.  This agrees with existing proposals that the OT stretch relaxes via the 
intramolecular HOT bend. 

Over the course of the last year, we have worked to understand how the water dynamics 
observed in the above experiments play a role in the transport of products of the autoionization of 
water, the hydronium and hydroxide ions.  Both of these ions undergo anomalously fast diffusion 
due to their ability to undergo proton transfer with neighboring water molecules leading to the 
translocation of the ion.  Simulations have suggested that hydrogen bond rearrangements play a 
strong role in guiding proton transfer processes involving these ions.  However, experimental 
work that is able to directly capture proton motion is lacking due in large part to the difficulty of 
finding probes that can measure the timescales predicted for the transfer, which range from 10s of 
femtoseconds to picoseconds.   

We have made 2D IR measurements of solutions of dilute HOD in concentrated NaOD: 
D2O solution.  Upon the addition of NaOD to HOD:D2O solution, two new spectral features 
appear, a new peak at high frequency due to the OH- stretch and a broad shoulder that extends 
down to very low frequency due to HOD molecules hydrogen bonded to OD- ions.  Pump probe 
and transient grating measurements find that as the NaOD concentration increases, a second 
vibrational relaxation component appears with an extremely fast timescale of 115 fs.  Three pulse 
photon echo peak shift (3PEPS) experiments show a large offset with increasing NaOD 
concentration indicating that long lived static inhomogeneity is present in these solutions.  This 
agrees with the increase in solution viscosity upon addition of NaOD.   

Most interestingly though, is the presence of large offdiagonal intensity on the low 
frequency side of the 2D IR lineshape that disappears on a ~100 fs timescale, which roughly 
matches the fast decay timescale observed in the pump probe measurements.  At longer waiting 
times a new peak in the 2D spectra which may indicate chemical exchange between OH- and 
HOD molecules grows in on a ~2ps timescale.  In order to better understand these features, we 
have modeled our experiments using an EVB (empirical valence bond) molecular dynamics 
simulation model of aqueous sodium hydroxide developed by Todd Martinez’s group at the 
University of Illinois Urbana-Champaign.  In order to calculate spectra, we have developed a 
DFT based electrostatic frequency map which we can use to determine the “instantaneous” OH 
frequency of a given OH bond for a static configuration of the simulation.  We find that in 
configurations where a proton is significantly shared between two water molecules, all of the 
transitions within the proton stretching potential undergo significant red shifts, and in particular 
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the OH stretch overtone (ν = 2  ν = 0) tunes into our experimentally accessible bandwidth.  
Thus, the rapid loss of intensity in the 2D and pump probe measurements is due to direct 
excitation of the overtone transition for configurations corresponding to nearly shared protons.  
As the proton moves to one side of the complex, stabilizing a water molecule, the overtone will 
blue shift out of our bandwidth, leading to the relaxation we see in the 2D and pump probe 
spectra.   

Although water’s structure is largely shaped by its ability to form hydrogen bonds, the 
strength of the hydrogen bonds formed by water are rather weak.  Significantly stronger hydrogen 
bonds are formed by asymmetric doubly hydrogen bonded interfaces between amidine and 
carboxylic acid functionalities.  Such interfaces are important structural motifs for biological 
systems exhibiting proton-coupled-electron-transfer.  A limiting case of PCET is excited state 
proton transfer (ESPT) and we have investigated two symmetric and two asymmetric cyclic 
doubly hydrogen-bonded dimmers that display ESPT. The four dimers are the two homo-dimers 
of 7-azaindole (7-AI) and 1H-pyrrolo[3,2-h]quinoline (PQ) and their hetero-dimer counterparts 
with acetic acid.  We have performed a complete set of third order spectroscopies: transient 
grating, echo peak shift, pump probe and full 2D-IR surface of all four dimers in the NH region. 
This has lead to a complete understanding of the NH vibrational dynamics in the electronic 
ground state. Whereas the linear spectra might be dominated by Fermi-resonances, the transient 
grating and echo peak-shift measurements have shown that the vibrational dynamics are 
dominated by the low-frequency inter-monomer stretching and twisting vibrations. These are the 
low-frequency modes that directly modulate the hydrogen-bond strength of the NH bond. 

In addition to using 2D spectroscopy to better understand chemical dynamics, we have 
also worked to develop new, easier methods for the acquisition of 2D IR surfaces.  We have 
implemented a method of quickly acquiring 2D data by scanning the stage that sets one of the 
experimental time delays at constant velocity and finding the stage position by measuring the 
phase of a HeNe alignment beam that copropagates with the infrared excitation pulses.  We have 
also demonstrated a new method that greatly simplifies the acquisition of 2D data by using a 
pump probe geometry wherein the pump is a collinear pulse pair.  Simultaneous collection of the 
third order response and the interferometric autocorrelation of the pulse pair allows for automated 
phasing of the data as well as rapid acquisition since only a single delay stage needs to be 
scanned.    
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Program Scope 
 Achieving enhanced control of the rates and molecular pathways of chemical 
reactions at the surfaces of metals, semiconductors and nanoparticles will have impact in 
many fields of science and engineering, including heterogeneous catalysis, 
photocatalysis, materials processing, corrosion, solar energy conversion and nanoscience.  
However, our current atomic-level understanding of chemical reactions at surfaces is 
incomplete and flawed.  Conventional theories of chemical dynamics are based on the 
Born-Oppenheimer separation of electronic and nuclear motion.  Even when describing 
dynamics at metal surfaces where it has long been recognized that the Born-Oppenheimer 
approximation is not valid, the conventional approach is still used, perhaps patched up by 
introducing friction to account for electron-hole pair excitations or curve crossings to 
account for electron transfer.  There is growing experimental evidence that this is not 
adequate.  We are examining the influence of electronic transitions on chemical reaction 
dynamics at metal and semiconductor surfaces.  Our program includes the development 
of new theoretical and computational methods for nonadiabatic dynamics at surfaces, as 
well as the application of these methods to specific chemical systems of experimental 
attention.  Our objective is not only to advance our ability to simulate experiments 
quantitatively, but also to construct the theoretical framework for understanding the 
underlying factors that govern molecular motion at surfaces and to aid in the conception 
of new experiments that most directly probe the critical issues. 
 
Recent Progress 
Nonadiabatic dynamics at metal surfaces beyond the friction theory 
 Recent experiments by the Wodtke, McFarland, Hasselbrink and Somorjai groups 
demonstrate that individual electrons in a metal can receive as much as 1.5 eV or more of 
excitation upon molecular scattering, adsorption or chemical reaction at the surface. This 
cannot be described by an electronic friction theory or any theory based on a weak 
coupling assumption. In the first two years of this grant we developed a theoretical 
framework that applies in both the sudden electron jump and multiple low-energy 
excitation (friction) limits2,4. The approach takes advantage of the presence of the 
continuum of parallel potential energy surfaces to greatly simplify the electronic 
equations of motion. In addition, it correctly generates distributions of observables, rather 
than simply the averages yielded by Ehrenfest mean-field dynamics. Initial tests of both 
quantum mechanical and semiclassical implementations against numerically exact one-
dimensional benchmarks were very promising. However, extension of these quantum 
mechanical and semiclassical procedures to simulate gas-surface dynamics with all 
adsorbate and surface atom motions included is prohibitive. We have now turned our 
attention to developing a mixed quantum-classical theory in which the nuclear motion 
evolves by classical mechanics subject to forces exerted by the time-dependent evolution 
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of the electronic wave function. The two widely-used methods for doing this in other 
contexts are Ehrenfest (mean field) and surface hopping. The former is the formalism on 
which the electronic friction theory is built. However, for the strong-coupling, multi-state 
processes we are now addressing, the friction theory is inadequate. Therefore we choose 
to extend surface hopping to situations involving a continuum of electronic states. 
 Our first step towards this goal was to develop an efficient method for 
representing the continuous spectrum by discrete states (as few as possible). Simply 
choosing equally-spaced levels requires far too many states. For example, for the specific 
problem at hand, it is critical that there be a high density of states near the Fermi level, 
whereas in other regions the states can be more sparse. We have developed a systematic 
method that we believe provides higher accuracy, for a given number of discrete states, 
than any other existing method7. This may have widespread use in other contexts, as well. 
 Our next step was to develop an adequate approximation to the electronic wave 
function. A many-electron description is required in order to incorporate the multiple 
electron-hole pair transitions that are responsible for electronic friction, while at the same 
time retaining the character of individual local ionic and neutral states that are critical for 
the multiquantum, Franck-Condon transitions that produce energetic electrons and holes. 
Following the Anderson-Newns model, we represent the total wave function by a single 
determinant in which each one-electron orbital is a time-varying linear combination of 
the diabatic (local adsorbate plus discretized conduction band) electronic states. For the 
NO-Au system described below, approximately 100 one-electron states and 20 electrons 
were found to satisfactorily represent the electronic space. We have developed efficient 
numerical procedures for propagating the wave function along a trajectory. 
 The final step is to incorporate this into a mixed quantum-classical dynamics 
simulation. Our first attempt at this failed. Whereas in gas phase applications surface 
hopping is far more reliable when the adiabatic rather than the diabatic representation is 
employed, because of the huge numbers of states involved in metallic systems we 
expected that the simpler diabatic representation would be adequate. This turned out to be 
untrue. For low-energy (thermal) motions where the forces are nearly adiabatic, assigning 
motion to one or another of the diabatic potential surfaces is inaccurate. In the case of NO 
on gold, e.g., even on the lowest energy diabatic surface the adsorbate rarely reached the 
strong coupling region, whereas it did so easily on the adiabatic surface. We have now 
implemented surface hopping in the adiabatic representation. Note that the evolution of 
the electronic wave function along the classical path is invariant to representation, and 
this is more conveniently carried out diabatically. The “fewest-switches” surface hopping 
algorithm, however, does depend on representation. This requires obtaining the forces on 
the occupied adiabatic state at each time step, a significant computational chore, but 
certainly not prohibitive. In contrast to the few (0-4) hops typically encountered in gas-
phase applications of surface hopping, for NO on gold more than 100 per trajectory 
frequently occus. The resulting stochastic method is manageable, it accounts for both 
electronic friction and localized excitations, and it properly resolves the outcomes into 
final state probabilities. In its current implementation, however, it does not allow for 
excited electrons or holes to leave the local region via ballistic transport into the bulk. 
Incorporating this feature via properly introducing decoherence is an important goal of 
our future research. 
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Dynamics of scattering of NO from Au(111) 
 Because of the detailed experimental results by Wodtke and coworkers on 
nonadiabatic vibrational energy transfer upon scattering of nitric oxide molecules from 
the 111 face of gold, we have chosen this as our first target application. Previously, we 
constructed accurate neutral and ionic potential energy surfaces and their off-diagonal 
coupling terms, i.e., a “diabatic” 2x2 Hamiltonian matrix, required in order for us to 
examine dynamics beyond the adiabatic (ground state) approximation. In order to 
uniquely define a 2x2 symmetric matrix, we need three independent pieces of 
information at each nuclear configuration. The ab initio (plane wave density functional 
theory) ground state energy and local charge on the NO molecule provide two of the 
needed pieces. We obtained the third piece of information from the shift in the ab initio 
ground state energy upon application of a small electric field. We have now completed 
constructing a global model Hamiltonian that is convenient and, we believe, quite 
accurate, and which can now be used as a benchmark for testing theories of nonadiabatic 
dynamics. The Hamiltonian properly incorporates all major aspects of the interaction, 
including the image force and the electron transfer at extended N-O bond separations. 
Developing robust, accurate and practical methods for providing the required diabatic 
potential energy surfaces for more general applications is one of our research goals for 
the next funding period.  
 We have now carried out adiabatic dynamics on the scattering of vibrationally 
excited NO from the Au(111) surface to compare with the experiments of the Wodtke 
group. Diagonalization of the 2x2 Hamiltonian matrix described above provides the 
required ground state energies and forces. Our main interests are the importance and 
nature of nonadiabatic effects, of course, but we first need to understand adiabatic 
behavior. Our computed sticking probabilities are now in reasonably good accord with 
experiments of the Wodtke group, in contrast with our earlier attempts. However, 
vibrational energy transfer is greatly underestimated by the adiabatic simulations, 
confirming the expectation that nonadiabatic electron-hole pair excitations dominate. 
 Next, we have expanded the 2x2 diabatic Hamiltonian for NO-Au(111) into a 
very large order matrix of nested and coupled continua, consistent with the Anderson-
Newns model, using our efficient discretization procedure described above. We then 
implemented the surface hopping code and have now carried out preliminary simulations.  
Our preliminary results indeed confirm that nonadiabatic transitions promoted by electron 
transfer, rather than direct excitation of electron-hole pairs (friction), dominate energy 
transfer in the scattering of vibrationally excited NO from Au(111). Vibrational energy 
distributions of scattered NO molecules are in qualitative accord with experiment, and a 
significant fraction of excited electrons have energy greater than 1.5 eV, consistent with 
the observation of electron emission from cesium covered gold surfaces. 
 
Future Plans 
 The goals of our research program include completing our studies of the NO-Au 
system and more general investigations of nonadiabatic behavior at metal and 
semiconductor surfaces. Our plans for the next funding period include the following: 
1. Complete the surface hopping dynamics simulations of NO scattering from gold to 
introduce electronic excitations and electron transfer beyond the friction model. 
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2 Carry out “molecular dynamics with electronic friction” (Head-Gordon and Tully) 
simulations to assess the ability of the more elaborate surface hopping method to both 
reproduce frictional effects and introduce localized, multiquantum transitions. 
3. Derive and implement a practical procedure for introducing decoherence in the surface 
hopping approach, in order to account for the loss of excitation energy via transport of 
carriers into the bulk metal. 
4. Through analysis of the results of application of this hierarchy of theoretical methods, 
draw conclusions about the importance and nature of nonadiabatic electronic transitions 
both in the NO-Au system and more generally.  
5. Develop improved ab initio methods for computing energies and widths of lifetime-
broadened electronic states near metal and semiconductor surfaces, through extension of 
“constrained density functional theory”. These are the properties that determine the rate 
and extent of electron transfer as a molecule approaches the surface; i.e., that are required 
to construct a diabatic Hamiltonian. 
6. Carry out ab initio calculations of energies, charge distributions and level widths as 
input to constructing valence-bond type Hamiltonians for a number of chemical systems, 
including the CO oxidation reaction on platinum. Somorjai and coworkers have recently 
demonstrated that hot-electrons are produced as this reaction unfolds.  
7. Explore the dynamics of open shell species with metal and semiconductor surfaces, 
and small metallic clusters. An example is the oxygen molecule where transitions 
between the ground state triplet and low-lying singlet states may occur without spin-orbit 
interactions via a two-electron exchange with the conduction band, with major 
implications to chemical reactivity. 
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Program Scope 

The broad scope of this program is aimed at microscopic understanding of condensed phase 
phenomena using clusters as model systems.  Our current focus is on the microsolvation of complex 
anions that are important in solution chemistry.  The primary experimental technique is photoelectron 
spectroscopy of size-selected anions.  Unique experimental techniques have been developed by coupling 
electrospray ionization with photoelectron spectroscopy, that allows complex anions, including multiply 
charged anions and solvated clusters, from solution samples to be investigated in the gas phase. 
Experimental studies are combined with ab initio calculations to: 
 

• obtain a molecular-level understanding of the solvation of complex anions (both singly and 
multiply charged) important in condensed phases 

• understand the molecular processes and initial steps of dissolution of salt molecules by polar 
solvents  

• probe the structure and dynamics of solutions and air/solution interfaces 
 
Complexes anions, in particular multiply charged anions, are ubiquitous in nature and often found in 
solutions and solids.  However, few complex anions have been studied in the gas phase due to the 
difficulty in generating them and their intrinsic instability as a result of strong intramolecular Coulomb 
repulsion in the case of multiply charged anions.  Microscopic information on the solvation and 
stabilization of these anions is important for the understanding of solution chemistry and properties of 
inorganic materials or atmospheric aerosols involving these species.  Gas phase studies with controlled 
solvent numbers and molecular specificity are ideal to provide such microscopic information.  We have 
developed a new experimental technique to investigate multiply charged anions and solvated species 
directly from solution samples and probe their electronic structures, intramolecular Coulomb repulsion, 
stability, and energetics using electrospray and PES.  A central theme of this research program lies at 
obtaining a fundamental understanding of environmental materials and solution chemistry.  These are 
important to waste storage, subsurface and atmospheric contaminant transport, and other primary DOE 
missions.  
 
Recent Progress (2005-2008) 

Development of a low-temperature photoelectron spectroscopy instrument using an 
electrospray ion source and a cryogenically controlled ion trap.  The ability to control ion temperatures 
is critical for gas phase spectroscopy and has been a challenge in chemical physics.  We have developed a 
low-temperature photoelectron spectroscopy instrument for the investigation of complex anions in the gas 
phase, including multiply charged anions, solvated species, and biological molecules.  As shown 
schematically in Figure 1, the new apparatus consists of an electrospray ionization source, a 3D Paul trap 
for ion accumulation and cooling, a time-of-flight mass spectrometer, and a magnetic-bottle photoelectron 
analyzer.  A key feature of the new instrument is the capability to cool and tune ion temperatures from 10 
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to 350 K in the 3D Paul trap, which is 
attached to the cold head of a closed-
cycle helium refrigerator.  Ion cooling 
is accomplished in the Paul trap via 
collisions with a background gas and 
has been demonstrated by observation 
of complete elimination of vibrational 
hot bands in photoelectron spectra of 
various anions ranging from small 
molecules to complex species.  Further 
evidence of ion cooling is shown by 
the observation of H2 physisorbed 
anions at low temperatures.  Cold 
anions result in better resolved 
photoelectron spectra due to the 
elimination of vibrational hot bands 
and yield more accurate energetic and 
spectroscopic information.  
Temperature-dependent studies are 
made possible for weakly-bonded molecular and solvated clusters, allowing thermodynamic information 
to be obtained. 
 
 Observation of entropic effect on conformation changes of complex systems under well-
controlled temperature condition.  We reported a direct observation of entropic effect in determining the 
folding of a linear dicarboxylate dianion with a flexible aliphatic chain [–O2C-(CH2)6-CO2

–] by 
photoelectron spectroscopy as a function of temperature (18 – 300 K) and degree of solvation from 1 to 
18 water molecules.  A folding transition was observed to occur at 16 solvent water molecules at room 
temperature, but at 14 solvent molecules below 120 K due to the entropic effect.  The –O2C-(CH2)6-CO2

–

(H2O)14 hydrated cluster exhibits interesting temperature-dependent behaviors and its ratio of folded over 
linear conformations can be precisely controlled as a function of temperature, yielding the enthalpy and 
entropy differences between the two conformations.  A folding barrier was observed at very low 
temperatures, resulting in kinetic trapping of the linear conformation.  This work provides a simple model 
system to study the dynamics and entropic effect in complex systems and may be important for 
understanding the hydration and conformation changes of biological molecules.   
 
 
Future Plans 

The main thrust of our BES program will continue to focus on cluster model studies of condensed 
phase phenomena in the gas phase.  The experimental capabilities that we have developed give us the 
opportunities to attack a broad range of fundamental chemical physics problems pertinent to ionic 
solvation and solution chemistries.  In particular, the temperature control will allow us to study different 
isomer populations and conformation changes as a function of temperature.  We will also be able to study 
physisorption of various gas molecules onto negatively charged anions.  The physisorption of H2 is of 
particular interest because of its relevance to identifying potentially H2 storage materials by providing 
fundamental energetic and structural information between H2 and different types of molecules.  
 

Microsolvation of complex multiply-charged anions: temperature-dependent isomer 
populations.  Many important inorganic multiply-charged anions, such as, SO4

2–, CO3
2–, and PO4

3–, are 
not stable in the gas phase due to the strong intramolecular Coulomb repulsion leading to electron 
autodetachment.  These anions exist in solution as a result of solvation stabilization and they participate in 

Fig. 1.  Schematic view of the second generation low temperature 
electrospray photoelectron spectroscopy apparatus.   
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important chemical reactions on environmental surfaces under conditions of low humidity.  There are two 
important questions for gaseous studies: 1) Can these anions be stabilized in the gas phase by solvents and 
what is the minimum number of solvent molecules needed?  2) What are the solvation structures and how 
are the anions stabilized?  Answers to these questions are important to understanding the stability of the 
anions themselves, as well as to providing molecular level information about their solvation in bulk 
solutions.  We have already investigated the solvation and solvent-stabilization of SO4

2– and C2O4
2– at 

room temperature previously.  We plan to re-examine solvated clusters of these anions under low-
temperature conditions.  For each solvated clusters, there are many possible structural isomers.  Two 
important questions arise: 1) can we observe the true global minimum isomer? and 2) can we vary the 
isomer populations as a function of temperature?  
 

For example, in our first study on the SO4
2–(H2O)n clusters we concluded that three water 

molecules are needed to stabilize the SO4
2– dianion in the gas phase.  Using density functional 

calculations, we also showed how this dianion is solvated by water from n = 1 to 6.  We found that the 
SO4

2–(H2O)6 hydrated cluster has a C3 global minimum structure.  However, in two recent infrared studies, 
different conclusions have been reached, which are likely due to the different temperatures under which 
each experiment was conducted.  We have carried out a preliminary low-temperature experiment and 
observed that the photoelectron spectrum of SO4

2–(H2O)6 exhibited a shift of at least 0.1 eV to higher 
electron binding energies at 12 K relative to the room temperature spectrum.  Our calculated vertical 
electron binding energy (VDE), done in collaboration with Prof. A. I. Boldyrev from Utah State 
University, showed that the global minimum C3 structure (VDE = 2.26 eV) is in good agreement with the 
measured VDE (2.23 eV) in the low temperature experiment.  The room temperature spectrum is broader 
with a VDE near 2.13 eV, in agreement with that of a slightly higher energy C1 isomer (VDE = 2.13 eV).  
Clearly, different isomers are observed at low temperatures relative to room temperature.  We plan to 
study hydrated SO4

2–(H2O)n and C2O4
2–(H2O)n at low temperatures for a range of cluster sizes and see 

how the hydrated structures evolve with temperature.  Such studies may be relevant to understanding 
temperature-dependent behaviors of bulk solutions, as well as providing fundamental information about 
the nature of these hydrated clusters, i.e., liquid-like vs. solid-like structures, as a function of temperature.   
 
 Probing H2 physisorption onto negative ions.  Because of the light weight and low density of 
gaseous hydrogen, discovering viable hydrogen storage materials has become a critical step for the 
application of H2 as a clean fuel.  Understanding 
the intermolecular interaction between H2 and 
different molecular species can provide 
fundamental information about the H2 binding 
affinities of potential hydrogen storage materials.  
H2-adsorbed molecular complexes provide simple 
model systems for investigating H2 binding.  Our 
low-temperature ion trap provides an ideal device 
to produce H2 complexes with a variety of ionic 
species.  In particular, for negatively charged 
anions we can use photoelectron spectroscopy to 
probe the energetics of H2-anion interactions.  It has 
been theoretically shown that H2 binding can be 
significantly enhanced on charged species.  Thus, 
we can also probe the dependence of H2 binding on 
charge states.  Figure 2 shows a set of mass 
spectra of a triply-charged anion (8-hydroypyrene-
1, 3, 6-trisulfonate or [3sPyOH]3–), when the 
helium background gas contains 20% H2 in the ion 
trap at a total background pressure of about 0.1 to 1 mTorr.  At a trapping temperature of 17 K, more than 

Fig. 2.  Mass spectra of [3sPyOH]3–/H2 physisorbed 
complexes.   
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30 H2 molecules can be adsorbed onto [3sPyOH]3– and the maximum adsorbed H2 decreases with 
increasing temperature.  Preliminary photoelectron spectra show that each H2 molecule can provide an 
electron stabilization energy of about 0.03 eV for the first 10 H2.  We have also shown that the H2 
adsorption for the doubly-charged Na+[3sPyOH]3– ion pair is significantly reduced under the same 
conditions, verifying the dependence of H2 binding strengths on charge states.  Potentially, our technique 
allows any negatively charged anions to be investigated.  We plan to exploit this capability to probe the 
interaction of H2 with different anions.   
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Surface Chemical Dynamics 
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1. Program Scope 

This program focuses on fundamental investigations of the dynamics, energetics and morphology-
dependence of thermal and photoinduced reactions on planar and nanostructured surfaces that play key 
roles in energy-related catalysis and photocatalysis. Laser pump-probe methods are used to investigate the 
dynamics of interfacial charge and energy transfer that leads to adsorbate reaction and/or desorption on 
metal and metal oxide surfaces. State- and energy-resolved measurements of the gas-phase products 
resulting from thermal and photoinitiated reactions are used to infer the dynamics of product formation 
and desorption. Time-resolved correlation techniques are used to follow surface reactions in real time and 
infer the dynamics of adsorbate–substrate energy transfer and desorption. Planned extensions of this work 
include investigations of the size-dependence of photoinduced desorption and vibrational dynamics of 
small molecules on surfaces of supported metal nanoparticles. Complementary efforts use cluster ion 
beams for studying the structure, dynamics and reactivity of size-selected metal and metal compound 
nanoclusters in the gas-phase and deposited onto solid supports.  

2. Recent Progress 

Ultrafast Investigations of Surface Chemical Dynamics. Motivated by a desire to follow in real time the 
evolution of surface chemical processes, we employ subpicosecond near-IR laser pulses to inject energy 
into adsorbate–substrate complexes, initiating reactions by fast substrate-mediated processes such as 
DIMET (desorption induced by multiple electronic transitions) and heating via electronic friction. Time-
resolved monitoring of the excited complex is achieved by a two pulse correlation (2PC) method wherein 
the excitation pulse is split into two pulses separated by a delay. The two pulses act effectively as pump 
and probe, and a measurement of the desorbed product yield as a function of the delay is a measure of the 
relaxation timescale of energy deposited into the reaction coordinate. 

An overarching theme of our work has been to connect and contrast ultrafast laser-initiated processes with 
conventional thermal chemical processes. We have examined in detail the dynamics of ultrafast 
photoinduced desorption of O2 and CO from Pd(111), and the 
photoinduced oxidation of CO on Pd(111). We have found 
that thermal desorption activation energies can be used 
effectively within a three-temperature model of the energy 
flow to describe the photodesorption. This lends validity to 
the “pseudo-thermal” understanding of the photodesorption, 
wherein the substrate–adsorbate coupling is diabatic but the 
system subsequently evolves on a potential energy surface 
approximating that which governs thermal reactions. 

Our studies of the ultrafast photooxidation of CO in mixed 
monolayers of O and CO represent a major step forward in 
developing our capabilities to time-resolve surface reactions. 
Ultrafast photoexcitation of mixed CO + O adlayers results in 
the efficient photooxidation of CO. Fig. 1 shows 2PC 
measurements of the desorbing CO2 photoproduct from 

FIG. 1. Two-pulse correlation measurements of the
ejected CO2 photoproduct from CO+O/Pd(111) at
initial CO coverages of 0.25 ML (circles) and 0.4
ML (squares) deposited on the O-(2×2)/Pd(111)
(0.25 ML O) surface. 
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initial CO coverages corresponding to ~1:1 and ~2:1 CO:O mixtures, where the initial surface 
concentration of O is held fixed at 0.25 ML. There are three remarkable features in this data. First, the 
2PC relaxation times are quite short, particularly at the lower coverage, where the response time is 
subpicosecond, clearly indicating that the oxidation is the result of electron-mediated surface–adsorbate 
energy transfer. Furthermore, these ultrafast relaxation times are consistent with the reaction taking place 
in the mixed phase, in contradistinction to conditions that prevail during slow thermal excitation where 
the reactants are known to phase segregate. This suggests that our approach provides the means to take 
“snapshots” of the reaction by measuring the dynamics from well-defined initial surface structures.  

Second, the photooxidation percentage yield is high: the first-
shot yield at zero delay represents desorption of ~0.02 ML-
equivalents of CO2, compared to a total yield (of desorbed 
plus reacted CO) of ~0.09 ML. Thus the oxidized percentage 
of the total desorption yield is ~20%, roughly an order of 
magnitude greater than prior ultrafast reaction measurements 
for Ru(001) under similar conditions, and approximately 
one-third to one-half that observed in TPR/D for the very 
efficient thermally-activated oxidation on Pd(111) (Fig. 2). 
The high efficiency of the CO2 channel opens the possibility 
of time-domain measurements of surface dynamics by time-
resolved pump-probe surface spectroscopy. 

Finally, the 2PC decay time is strongly coverage dependent 
(Fig. 1), an effect which, to the best of our knowledge, has 
not been observed previously. We attribute this dependence 
to a decrease in the CO–Pd coupling strength with increasing 
CO coverage, and a decrease in the reaction activation 
energy due to the occupation of top sites in the 2:1 mixture 
whereas in the 1:1 mixture only hcp sites are occupied. 

Pump-Probe Studies of Photodesorption and Photooxidation on TiO2(110) Surfaces. We are currently 
investigating photoinduced reactions on single crystal TiO2(110) surfaces with the goal of understanding 
the excitation and energy transfer processes important in photooxidation reactions. Adsorbed molecular 
oxygen is linked to the photooxidation activity of TiO2 surfaces, however, fundamental questions remain 
as to the nature of the O2 adsorption sites and the mechanism for desorption and/or reaction. Our initial 
studies focused on the photodynamics of adsorbed O2 on reduced surfaces of TiO2(110) using laser pump-
probe techniques to measure the kinetic energy distributions of desorbed O2 molecules as a function of 
UV photoexcitation energy and surface temperature. The experiments make use of a one-photon 
ionization scheme for O2 detection with very high sensitivity recently developed in our laboratory. Pump-
delayed probe experiments show that the velocity distributions of the photodesorbed O2 molecules are 
trimodal, with most probable kinetic energies of 0.35 eV, 0.1 eV and near zero energy, independent of 
UV photoexcitation energy. The latter result is consistent with a substrate-mediated mechanism in which 
O2 desorption results from capture of a hole (h+) by an adsorbed O2

− /O2
2− species, and not with direct 

photoexcitation of an O2–TiO2 surface complex as suggested in recent theoretical studies. The velocity 
distributions of the two “fast” channels are tentatively assigned to two distinct O2

− binding sites 
associated with surface defects (bridging oxygen vacancies and near surface Ti3+ interstitials) whereas the 
slow channel is attributed to trapping of photoexcited O2 prior to desorption. 

FIG. 2. The oxidation of CO on Pd(111): percent
theoretical yield (solid line); thermal reaction
percent yield in TPD/R experiments (circles); and
the percent of desorbed flux that results from
surface photooxidation following initiation by a
single subpicosecond NIR pulse at ~20 mJ cm–2. On
Ru(001), subpicosecond photo-oxidation is
markedly less efficient (diamond, as measured by
M. Bonn et al.). The initial O atom coverage is
0.25 ML for Pd(111) and 0.5 ML for Ru(001). 

218



More recently, we have used pump-probe techniques to 
examine the final state distributions of the gas-phase 
products resulting from the photooxidation of small 
organic molecules on TiO2(110). This work is motivated 
by the growing number of applications of TiO2 in UV-
induced photodegradation of air and water borne 
pollutants. In addition, recent experiments by Henderson 
(PNNL) using a UV lamp source showed that the 
photooxidation of small ketones on the TiO2(110) surface 
results in the direct ejection of radical species into the gas 
phase. Initial studies of acetone (CH3COCH3) and 
butanone (CH3CH2COCH3) co-adsorbed with O2 on 
TiO2(110) show that the primary gas-phase products of 
photooxidation (hυ = 3.70 eV) are methyl radical (CH3

•) 
and ethyl radical (C2H5

•) with average translational 
energies of 0.15 eV and 0.05 eV, respectively. In the case 
of butanone, we used a variety of VUV ionization 
wavelengths to show that other C2 hydrocarbon products 
(ethane or ethylene) proposed in previous studies are not 
formed to any  significant extent. The methyl radical 
translational energy distribution is markedly different 
than that observed in gas-phase photolysis of acetone, and 
can be empirically fit to a “fast” and a “slow” component 
(see Fig. 3). The “fast” component is attributed to a 
prompt intramolecular fragmentation process of the 
molecular precursor (surface diolate species) and the 
“slow” component may be associated with methyl 
internal energy or a second fragmentation channel.  

Structure and Reactivity of Transition Metal Compounds Clusters. We are using mass-selected cluster 
ion beams and surface science techniques to investigate the physical and chemical properties of transition 
metal compound clusters (e.g., metal carbides, oxides and sulfides) deposited onto solid surfaces which 
are models for supported catalysts. In addition to providing precise knowledge of the cluster size (mass),  
stoichiometry and coverage, cluster beam deposition is particularly useful for investigations of small 
nanoclusters, 1–2 nm (< 200 atoms), where the geometric and electronic structure is evolving from 
molecular clusters to that of the extended solid. Work this year focused on the development of an ultrafast 
Ti:Sappire laser system for performing two photon photoemission (2PPE) measurements of size-selected 
nanoclusters supported on metal oxide substrates. The large band gap and work function of oxides 
provides an effective energy “window” within which the electronic structure of the supported 
nanoparticles may be observed by 2PPE with little interference from states associated with the underlying 
support. In particular, we are interested in probing the electronic structure and time-resolved dynamics of 
small MxSy (M = Mo, W; x/y = 3/7, 4/6, 5/7, 6/8, 7/10, 8/12) nanoclusters which are expected to exhibit 
size dependent HOMO-LUMO gaps that correlate with reactivity. 

3. Future Plans 

Our planned work develops three interlinked themes: (i) the chemistry of supported nanoparticles and 
nanoclusters, (ii) the exploration of chemical dynamics on ultrafast timescales, and (iii) the photoinduced 
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Fig. 3: Translational energy distributions of methyl 
radical (top) and ethyl radical (below) from 
photooxidation of acetone and butanone, 
respectively, on TiO2(110). Excitation wavelength: 
335 nm; VUV detection wavelength: 95 nm.  
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chemistry of molecular adsorbates. The investigations are motivated by the fundamental need to connect 
chemical reactivity to chemical dynamics in systems of relevance to catalytic processes—in particular 
metal and metal-compound nanoparticles and nanoclusters supported on oxide substrates. They are also 
motivated by fundamental questions of physical changes in the electronic and phonon structure of 
nanoparticles and their coupling to adsorbates and to the nonmetallic support that may alter dynamics 
associated with energy flow and reactive processes. 

Ultrafast experiments investigating the dynamics of photoinduced desorption from nanoparticles will 
address development of a fundamental understanding of the changes in this simplest surface reaction 
(desorption) as the size of the metal substrate material is reduced from macroscopic (planar bulk surfaces) 
to the nanoscale. Size-dependent chemical dynamics will also be the focus of experiments using our new 
cluster beam source to prepare a range of supported, size-selected nanoclusters for structure and reactivity 
studies. The latter will be complemented by ultrafast two-photon photoemission experiments to 
investigate the electronic structure and dynamics of the nanoclusters and molecular resonances involved 
in chemistry at their surfaces. Future studies of photoinduced processes on titania surfaces will work to 
resolve open questions regarding the photodesorption dynamics of molecular oxygen and explore the use 
of pump-probe techniques for elucidating molecular photooxidation mechanisms on titania and other 
oxide photocatalysts. 
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Program Definition 

Ionic liquids (ILs) are a rapidly expanding family of condensed-phase media with important applications in 
energy production, nuclear fuel and waste processing, improving the efficiency and safety of industrial chemical 
processes, and pollution prevention. ILs are generally nonvolatile, noncombustible, highly conductive, recyclable 
and capable of dissolving a wide variety of materials. They are finding new uses in chemical synthesis, catalysis, 
separations chemistry, electrochemistry and other areas. Ionic liquids have dramatically different properties 
compared to conventional molecular solvents, and they provide a new and unusual environment to test our 
theoretical understanding of charge transfer and other reactions. We are interested in how IL properties influence 
physical and dynamical processes that determine the stability and lifetimes of reactive intermediates and thereby 
affect the courses of chemical reactions and product distributions. 

Successful use of ionic liquids in radiation-filled environments, where their safety advantages could be 
significant, requires an understanding of ionic liquid radiation chemistry. For example, characterizing the primary 
steps of IL radiolysis will reveal radiolytic degradation pathways and suggest ways to prevent them or mitigate their 
effects on the properties of the material. An understanding of ionic liquid radiation chemistry will also facilitate 
pulse radiolysis studies of general chemical reactivity in ILs, which will aid in the development of applications listed 
above. Very early in our radiolysis studies it became evident that slow solvation dynamics of the excess electron in 
ILs (which vary over a wide viscosity range) increases the importance of pre-solvated electron reactivity and 
consequently alters product distributions. Parallel studies of IL solvation phenomena using coumarin-153 dynamic 
Stokes shifts and polarization anisotropy decay rates are done to compare with electron solvation studies and to 
evaluate the influence of ILs on charge transport processes. 

Methods. Picosecond pulse radiolysis studies at BNL’s Laser-Electron Accelerator Facility (LEAF) are used to 
identify reactive species in ionic liquids and measure their solvation and reaction rates. We and our collaborators (R. 
Engel (Queens College, CUNY) and S. Lall-Ramnarine, (Queensborough CC, CUNY)) develop and characterize 
new ionic liquids specifically designed for our radiolysis and solvation dynamics studies. IL solvation and rotational 
dynamics are measured by TCSPC and fluorescence upconversion measurements in the laboratory of E. W. Castner 
at Rutgers Univ. Investigations of radical species in irradiated ILs are carried out at ANL by I. Shkrob and S. 
Chemerisov using EPR spectroscopy. Diffusion rates are obtained by PGSE NMR in S. Greenbaum’s lab at Hunter 
College, CUNY and S. Chung’s lab at William Patterson U. Professor Mark Kobrak of CUNY Brooklyn College 
performs molecular dynamics simulations of solvation processes. A collaboration with M. Dietz at U. Wisc. 
Milwaukee is centered around the properties and radiolytic behavior of ionic liquids for nuclear separations. 
Collaborations with C. Reed (UC Riverside), D. Gabel (U. Bremen) and J. Davis (U. South Alabama) are aimed at 
characterizing the radiolytic and other properties of borated ionic liquids, which could be used to make fissile 
material separations processes inherently safe from criticality accidents. 
 
Recent Progress 

EPR studies of radical species in ILs. Since our standard technique of transient optical detection cannot detect 
many important intermediates that lack strong absorption features, particularly hole-derived species, we have begun 
to use EPR to identify ionization products in ILs [11]. Radical intermediates were generated by radiolysis or 
photoionization of low-temperature ionic liquid glasses composed of ammonium, phosphonium, pyrrolidinium, and 
imidazolium cations and bis(triflyl)amide, dicyanamide, and bis(oxalato)borate anions. Large yields of terminal and 
penultimate C-centered radicals are observed in the aliphatic chains of the phosphonium, ammonium and 
pyrrolidinium cations, but not for imidazolium cation (where the ring is the predominant site of oxidation). This 
pattern is indicative of efficient deprotonation of a hole trapped on the parent cation (the radical dication) that 
competes with rapid electron transfer from a nearby anion. This charge transfer leads to the formation of stable N- or 
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O-centered radicals; the dissociation of parent anions is a minor pathway. Production of •CF3 from (CF3SO2)2N- 
evidently proceeds primarily through an excited state of the anion rather than via ionization. 

Radiolysis of simulated IL-based nuclear extraction systems. Addition of 10-40 wt% of trialkylphosphate (a 
common agent for nuclear separations) has relatively little effect on the fragmentation of the ILs. The yield of the 
alkyl radical fragment generated by dissociative electron attachment to the trialkylphosphate is < 4% of the yield of 
the radical fragments derived from the IL solvent. The currently used hydrocarbon/tributylphosphate extraction 
systems involve a highly resistant, structurally simple solvent (like kerosene) that efficiently transfers charge and 
energy to the functional solute (tributylphosphate), resulting in the fragmentation of the latter and degradation of 
extraction efficiency. The results suggest a different paradigm for radiation protection: a solvent in which the 
damage transfer is reversed. Such a solvent actively protects the functional solute in a sacrificial way, but overall 
radiolytic damage is still kept to a low level by the radiolytic properties of the solvent [11] (in collaboration with I. 
Shkrob and S. Chemerisov, ANL). 

Charge transfer in ionic liquids - effects on driving force/thermodynamics, reorganization energy and 
reorganizational dynamics. Charge transfer processes in ionic liquid (IL) media are important to understand 
because of their applications in solar photoelectrochemical cells, electrochromic displays, fuel cells, batteries and 
other advanced devices where the properties of ILs provide advantages. Our program to investigate the effects of 
ionic liquids on intramolecular charge transfer reactions continued with the development of a new peptide-bridged 
donor acceptor complex incorporating coumarin 343 and the excited-state electron acceptor and 
dimethylphenylenediamine as the donor (C343-(pro)n-DMPD). This complex was chosen over the previously 
studied system using a tetramethylrhodamine acceptor because of the latter chromophore’s conformational lability 
and resultant complicated photodynamics. The C343 chromophore has several advantages, the first being that it is 
conformationally rigid. The photophysics of the structurally 
similar coumarin 153 have been well characterized, and it has 
been used previously to measure solvation dynamics in many 
ionic liquids, as well as molecular solvents, by means of the 
emission Stokes shift. Solvation dynamics in ionic liquids are 
known to be slower than in molecular solvents and to have 
components that are spread across picosecond to nanosecond 
time scales. To the extent that the solvation process extends into 
the time scale for electron transfer (ET), it affects the 
thermodynamics and reorganization energy of the ET process, resulting in complicated kinetics that need to be 
understood in order to exploit the advantages of ILs in the above-mentioned applications. The emission Stokes shift 
of the C343 chromophore provides an internal gauge of the solvation process while at the same time participating in 
the electron transfer reaction. In preliminary work, the subject compounds have been prepared and studies in 
methanol (where solvation is much faster than ET) have indicated an electron transfer process with straightforward 
kinetics (  ~ 470 ps at 21 °C for C343-(pro)1-DMPD). (in collaboration with H. Y. Lee, E. W. Castner, S. S. Isied, 
and Y. Issa, Rutgers Univ.) 

Ultrafast Single-Shot radiolysis of ionic liquids. UFSS experiments were done on the ionic liquids C4mpyr 
NTf2 and MeBu3N NTf2 in neat form and with various concentrations of several electron scavengers. Data collected 
at 900 nm with increasing benzophenone concentrations shows the disappearance of the spectral shift associated 
with the electron solvation process, indicating highly effective scavenging of pre-solvated electrons. Additional 
results will be presented. 
 
Future Plans 

Electron solvation and reactivity. The competition between the electron solvation and electron capture 
processes in ionic liquids will be explored to test the validity of pre-solvated electron scavenging mechanisms 
advanced in the literature. Electron solvation dynamics in several families of ILs will be measured by pulse-probe 
radiolysis and ultrafast single-slot spectroscopy (UFSS) developed at BNL by Andrew Cook.. Solvation phenomena 
in ionic liquids will also be measured by observing the time-resolved absorption spectral shift of highly 
solvatochromic benzophenone anion and time-resolved fluorescence Stokes shifts of solvatochromic dyes such as 
coumarin 153. Our experimental work will be supported by molecular dynamics simulations performed by Prof. 

N
N

ON

O
O N

H

O

N(CH3)2   O

 
C343-(pro)2-DMPD 

222



Mark Kobrak of Brooklyn College, CUNY. Subsequently, scavengers will be added to measure the kinetics of pre-
solvated electron capture. It is well known from work in molecular solvents that many scavengers, for example 
SeO4

2-, have widely different reactivity profiles towards pre-solvated and solvated electrons. We have begun 
quantitative measurement of the scavenging profiles of benzophenone, SeO4

2-, NO3
-, and Cd2+ using the UFSS 

detection system. By quantitative measurement of the scavenging profiles of many reactants, we seek to provide a 
mechanistic basis for understanding scavenging profiles that can be applied to real-world applications such as 
predicting radiolytic product distributions during the processing of radioactive materials. 

The influence of ionic liquid on charge transfer reactions. Pulse radiolysis and flash photolysis will be used to 
study how ionic liquids affect electron-transport reactions related to solar energy photoconversion systems, where 
their characteristics may prove valuable. IL-based photoelectrochemical cells have already been reported. Focus 
areas will be the combined effects of ionic solvation and slow solvent relaxation on the energy landscape of charge 
transport, including specific counterion effects depending on the ionic liquid, and the influence of the lattice-like 
structure of ionic liquids on the distance dependence of electron transport reactions. 

The studies of ionic liquid environment effects on photoinduced electron transfer in the C343-(pro)n-DMPD 
system will be continued with extensive measurements on the n = 1, 2, 3 systems in several ionic liquids and 
representative molecular solvents (methanol, water, acetonitrile, dichloromethane). Electrochemistry will be used to 
estimate the reaction driving forces and kinetic measurements will be used to obtain activation parameters (including 
pressure dependence) for the ET systems in the various ionic and molecular liquids. The ionic liquids will be 
selected so as to vary the solvation time scales across the electron transfer regime, but the early work will focus on 
low-viscosity, quick-relaxing ionic liquids that most resemble molecular solvents. Conformational and electronic 
structure calculations will be performed on the donor-acceptor systems to aid interpretation of the experimental 
results. This detailed information will allow elucidation of ionic liquid effects and quantitative comparison of the 
differences between ionic and molecular liquids. In the second year, electron transfer studies on the C343-(pro)n-
DMPD system will be carried forward into ionic liquids that are more viscous and have solvation dynamics on 
longer timescales than electron transfer in order to examine the influence of dynamics on the electron transfer 
process, a long-sought but difficult to achieve goal when working with molecular solvents. The results with the 
C343 chromophore will be supplemented by studies using the system we studied previously in molecular solvents 
(J. Phys. Chem. B. 2007, 111, 6878) with pyrenesulfonate in place of C343. The dipole change in the pyrene excited 
state is much smaller than for C343, making the Stokes shift negligible and providing another vantage point from 
which to examine the ET process. (in collaboration with H. Y. Lee and E. W. Castner, Rutgers Univ.) 

EXAFS studies of structure and reaction dynamics in ionic liquids. In collaboration with R. Crowell and D. 
Polyanskiy, we are using Br EXAFS to study IL structure and Br- ion solvation environment in neat and diluted 
bromide ionic liquids and the effect of solutes. We will use photoionization coupled with time-resolved EXAFS to 
probe the solvation dynamics of Br0 atoms in ILs and the effect of the ionic liquid environment on the Br- + Br0  
Br2

- reaction. The results can be applied to understanding related iodide systems of interest in solar photoconversion. 
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Fundamentals, Progress, Challenges and Opportunities” Rogers, R. D. and Seddon, K. R., Eds.; ACS Symp. Ser. 
901, Ch. 8, American Chemical Society, Washington, DC, 2005. (ISBN 0-84123-893-6). 

3. Ultrafast Dynamics of Pyrrolidinium Cation Ionic Liquids H. Shirota, A. M. Funston, J. F. Wishart, E. W. 
Castner, Jr. J. Chem. Phys. 122, 184512 (2005), selected for the Virtual Journal of Ultrafast Science (6/05). 

4. Radiation Chemistry of Ionic Liquids J. F. Wishart, A. M. Funston, and T. Szreder in "Molten Salts XIV, 
Proceedings of the 2004 Joint International Meeting of the Electrochemical Society, Honolulu, HI, 2004”, R. A. 
Mantz, et al., Eds.; The Electrochemical Society, Pennington, NJ, 2006, pp. 802-813. (ISBN 1-56677-514-0) 

5. Tetraalkylphosphonium polyoxometalates: electroactive, “task-specific” ionic liquids P. G. Rickert, M. R. 
Antonio, M. A. Firestone, K.-A. Kubatko, T. Szreder, J. F. Wishart, and M. L. Dietz Dalton Trans. 2006, 529-
531 (2006). 

223



6. The Physical Chemistry of Ionic Liquids (Editorial for Special Issue) J. F. Wishart, and E. W. Castner, J. Phys. 
Chem. B, 111, 4639-4640 (2007). *Second Most-Accessed Article, J. Phys. Chem. B, April-June, 2007, 14th for 
the entire year. 

7. Tetraalkylphosphonium Polyoxometalate Ionic Liquids: Novel, Organic-Inorganic Hybrid Materials, P. G. 
Rickert, M. P. Antonio, M. A. Firestone, K.-A. Kubatko, T. Szreder, J. F. Wishart, and M. L. Dietz, J. Phys. 
Chem. B, 111, 4685-4692 (2007) DOI:10.1021/jp0671751. 

8. Intermolecular Interactions and Dynamics of Room Temperature Ionic Liquids that have Silyl- and Siloxy-
Substituted Imidazolium Cations H. Shirota, J. F. Wishart, and E. W. Castner, Jr., J. Phys. Chem. B, 111, 4819-
4829 (2007) DOI: 10.1021/jp067126o. *17th Most-Cited Article for 2007, J. Phys. Chem. B. 

9. Nuclear Magnetic Resonance Study of the Dynamics of Imidazolium Ionic Liquids with -CH2Si(CH3)3 vs 
-CH2C(CH3)3 Substituents S. H. Chung, R. Lopato, S. G. Greenbaum, H. Shirota, E. W. Castner, Jr. and J. F. 
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Electronically Non-Adiabatic Interactions in Molecule-Metal Surface Scat-
tering: Can We Trust the Born-Oppenheimer Approximation in Surface 
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PROGRAM SCOPE 
There are a number of experimental observations, some with coordinated theoretical study, that strongly 
suggest that the breakdown of the Born-Oppenheimer Approximation (BOA) can be an important aspect 
of the dynamics of molecules interacting with metal and semiconductor surfaces, the essential atomistic 
foundation of heterogeneous catalysis. Unfortunately, the best evidence we have and those observations 
that can best be compared to theory arise from a relatively small number of experiments on a relatively 
small number of molecules on small number of metal surfaces.  It is quite difficult to extrapolate from 
these observations to a generalized knowledge and understanding of what chemical trends might persist 
for electronically non-adiabatic interactions.  The purpose of this research project is to perform a series of 
well controlled experiments, by which a wider range of observations can be obtained that will provide a 
chemically diverse benchmark for theories of electronically non-adiabatic behavior.  In this way, we hope 
to contribute to the development of a predictive understanding of when and when not electronically adia-
batic potential energy surfaces is suitable for the simulation of reactions at metal interfaces.   
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Figure 1. Comparison to the binary-
collision limit. Final translational 
energy for scattered HCl: vibrationally 
elastic (v=2→2) (open circles). All 
results shown here are for final J=5 
and TS = 300K. The solid line shows the 
translational recoil expected from an 
zero impact-parameter elastic collision 
of an HCl molecule with an isolated Au 
atom. The dashed line shows results 
expected by doubling the effective mass 
of the Au atom. 

RECENT PROGRESS 
We scattered vibrationally excited HCl(v=2,J=1) from 
Au(111) at incidence energies between 0.28 and 1.27 eV. 
Narrow (FWHM < 30o) angular distributions as well as a 
strong dependence of final translational energy on initial 
translational energy show that energy transfer takes place 
through a direct scattering mechanism. High resolution TOF 
measurements revealed the translational inelasticity (transla-
tion to surface degrees of freedom) for vibrationally elastic 
(v=2→2) and inelastic (v=2→1) channels. For both channels 
~56% of the incidence energy of translation is transferred to 
the surface. This reaches – or even slightly surpasses – a sin-
gle-atom hard cube impulive collision limit also known in the 
literature as the Baule limit for mechanical energy transfer. 
One possible explanation of this observation is that the exci-
tation of electron-hole pairs contributes significantly to the 
loss of HCl translational energy in collisions with Au(111). 
This suggests accurate theoretical trapping probabilities for 
HCl on Au(111) require inclusion of electron hole-pair exci-
tation. 

For vibrational relaxation channels, only 26% of the released 
vibrational energy appears as outgoing translation, while 74% 
couples to the surface. By comparison to previous work 
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where HCl(v=2) was scattered from an insulator (MgO), we conclude that vibrational relaxation of 
HCl(v=2) on Au occurs through an electronically nonadia-
batic mechanism. Our observations show that the transla-
tional spectator view used to describe electronically non-
adiabatic vibrational energy transfer at metal surfaces is 
only approximately correct. Possible mechanisms by which 
vibrational energy may be channeled into translation in 
electronically nonadiabatic vibrational relaxation were de-
scribed in terms of transient charge transfer. 
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Figure 2. Final translational energy for 
scattered HCl. Vibrationally elastic 
(v=2→2) (open circles) and inelastic 
(v=2→1) (closed circles) are shown.  The 
dash-dotted line is a linear fit for 
vibrationally elastic (v=2→2) channel -
<ES>=0.44<EI>; the solid line is a linear 
fit for vibrationally inelastic (v=2→1) 
scattering - <ES>=0.44<EI>+0.0821 eV. 
The dashed line represents the simplistic 
“complete V-T” expectation.  All results 
shown here are for final J=5 and surface 
temperature of 300 K. 

The experiments just described provide the translational 
inelasticity for vibrationally excited states of HCl. The im-
plication is that trapping of the ground vibrational state of 
HCl to Au(111) would behave similarly. The behavior of 
the ground vibrational state is particularly important as 
comparison to theoretical work are most straightforward 
for the ground vibrational state and it is the ground state 
that is present in most real-world situations. Recently we 
have succeeded in obtaining similar results to that of Fig. 2 
for the ground vibrational state of HCl. We find that the 
behavior is identical for ground vibrational state HCl.  

Taken together, the results obtained in this work provide an 
important benchmark for future theoretical calculations 
that attempt to include electronically nonadiabatic influ-
ences on energy transfer at surfaces.  

FUTURE WORK 
State-to-state TOF measurements provide a favorable means of observing translational (and vibrational) 
inelasticity and the combination of IR overtone pumping with REMPI detection can be applied to a wide 
variety of molecules. We already have preliminary results on the translational inelasticity of NO in colli-
sions with Au(111). Here NO(v=0d3) overtone excitation is used in combination with 1+1 REMPI 
through the A(2Σ+) state. The outcome of the HCl study described above also makes clear that the meas-
urement of the incidence energy dependence of the trapping probability for HCl is an important bench-
mark for future theoretical work. This poses the question: “Can we accurately describe the molecular ad-
sorption of a simple polar molecule to a metal with our present level of theoretical expertise?” 

PUBLICATIONS RESULTING FROM THIS WORK 
1. Direct translation-to-vibrational energy transfer of HCl on Gold: Measurement of absolute vi-

brational excitation probabilities, Qin Ran, Daniel Matsiev, Daniel J. Auerbach, Alec M. Wodtke, 
Proceedings of the 16th International Workshop on Inelastic Ion-Surface Collisions; Nuclear In-
struments and Methods in Physics Research, Section B: Beam Interactions with Materials and 
Atoms (NIMB) 258(1) 1-6 (2007) 

 
2. Change of vibrational excitation mechanism in HCl/Au collisions with surface temperature: tran-

sition from electronically adiabatic to non-adiabatic behavior, Q. Ran, D. Matsiev, D. J. Auer-
bach, A. M. Wodtke, Physical Review Letters 98(23), 237601 (2007) 

 
3. An advanced molecule-surface scattering instrument for study of vibrational energy transfer in 

gas-solid collisions, Qin Ran, Daniel Matsiev, Daniel J. Auerbach, Alec M. Wodtke Rev. Sci. 
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4. Energy Transfer and Chemical Dynamics at Solid Surfaces: The Special Role of Charge Trans-
fer, Alec M. Wodtke, Daniel Matsiev, Daniel J. Auerbach, invited review for Progress in Surface 
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Development of interaction potentials for the modeling of the vibrational spectra of 
aqueous environments 

 
 

Sotiris S. Xantheas 
Chemical & Materials Sciences Division, Pacific Northwest National Laboratory 

902 Battelle Blvd., Mail Stop K1-83, Richland, WA 99352 
sotiris.xantheas@pnl.gov 

 
The objective of this research effort is to develop a comprehensive understanding of the 

collective phenomena associated with aqueous solvation.  The molecular level details of aqueous 
environments are central in the understanding of important processes such as reaction and 
solvation in a variety of homogeneous and heterogeneous systems.  The fundamental 
understanding of the structural, thermodynamic and spectral properties of these systems is 
relevant to the solvation in aqueous solutions, the structure, reactivity and transport properties of 
clathrate hydrates, in homogeneous catalysis and in atmospheric processes. 

The motivation of the present work stems from the desire to establish the key elements 
that a classical interaction potential should take into account for a more realistic description of 
the vibrational spectra of water in different environments. Analysis of the IR bulk water spectra 
can provide detailed information concerning the underlying structure and dynamics of water in 
its gas (clusters), liquid and solid phases as well as at interfaces and confined geometries. To this 
end, a novel scheme used to account for the change of the monomer dipole moment surface 
(DMS) in condensed environments was implemented to extend the previously developed 
flexible, polarizable Thole-type model for water [J. Chem. Phys. 116, 5115 (2002); J. Phys. 
Chem. A 110, 4100 (2006)] in order to account for the accurate description of the vibrational 
spectra of water in different environments. 
 The scheme used to account for the 
altering of the DMS upon solvation is based on 
the realization that, in the gas phase, the lowest 
dissociation asymptote of a water molecule 
corresponds to the homolytic dissociation, viz. 
   

! 

H2O"OH•
+ H• 

whereas, in the condensed phase, it correlates 
with the heterolytic products 
   

! 

H2O"OH#
+ H+ . 

The condensed phase behavior is modeled by an 
"effective," non-linear Dipole Moment Surface 
(DMS) that is a function of the intramolecular 
degrees of freedom (

! 

rOH1
,rOH 2

," ). 

 The variation of the "effective" charge 

! 

˜ q H1  with 
1OHr  and 

! 

"  is shown in Fig. 1(a)-(b), 
for the gas phase, linear (const. charges) and 
"effective" DMSs, respectively. The "effective" 

Figure 1. Atomic charges and total dipole moment for water 
monomer. Dotted lines: linear DMS (constant charges). 
Dashed lines: non-linear DMS (geometry dependent 
charges). Solid lines: non-linear "effective" DMS. 
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DMS has the correct behavior of increasing charge on the hydrogen atom upon elongation of 

! 

rOH1
.  As in the previous versions of the potential, Thole's method was employed for the 

treatment of the electrostatic interactions. In contrast to the previous versions of the model that 
employed three polarizable sites, the current version employs only one polarizable site located on 
the M-site. 

            The O-O, O-H and H-H Radial 
Distribution Functions (RDFs) for liquid 
water from classical and quantum (P=32 
beads) simulations at T=300 K are similar 
with the ones obtained with version 2.1 of 
the potential and are within the error bars of 
the experimentally measured ones.  The new 
potential results to a heat of vaporization of 

    

! 

"Hv (= #"E + k$T ) =11.4±0.1 kcal/mol and 
predicts a value of P=-271 atm (P=32 beads) 
at the experimental density (ρ=0.997 gr/cm3) 
for the pressure, a significant improvement 
over the previous value of -1800±385 atm 
obtained with version 2.1. The classical and 
quantum (NPT) simulations predict that the 
liquid density at T=298.15 K and P=1 atm is  

 
Figure 2. The IR spectra of liquid water obtained from classical 
simulations with the TTM3-F potential. The experimental results 
are also indicated. 

 

0.994 gr/cm3 and 1.008 gr/cm3 (P=32 beads).  It however yields a different value for the 
magnitude of quantum effects, which is now just 0.1 kcal/mol as a result of the differences in the 
description of the intramolecular potential and dipole moment surfaces. 

The IR spectra of liquid water computed with the TTM3-F potential during a classical 
simulation at ρ=0.997 gr/cm3 with the inclusion of harmonic quantum corrections is compared to 
the experimental results in Figure 2. The shape of the two spectra is similar especially in the 
3,000-4,000 cm-1 region that corresponds to the OH stretching vibrations and is used to identify 
the underlying hydrogen bonding network.  Results of similar accuracy (with respect to the 
spectra obtained from electronic structure theory) are also obtained for water clusters up to n=20.  
To the best of our knowledge this is the first time that a classical interaction potential for water 
yields accurate red-shifts for both water clusters and liquid water. 

The previous results demonstrate that the inclusion of a phenomenological monomer 
DMS is capable in capturing the main features of the vibrational spectra of water both in the gas 
and the liquid phases.  We plan to extend the development of the potential to describe 
interactions between water and metal (Li+, Na+, K+, Rb+, Cs+) as well as halide (F-, Cl-, Br-, I-) 
ions.  Following our previous path in parametrizing to high level electronic structure results, we 
will perform accurate CCSD(T) calculations for the ion-water interaction using large basis sets in 
order to obtain results at the complete basis set (CBS) limit for the structure and interaction 
energy.  These data will be supplemented with harmonic and fully anharmonic vibrational 
calculations (i.e VSCF, CC-VSCF, VCI and approaches based on higher energy derivatives) 
based on first principles potential energy surfaces to guide our development using the 
experimentally available spectra for the ion-water clusters.  The resulting interaction potentials 
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will be suitable for use to perform quantum statistical mechanical simulations of aqueous ionic 
clusters and ions solvated at the bulk and at aqueous interfaces. 

We will further use the developed potential to scan and optimize networks that 
correspond to cluster and 3-dimensional gas hydrate networks which are formed with the 
pentagonal dodecahedron in the center, such as the cubic structure I (sI) or the hexagonal sH 
structure.  The low-energy cluster networks will be further refined at the DFT and MP2 levels of 
theory and their periodic clathrate hydrate structures will be subsequently optimized using the 
TTM3-F interaction potential.  These optimal networks will be used as model for the 
accommodation of host molecules (such as H2, CH4, CH3OH and H2S) either via empirical 
potentials or by plane wave, density functional based electronic structure calculations. 
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