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FOREWORD 
 
This volume summarizes the scientific content of the Fourteenth Research Meeting on Condensed Phase and Interfacial 
Molecular Science (CPIMS) sponsored by the U. S. Department of Energy (DOE), Office of Basic Energy Sciences (BES). The 
research meeting is held for the DOE national laboratory and university principal investigators within the BES CPIMS 
Program to facilitate scientific interchange among the PIs and to promote a sense of program awareness and identity. 
 
This year’s speakers are gratefully acknowledged for their investment of time and for their willingness to share their ideas 
with the meeting participants.  
 
The abstracts in this book represent progress reports for each of the projects that receive support from the CPIMS program. 
Therefore, the book represents a snapshot in time of the scope of CPIMS-supported research. This past year brought an 
increase in support for the research grant portfolio, resulting in 15 new awards (including three DOE Office of Science 
Early Career Research Program Awards). These new efforts have been entered in the Table of Contents using blue font. 
Because of strong synergistic ties to the research programs across the Chemical Sciences, Geosciences, and Biosciences 
Division, the CPIMS program provides co-funding for a number of projects whose abstracts are listed in this book. Of these, 
presentations will be given by Anastassia Alexandrova (co-funded with the Catalysis Science Program), Christine Isborn 
(co-funded with the Computational and Theoretical Chemistry Program), and Liang Shi (co-funded with the Computational 
and Theoretical Chemistry Program). Moreover, a presentation given by William Tisdale will include plans for his new 
project that is co-funded with the Physical Behavior of Materials Program in the Materials Science and Engineering Division 
at BES. Finally, since the inception of the CPIMS meeting series, participants who work in the field of radiation chemistry 
(and receive support from the Solar Photochemistry program) have attended; the CPIMS 14 agenda includes presentations 
from two speakers in this area: David Bartels and Jay LaVerne; their abstracts are contained in the Solar Photochemistry 
section of the abstract book. 
 
A recent tradition is the use of the cover of this book to display research highlights from CPIMS investigators. This year, 
we have included six images on the cover. These images were selected from highlights and abstracts submitted by CPIMS 
investigators during the past two years. We thank the investigators for allowing us to place their images on the cover of 
this book, and we thank all CPIMS investigators who submitted research highlights. CPIMS Investigators are encouraged 
to continue to submit highlights of their results; we will continue to receive these stories of success with great pride.  
 
We are deeply indebted to the members of the scientific community who have contributed valuable time toward the 
review of proposals and programs. These thorough and thoughtful reviews are central to the continued vitality of the 
CPIMS Program. We appreciate the privilege of serving in the management of this research program. In carrying out these 
tasks, we learn from the achievements and share the excitement of the research of the many sponsored scientists and 
students whose work is summarized in the abstracts published on the following pages. 
 
Special thanks are reserved for the staff of the Oak Ridge Institute for Science and Education, in particular, Connie Lansdon. 
We also thank Teresa Crocket in the Materials Science and Engineering Division, Gwen Johnson in the Chemical Sciences, 
Geosciences, and Biosciences Division, and Kerry Hochberger in the Office of Basic Energy Sciences (via her support of the 
DOE Office of Science Early Career Research Program) for their indispensable behind-the-scenes efforts in support of the 
CPIMS program. 
 
 
 
 

Gregory J. Fiechtner, Mark R. Pederson, and Jeffrey L. Krause 
Chemical Sciences, Geosciences and Biosciences Division 
Office of Basic Energy Sciences 
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Chemical Transformations in Bulk Aqueous Solutions and Near Interfaces 

Musahid Ahmed (mahmed@lbl.gov) , Hendrik Bluhm (hbluhm@lbl.gov), Teresa Head-Gordon 
(thg@berkeley.edu), Richard Saykally (saykally@berkeley.edu), Kevin Wilson 

(krwilson@lbl.gov) 

Lawrence Berkeley National Laboratory, Chemical Sciences Division, 
One Cyclotron Road, Berkeley, CA 94720 

Program Scope 

Aqueous solutions and their interfaces govern important phenomena in the environment and in 
numerous technical applications, but the molecular scale processes in the bulk and at the 
interfaces, such as evaporation, are often not yet understood.  The goal of this program is to 
investigate the fundamental interactions and reactions in aqueous solutions and their interfaces 
through the development and application of state-of-the-art experimental and theoretical methods.  

Progress Report 

Properties of Aqueous Solution/Oxide Interfaces. Bluhm and coworkers have investigated 
liquid/solid interfaces using operando APXPS to directly probe the energy level positions at the 
electrochemically active interface between intrinsic and doped hematite and a KOH solution. 
The particular goal here is to elucidate factors that reduce the efficiency of photoelectrochemical 
devices. The performance of a photoelectrochemical device is determined in large part by the 
heterogeneous interface between the photoanode and the electrolyte, which was characterized 
directly under operating conditions. APXPS is a non-contact probe of local electrical potentials 
which allows the direct measure of the band alignment at the semiconductor/electrolyte interface 
as a function of solar illumination, applied potential, and doping, through the observation of 
shifts in the photoelectron peak positions. The measurements showed the absence of in-gap states 
in the hematite/KOH system, in contrast to previous measurements using indirect methods. 

Probing directed chemistry via non covalent interactions in ionic liquids (IL). This is a new 
thrust in this program, established by Ahmed and coworkers. We have built micro-droplet and 
“open space” reactors which are amenable to multiple probing via photon spectroscopies, while 
its flow configuration lends itself to continuous rapid monitoring of the complex reaction 
mixtures via ambient ionization based mass spectrometry. An “open space” configuration 
localizes chemical reactions on interfaces or can be “self-contained” and does not impose 
constraints that can occur from encapsulation, pre-processing steps or the need for scaffolds. 
During the past year, we have acquired a terahertz time domain spectrometer and coupled it to 
our “open space reactor” which has also been adapted to an ambient ionization ion trap mass 
spectrometer. To complete the suite of probe methods, we have built a silicon wafer based 
attenuated total reflection spectrometer, which allows direct probing of chemical reactions in an 
“open space” configuration. Preliminary results have been obtained on an IL interaction with 
water via near-infrared fingerprinting of the first overtone of water’s symmetric O-H stretch that 
changes with evaporation over time, that agree with bulk liquid phase mixing measurements. 
Open space reactors were also visualized by optical microscopy by encapsulating [EMIm]+BF4

-

droplets in squalane oil and stabilized with titania nanoparticles.  
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Water evaporation from liquid microjets. Saykally and coworkers have exploited liquid microjet 
technology to study the details of water evaporation, free from the obfuscating effects of 
condensation that have plagued previous studies. The most important practical result of this 
ongoing work is the quantification of the water evaporation coefficient (0.6), which has been 
highly controversial, and is a critical parameter in models of climate and cloud dynamics.  
Ammonium sulfate, the most common ionic solute in atmospheric aerosols, has been shown to 
have no statistically significant effect on the rate, whereas sodium perchlorate effected a 25% 
reduction. The presence of acetic acid-a surface active component of natural aerosols- was 
likewise shown not to effect significant changes in the evaporation rate. However, the 
evaporation coefficient of 1.0 M HCl exhibited a a 60% decrease relative to pure water, while 
that for 0.1 M HCl exhibited  a �45% increase relative to pure water. These surprising results 
suggest a large perturbation in the surface structure induced by either hydronium ions adsorbing 
to the water surface or by the presence of a Cl−···H3O+ ion-pair moiety in the interfacial region.  
Interestingly, simulations by Mundy et al predict a high degree of ion pairing for HCl at the 
interface, whereas HBr behaved quite normally. Preliminary studies of sodium hydroxide 
solutions yield results indistinguishable from water. Those results need to be examined in further 
detail however.  

Reactivity and Nanoconfinement. Head-Gordon and coworkers have been developing rational, 
physical concepts that are more predictive in designing desired catalytic outcomes, by 
calculating electric field values relevant to the reactant and transition states of different types of 
catalysts. We have illustrated how electric fields have been used to computationally optimize 
biocatalytic performance of a synthetic enzyme for Kemp elimination, and how they are used as 
a unifying descriptor for catalytic design across a range of homogeneous and heterogeneous 
catalysts including catalysis of reductive elimination from gold complexes confined in 
supramolecular capsules. While focusing on electrostatic environmental effects may open new 
routes toward the rational optimization of efficient catalysts, much more predictive capacity is 
required of theoretical methods to have a transformative impact in their computational design – 
and thus experimental relevance – when using electric field alignments in the reactive centers of 
complex catalytic systems. This included the validation of meta-GGA functionals that are similar 
in quality to much more expensive hybrid functionals, the importance of combining DFT with 
nuclear quantum effects (NQEs) in the condensed phase such as liquid water, and the use of a 
spatially resolved two phase entropy analysis for calculating the solvation entropies via 
trajectories of reactant and transition state ensembles. 

 

Future Plans 

Diels-Alder reactions in ionic liquids. Ahmed and coworkers will use hydrogen bond-rich ILs to 
probe Diels-Alder type reactions. It has been suggested that the ILs should be described as a 3D 
network of cations and anions, where each ion is surrounded by several counter ions. This can 
result in reorganization and reorientation of the solvent around the solute, and reduces 
possibilities of solvation, making the dynamics very different from traditional ion-pair 
association and dissociation. We seek to track these processes with spectroscopies being 
developed in this program while evaluating the outcome of a reaction in terms of product via 
mass spectrometry in a multimodal manner. Our target system is the reaction between a furan 
(diene) and maleic anhydride (dieonophile) in the IL BMIM+ BF4

 If successful, these methods 
can be extended beyond ILs which are highly viscous into the domain of anhydrous liquid 
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electrolytes, recently demonstrated in the room–temperature cycling of fluoride–ion 
electrochemical cells. (Davis et al. Science (accepted)) 

The Effects of Nanoconfinement on Diels-Alder type Reactions. The experimental 
investigations by Ahmed et al. will go hand-in-hand with theoretical studies of Diels-Alder 
reactions by the Head-Gordon Lab, who is currently deploying ab initio meta-GGAs with NQEs 
to quantify how altered solvent properties between confining interfaces can be utilized to direct 
new reactive chemistry. Earlier theoretical studies on the Diels-Alder reaction have provided 
mechanistic insight into the role of water, showing that the hydrophobic effect drives the 
cycloaddition by reducing hydrophobic surface area of the diene and the dienophile construct, 
combined with enhanced hydrogen bonding between water and reactant molecules in the 
transition state and better solubility of the reactants. We are using metadynamics to calculate the 
free energy barriers of the most feasible reaction pathways involving the endo-cis and endo-trans 
structures of the transition states in the case of the Diels-Alder reaction. By systematically 
calculating the free energy barriers of the reactions as a function of the confinement conditions, 
while at the same time mapping the water physical properties (viscosity, density fluctuations, 
hydrogen bonds, vibrational spectra, etc.) to that degree of confinement, we can provide a phase 
diagram of the catalytic properties of confined water and to derive guidelines of how to control 
reactivity using confinement. We also propose to connect this theoretical study to the droplets or 
nanoparticles performed in the Wilson group. 

Interplay of the Chemical Reactivity between the Bulk and Surface, and under 
Nanoconfinement in Aqueous Systems. Wilson et al. will explore the interplay between bulk 
and interfacial reactions and the influence of confinement on the products and mechanisms of 
chemical reactions in aqueous environments. The motivation for this work comes from chemical 
transformations in realistic systems, where processes rarely occur in a single phase and often 
involve transport and reactions across interfaces and the bulk. Here we propose to examine the 
chemical coupling of bulk and interfacial processes to examine how reaction mechanisms and 
rates are modified in systems that have simple interfaces and dimensions that are small compared 
to the characteristic reaction diffusion lengths. The reaction-diffusive length Lrxn=D is the 
average distance a molecule travels prior to reaction. Lrxn depends upon the diffusion constant 
(D) and τ, the chemical lifetime (i.e. concentration/bimolecular rate constant). For highly reactive 
species, such as hydroxyl radicals in an organic liquid, Lrxn is only a couple of nanometers. Less 
reactive molecules can also exhibit short Lrxn in semisolid or glassy environments due to 
diffusive confinement. It is our hypothesis that for reaction containers (e.g. droplets or 
nanoparticles) that have substantial surface area and dimensions that are on the order of Lrxn,, 

reactants increasingly sample the container walls (i.e. interfaces), where surface orientation and 
reduced solvent coordination can substantially alter transition states, rates, and mechanisms from 
those observed in the bulk liquid. 

Towards a Complete Understanding of CO2 – Carbonate Systems. Saykally and coworkers will 
continue to perfect microjet-based mixing system for generating of short lived species, e.g. 
carbonic acid, for study by X-ray spectroscopy, using both XAS and XPS, and the newly 
operational soft X-ray free electron lasers at Trieste and elsewhere, as this rapidly evolving 
technology permits. They will apply this technology to the study of hydration and hydrolysis of 
carbon dioxide, nitrogen oxides, and sulfur oxides, including temperature dependence, in 
collaboration with LBNL beamline scientists and theoreticians.   They will study the properties 
of aqueous carbonic acid, and its interactions with Ca2+ and Mg2+ ions to nucleate solid 
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carbonate phases.  Fundamental insights gained from these studies are expected to facilitate the 
development of CO2 sequestering schemes based on saline aquifer burial.  Similar investigations 
of nitrogen and sulfur oxides will be explored. The planar liquid jet technology will continue to 
be perfected for use in nonlinear optics studies of interfaces, specifically addressing the 
interesting reversed fractionation of carbonates observed in XPS experiments and the interesting 
evaporation rate effects observed for HCl.  These systems will be addressed by XFEL SHG and 
SFG, as the available technology(at Trieste) permits. 
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When a catalytic interface is amorphous and dynamic, reaction conditions set it in motion. Under the 

influence of high temperatures and partial pressures of gasses, a strong restructuring of the interface can 

take place, and the motion continues concurrently with the catalyzed reaction. This opens hundreds of 

possibilities for how the surface may look like, and what active sites it may expose and use in catalysis at 

any instance. Modeling this reality requires a paradigm shift toward statistical mechanics and ensemble 

representation of heterogeneous catalytic interfaces. This constitutes the scope of our project.  

We currently focus on oxide surfaces decorated with clusters of transition metals, as catalysts of the 

reaction of dehydrogenation, hydrogenation, and hydrogenolysis. Our team is developing efficient 

algorithms to access the accurate ensemble states of the catalyst, and short-cut reactivity descriptors that 

would allow characterization of the ensemble activity without exhaustive mechanistic studies. The work 

features close collaborations with experimental partners, such as Stefan Vajda at Argonne National 

Laboratory. 

 In a number of preliminary studies (in vast majority of times collaborative with experimentalists), we 

demonstrated that sub-nano surface-supported catalytic clusters covered with adsorbates generally have 

many low-energy isomers accessible at elevated temperatures of catalysis. Moreover, they easily 

interconvert, visiting dozens of structural forms in as little as 1 ns (Alexandrova JPCLett 2017). Every 

intermediate during the catalyzed reaction is characterized by different ensemble of the catalyst states. By 

working closely with experimental partners, we showed that all practically-important properties of cluster 

catalysts can be correctly modeled only within a statistical ensemble representation, and only in this way 

can these simulations agree with experiment. For example, the simplest properties such as ionization 

potential and heat capacity of clusters vary strongly as an ensemble average at changing temperatures 

(Fig. 1A, Alexandrova JCTC 2015). Cluster sintering on the support (one of the prime mechanisms of 

catalyst deactivation) is strongly influenced by structural diversity in the ensemble, as we showed for 

clusters of Pd, PtPd, and PtZn on various oxides (Alexandrova JCP 2011, ACS Catal 2012, JPCC 2013). 

Size-dependent catalytic activity of small Pt clusters on oxides for dehydrogenation of alkanes is 

governed by families of metastable states accessible at high T and coverage with reagents, and not seen in 

the simulations based on the global minima (Alexandrova ACS Catal 2017). Furthermore, we pointed at 

specific higher-energy metastable isomers that dominate catalysis instead of the most stable global 

minimum (Fig. 1B, Sautet JACS 2018; Alexandrova ACS Catal 2017). In oxidative dehydrogenation of 

alkanes on deposited Cu and Pd oxide clusters, we detected several different types of dynamics: the 

ensemble of catalyst states changes as a function of the bound intermediate, the oxidation state of the 

catalytic metal changes as a function of T, and cluster fluxionality is (i) composition- and oxidation state-

dependent, and (ii) responsible for experimentally-observed selectivity. We see that fluxionality can be 

too much, too little, or just right for the desired selectivity, and thus constitutes a level of cluster catalyst 

design (Fig. 1C, Alexandrova, submitted to Nat. Catal.). Selectivity and poisoning resistance as a function 

of cluster size and nature of dopants is also a property that develops only under reaction conditions as the 

corresponding ensemble of many states emerges (Fig. 1D, Alexandrova JACS 2017).  

We face a number of outstanding questions in this new field. For example, How does the change in 

the cluster structure combines with the elementary reaction steps along the catalytic pathway? At what 

moment of the reaction does such a cluster structure change operate? What is the respective rate of cluster 

rearrangement and bond forming/breaking processes in the reactant? Does cluster dynamics directly 
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couple to the reaction coordinate? Can there be multiple active sites of varying activity? Can there be 

multiple different catalytic mechanisms present simultaneously, collectively giving experimentally 

observable properties? Can we catch non-Arrhenius behavior of our catalysts? How to design a cluster 

catalyst that would not look catalytic at preparation conditions, but would develop the desired state at the 

reaction conditions? Etc. 

 

 

Figure 1. (A) Calculated ionization potential for Pt9 and Pt13 in the gas phase as a function of 

temperature, showing strong variations as the statistical ensemble expands with temperature (Alexandrova 

et al. JCTC 2015). (B) In the ensemble of Pt clusters covered with H in the gas phase, the second most 

thermally-accessible isomer is 500 times faster in catalyzing methane dehydrogenation than the global 

minimum (Sautet, JACS 2018). (C) CuxOn and PdxOm on diamond are exceptionally selective for 

oxidative dehydrogenation of cyclohexane, producing cyclohexene and benzene, respectively. Cu owes 

the selectivity to partial reduction at reaction temperatures and reduced structural fluxionality that comes 

with it (Alexandrova, submitted to Nat. Catal. 2018). (D) Coking resistance of Pt clusters on Al2O3 during 

dehydrogenation is predicted and experimentally confirmed to be mitigated by adding B to the cluster, but 

the effect is only seen in simulations when the ensemble of cluster states is expanded toward the 

catalytically-relevant temperature regime (Alexandrova, JACS 2017).  

 

There are no publications to report because this is a new award, with a start date of September 1, 2018. 
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Condensed Phase and Interfacial Molecular Science
Heather C. Allen

Ohio State University, Department of Chemistry and Biochemistry
100 West 18th Ave, Columbus OH 43210

Program Scope

Controlling Aqueous Interfacial Phenomena of Redox Active Ions with External Electric Fields. There is a
critical need to develop a thorough mechanistic understanding of interfacial hydration of redox ions and
solvent organization with and without externally applied fields. Iron (II) / iron (III) is one such redox couple
that is pervasive in our natural environment. Furthering our understanding of water mediated iron
speciation at interfaces provides fundamental knowledge relevant to geochemical and energy related
phenomena including mineral dissolution and energy infrastructure. Literature precedents suggest that
an externally applied electric field will influence ion hydration properties, ion pairing, ion speciation and
complexation, and interfacial water organization at the air/aqueous interface. We know that, of the
studied alkali and alkaline earth metal ions, ions and water are not distributed homogeneously at
interfaces, and it is therefore the current expectation that multivalent cations with co anions will
spontaneously form an electrical double layer, thereby aligning water in the diffuse layer. This
phenomenon will be explored with aqueous iron salts. Here we also study iron ions and their preferred
speciation including the role interfacial water has on mediating the speciation process, in addition to the
solvation shell water within the interface, and in the bulk. An additional goal for the proposed research
is to show beyond proof of concept experiments, a fundamental understanding of the organization of,
and induced by, redox ions Fe(II) and Fe(III) with and without externally applied electric fields at the
hydrophobic air /water interface. In these studies we design and employ vibrational sum frequency
generation (VSFG) spectroscopic, glancing angle, and polarized Raman spectroscopic, surface tension and
241Am based surface potentiometric experiments. Expected outcomes include instrumentation
development important to understanding redox ions at aqueous surfaces, electric field effects, and
advances in surface sensitive spectroscopy, and constant depth reflection spectroscopy.

Recent Progress

Bulk Fe(III) speciation undergoes hydrolysis reactions and polynuclear compound formation. Yet at the
air/water interface, iron(III) chloride appears to undergo speciation at a different kinetic rate compared
to bulk kinetics. Thus, our first two years on this project has been devoted to understanding this
difference and in defining a potential surface species. The work collected under close to equilibrium
conditions, “Iron(III)–Chloro Complex observed at the Air/Aqueous Interface using Vibrational Sum
Frequency Generation Spectroscopy”, was recently submitted. In addition, we are currently delineating
the temporal aspect of FeCl3 speciation with an expected submission in December of 2018 that addresses
the difference from bulk versus surface kinetics.
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For the equilibrium experiments, we observed an enhancement of molecular ordering of water dipoles at
the surface, indicative of an electrical double layer (EDL) of hydronium and Cl– ions at a bulk concentration

of 0.5 molal FeCl3 in aqueous solution yet only for this low
concentration. We determined that for themore concentrated
FeCl3 solutions, FeCl2(H2O)4+ ions maintain a significant
presence at the surface (see Fig. 1). Its centrosymmetric
configuration is consistent with a dramatic decrease in the
VSFG intensity in the OH stretching region. VSFG spectra
indicate that the OH group of the surface water molecules
bound to the dangling OH is weakly hydrogen bonded to the
chlorine of the FeCl2(H2O)4+ ion, and gives rise to a peak at
~3600 cm 1. We also
observe a 40 cm 1

red shift to ~3660
cm 1 of the dangling

OH from the water molecule that straddles the air aqueous
interface and is part of the first solvation shell of the
FeCl2(H2O)4+ surface complex. We therefore conclude that the
first solvation shell and the bound water molecules of the
FeCl2(H2O)4+ ions exist at the air/aqueous interface at
concentrations at and above 1.0 molal FeCl3.

Upon experiencing the complicated nuances of bulk iron speciation and how this then impacts the surface
speciation, we are now conducting comparative studies of different iron salts to understand the hydration

shell in the bulk of Fe(II) and Fe(III) salts (chloride, nitrate and sulfate).
These studies incorporate a newly designed polarized Raman
spectrometer set up to simultaneously acquire isotropic and
anisotropic Raman spectra so that we can then utilize symmetry of the
complex in addition to subtraction algorithms to iteratively define the
difference spectra for further interpretation. Figure 3, a first step in
these experiments, shows water spectra utilizing polarization ratios to
correct for the instrument function, and compares this to literature
values to validate (Murphy, W. F. J. Phys Chem. 1972 76(8) 1147 1152;
Chang, C.H. and Young, L.A.; IEEE J. Quantum Electronics 1973 9(6)
655 655; Schultz, J.W.; J. Phys Chem. 1961 65(12) 2131 2138).

In addition to Raman instrumentation advances, we have been also
modifying our surface potential instrument. These modifications

arose from the difficulty in normalizing a low and high end calibrant to be comparable to literature
values. In this process, it has become clear that our newest surface potential design should be patentable

Figure 1. Polarized sum frequency generation
spectroscopic measurements of air/aq. FeCl3 solutions
to reveal symmetry of the solvation shell water at the
interface.

Figure 2. Schematic of the centrosymmetric
FeCl2(OH2)4+ ion (inside gray circle) that dominates the
surface and reduces the VSFG intensity. Water
molecules in the topmost layer weakly coordinate to
chloro of this complex.

Figure 3. Validation of using Raman
polarization ratios for instrument function
correction.
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and we have therefore filed an invention disclosure and are working with Ohio State on the patent
process.

Future Plans

We are working in several areas to advance our knowledge on hydration and complexation of redox
species at aqueous surfaces and in the bulk solution. We plan to investigate other iron salts, as is in play
currently using polarized Raman. We intend to further focus on hydration structure and speciation, and
a goal is to generate hydration numbers of water in the solvation shell of the iron salt ions. Interest
continues in the mechanisms of hydrolysis and speciation, and how this then affects surface speciation.
We are continuing our work on surface potential instrumentation as discussed above, and plan to address
issues of relative sign of the surface potential. Our current surface potential configuration is susceptible
to noise from the salt solution environment and possibly alpha particles decaying from the americium
241 source. We are experimenting with another alternate configuration (of many) to minimize alpha
decay noise from the measurement by introducing a second platinum gauze electrode in the air gap
between the source and solution surface. Surface potential instrument development continues to be a
major thrust. We have not yet applied the electric field across the air/aqueous interface while probing
with VSFG, however, this is tasked to be the next large project of this coming year. Our 2nd method of
surface potential measurement was in using second harmonic generation (SHG), and we have recently
validated our new SHG optical design and plan to generate several salt systemmeasurements to compare
against each other and against the surface potentiostat being built/refined.

Publications (9/2016 present)

1. Iron(III)–Chloro Complex observed at the Air/Aqueous Interface using Vibrational Sum Frequency
Generation Spectroscopy, Lu Lin, Stephen M. Baumler, Ka Chon Ng, Tehseen Adel, and Heather C. Allen,
Submitted to JACS, September 2018.
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Visible light photo-catalysis in charged micro-droplets 

DE-SC0016044 
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badu-tawiah.1@osu.edu 

Program Scope 
 

This research program seeks to establish the use of charged micro-droplet environment as 
a medium for studying photochemical reactions. The confined droplet environment has capacity 
to accelerate chemical reactions using only picomoles (10-12 mol) of reactants. The hypothesis is 
that the effect of electric fields used during charged droplet generation, the effect of concentration 
achieved by solvent evaporation from the resultant charged droplets, and the effect of droplet 
exposure to a highly intense and coherent visible laser source will enable the production of unique, 
reactive photo-chemical species for novel pathways that might be difficult to access in traditional 
bulk, condensed-phase conditions. Unlike traditional 
gas-phase reactions conducted under reduced pressure, 
the ionic environment of the charged droplets exists at 
the interface of solution-phase and the gas-phase, 
yielding information that is directly transferrable to 
large scale chemical synthesis. The main focus of our 
work has been the development of novel devices for 
charged droplet manipulation and real-time product 
detection by mass spectrometry (MS). Chemical 
systems of interest involve the study of interfacial 
oxidation of amines.  
 
Recent Progress 
 

We have developed a novel contained-
electrospray (ES) ionization device that is capable of 
(i) reactant confinement in charged droplets, and (ii) 
manipulation of the droplet reaction environment with 
a variety of stimuli (photons, electrical discharge, and heat). Progress is reported on the effects of 
photons, electrical energy, and heat on electrosprayed charged droplet reactivity. Experiments 
were performed using a simplified device (Figure 1B and 1C) involving nano-electrospray 
ionization (nESI) that mimicked only the outlet portion of the contained-ES apparatus.  

By coupling a portable laser source with nESI MS, we have established the first MS-based 
picomole-scale real-time photoreaction screening platform. With this approach, we discovered an 
effective photocatalytic pathway involving the dehydrogenation of 1,2,3,4-tetrahydroquinolines 
(THQ) to the corresponding quinolines. The reaction was catalyzed by the common visible-light-
harvesting complex [Ru-(bpy)3]Cl2 (bpy=2,2'-bipyridine) under ambient conditions. Mechanistic 

 
Figure 1. Experimental set-up for studying 
photochemistry (A) and electrochemistry (B) in the 
droplet environment  
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studies revealed that the main active species in the droplet 
interfacial reaction environment to involve superoxide 
anions (O2

•–) produced during the process of photo-catalyst 
regeneration. Under this photocatalytic pathway, we 
observed marked reactivity difference between 
tetrahydroquinolines and tetrahydroisoquinolines. While 
tetrahydroquinolines (THQ) underwent full 
dehydrogenated via the removal of four hydrogen atoms to 
yield quinolones (>86% yield), tetrahydroisoquinoline 
(THiQ) produced the dihydroisoquinoline intermediate 
irrespective of visible light exposure time. Surprisingly, 
although this reactivity difference between the isomers 
THQ and THiQ is well-known, the factors governing this 
inconsistency are incompletely known. Detailed 
mechanistic investigations using DFT calculation and our 
real-time reaction screening revealed a high-speed 
electronic interconversion bottleneck caused by hyper-
conjugation. We observed that N-substitution with pi and 
sigma donors relieved the hyper-conjugation, freeing 
THiQs to undergo full hydrogenation. By this insight, a new 
photocatalytic synthetic strategy was rationally designed to 
enable large-scale production of isoquinolines from THiQ. 
This new producer involves three simple steps (Scheme 1): 
(i) N-substitution of a suitable auxiliary to reduce hyper-
conjugation, (ii) photoredox oxidation of N-substituted 
THiQ using off-the-shelf, visible light harvesting 
Ru(bpy)3Cl2 complex under ambient conditions, and (ii) 
removal of N-substituted auxiliary to generate isoquinoline. 

We have now turned our attention to study the 
reactivity of bi-functional substrates such as amino 
alcohols. Both the OH and NH2 groups could act as electron 
donors for reaction with excited photocatalyst so we seek to 
study their cooperativity within a single substrate under the 
droplet reaction conditions. Our expectation was to form 
strained rings using the reactive droplet environment 
(Scheme 2). This interest is motivated by the fact that  small 
and strained N-heterocycles such as those found in 
penicillin offer the prospects of new drug leads. However, 
less progress has been made for benzazetidines, an 
azetidine core flanked by benzene ring, due to the 
significant ring strain in these four-membered scaffolds. 

Our previous work showed that droplets effects 
(concentration and charge) were minimal during 
photochemistry in the electrospray environment, which 
allowed effective dehydrogenation. For these bi-functional substrates, however, our initial results 
indicate a charged directed reaction leading to dehydration (Scheme 3), which is observed to be 

 
Scheme 1. Schematic representation of 
rationally designed synthetic method for 
THiQ, involving three steps: step I – 
activation of THiQ via N-substitution, step 
II – aerobic oxidative dehydrogenation using 
Ru(bpy)3

2+ photo catalyst, step III – 
regeneration of isoquinolines by removing 
substitute  

 
Scheme 2  

 
Scheme 3  

 
Scheme 4 

 
Figure 2. The ionic dehydration products 
from 2-Amino-5-methylbenzyl alcohol ion 
(MW 138), 2-Aminobenzyl alcohol ion 
(MW 124), and 2-Amino-5-chlorobenzyl 
alcohol ion (MW 158) in coiled tube at 25 
and 200 oC. N2 = 150 psi 
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faster than dehydrogenation induced by excited state chemistry. Interestingly, the dehydration 
reaction is uncatalyzed. Detail mechanistic experiments showed that substrate charging is 
necessary in this reaction but collisions are more important. Therefore, we introduced heat 
(Scheme 4) and the corresponding results are shown in Figure 2.    

We have also developed a new platform to enable excited chemistry to favorably compete 
with charge-directed reactions in the droplet environment. In this platform, a multi-phase droplet 
is formed, with the photocatalyst concentrated at the surface of the droplet. We choose to optimize 
this reaction platform using organic dye photocatalysts such as pyrylium cations, whose ground 
state chemistry is distinctly different from the corresponding excited state chemistry. Once 
optimized, we will go back to studies of small and strained N-heterocycles using both organic dyes 
and organometallic photocatalysts.    
 
Future Plans 
 

The focus of our work will remain (i) the development and refinement of methodologies 
to “process” ions at atmospheric pressure, where processing includes ion formation, ion 
stimulation, ion reaction, and product collection, and (ii) attempts to advance understanding of the 
fundamentals of photo-redox catalysis, and ion chemistry at interfaces and atmospheric pressure, 
using these new methodologies. Of particular interests are the elucidation of the complete 
mechanism governing the photo-redox reaction to enable the creation of new pathways for other 
substrates.  

Our immediate efforts will involve complete 
structural elucidation and mechanism governing the 
uncatalyzed thermally-assisted droplet dehydration 
reaction. This will involve large-scale product collection 
and characterization by NMR. It is also important to 
perform isotope labeling experiments to trace the specific 
hydrogens that are involved in this reaction, as illustrated in Scheme 5.  

Detailed experiments are also needed to fully characterize the source of the O2
•– reactive 

species in droplet-based photochemistry. To be certain of this reaction directions, we will first 
study the effect that radical scavengers (e.g., benzoquinone) have on the amine oxidation when 
using [Ru(bpy)3]2+ with blue visible light. Benzoquinone can trap superoxide anions by an electron 
transfer mechanism and reduced reaction yield is expected. We will also employ 5,5-Dimethyl-1-
Pyrroline-N-Oxide (DMPO) as a spin trapping reagent. In this case, DMPO is expected to react 
with O- and N- centered radicals present in the reaction system to form stable adducts that can be 
detected and characterized by MS. These experiments will provide both molecular and kinetic 
information. This result will encourage the development of novel electrospray-based methods that 
impose electrical discharge on illumination.  The combined effect should make it possible to utilize 
highly abundant first row transition metal (e.g., copper and iron) complexes as catalyst for amine 
oxidation. 

In particular, we are interested in in-situ preparation of active catalysts from simple salts 
(e.g., CuBr2) and free ligands (e.g., 2,2'-bipyridine). For example, a previous report on a systematic 
investigation of the effect of different components in the Cu salt/bpy catalytic system showed 
better performance under basic (e.g., N-methylimidazole (NMI)) and stable radical (e.g., 2,2,6,6-

 
Scheme 5  
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tetramethylpiperidinyloxy (TEMPO)) conditions.[82] Spectroscopic investigation suggested the 
presence of [Cu(bpy)(NMI)O2]+ and oxygen-bound dimer, [Cu(bpy)(NMI)(O2)Cu(bpy)(NMI)]2+, 
all indicating the importance of reactive oxygen species. Through negative mode electrospray, we 
will simplify the compositional complexity of this catalytic system. Solvent effects will be studied 
systematically on-line using the contained-ES apparatus. That novel and highly reactive chemical 
species can be generated under the charged micro-droplet environment motivates us to screen other 
first row transition metal salts including those of Ni and Fe. We have unique opportunity to vary 
a multitude of reaction conditions within a short time period. For this, we will electrospray various 
selected halides from different solvent compositions. Effects from confinement, photon and 
electrical discharge is expected to generate different micro-solvated [MLn]n+ species (L = halide, 
H2O, CH3CN, OCH3, OHCH3, etc.) with various oxidation states, some of which will be expected 
to have catalytic activities. Intermediate detection and characterization will be achieved by using 
a novel transmission-mode desorption electrospray (TM-DESI) ion source, which enables rapidly 
moving charged droplets, of microseconds lifetimes, to be analyzed by MS. 

 
 
Recent Publications 

1. Suming Chen, Qiongqiong Wan and Abraham K. Badu-Tawiah “Picomole-Scale Real-Time 
Photoreaction Screening: Discovery of the Visible-Light-Promoted Dehydrogenation of 
Tetrahydroquinolines under Ambient Conditions” Angew. Chem. Int. Ed. 2016, 55, 9345  

 
2. Kathryn M. Davis and Abraham K. Badu-Tawiah “Direct and Efficient Dehydrogenation of 

Tetrahydroquinolines and Primary Amines using Ionic Wind Generated on Ambient Hydrophobic 
Paper Substrate” J. Am Soc. Mass Spectrom., 2017, 28(4), 647–654 
 

3. Colbert F. Miller, Dmytro S. Kulyk, Jongin W. Kim, and Abraham K. Badu-Tawiah “Re-
configurable, Multi-mode Contained-electrospray Ionization for Protein Folding and Unfolding on 
Milliseconds Time Scale”  Analyst, 2017, 142, 2152-2160 

 
4. Qiongqiong Wan, Suming Chen, and Abraham K. Badu-Tawiah “An integrated mass 

spectrometry platform enables picomole-scale real-time electrosynthetic reaction screening and 
discovery Chemical Science, 2018, 9, 5724 
 

5. Sierra Jackson, Devin J. Swiner, Patricia C. Capone and Abraham K. Badu-Tawiah* “Thread 
Spray Mass Spectrometry for Direct Analysis of Capsaicinoids in Pepper Products“  Analytica 
Chimica Acta, 2018, 1023, 81-88 
 

6. Savithraa Jayaraj and Abraham K. Badu-Tawiah “N-Substituted Auxiliaries for Visible Light-
Mediated Dehydrogenation of Tetrahydroisoquinolines: A Theory-Guided Rational Catalytic 
Design Supported by Real-time Electrospray-based Photoreaction Screening” submitted, 2018 
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Probing Ion Solvation and Charge Transfer at Electrochemical Interfaces 
Using Nonlinear Soft X Ray Spectroscopy 

 
L. Robert Baker 

100 W. 18th Ave. Newman-Wolfrom Laboratory 

Department of Chemistry and Biochemistry 

The Ohio State University, Columbus, OH 43210 

baker.2364@osu.edu 

 
1. Program Scope 

Understanding charge transfer across interfaces is an important challenge with both scientific and 

technological relevance because these interfacial processes largely determine the performance of batteries, 

fuel cells, catalysts, opto-electronic devices, and photovoltaics.  To significantly improve the efficiency of 

these energy conversion technologies will require a much better fundamental understanding of the 
molecular and electronic processes occurring at interfaces that drive energy conversion.  Probing the 

femtosecond dynamics of charge transfer across interfaces with chemical state resolution is crucial for 

engineering materials with desirable optical and electronic properties for better energy conversion 
applications.  

Toward this goal we have recently developed extreme ultraviolet reflection-absorption (XUV-RA) 

spectroscopy.  This method combines the benefits of X-ray absorption spectroscopy, such as element, 
oxidation, and spin state specificity, with surface sensitivity and ultrafast time resolution, having a probe 

depth of only a few nm and an instrument response less than 100 fs.  Unlike transmission measurements, 

XUV reflectivity is not limited by sample thickness, which extends the use of XUV spectroscopy to 

functional surfaces without restriction to material thickness or substrate.  This gives us the ability to track 
the state of photoexcited charge carriers at a catalyst surface in real time with state-specific precision.   

Much more is currently known about molecular photophysics and photochemical reaction 

dynamics compared to surface photochemistry due to the inability to probe surfaces selectively with 
sensitivity to oxidation state, spin state, carrier thermalization, lattice distortions, and charge trapping at 

defect states.  Femtosecond XUV-RA spectroscopy developed here is now enabling such studies with the 

goal of advancing the field of surface chemical physics.  It is anticipated that in the future, this technique 
will also enable the study of ion solvation and de-solvation dynamics at biased electrode–electrolyte 

interfaces. 

2. Recent Progress 
Summary of Progress 
 Using this technique, we have published 6 papers acknowledging this award during the past two 

years (see Section 4 below).  The most recent work includes studies of exciton localization and metal–
oxygen bond covalency in transition metal oxide semiconductors,1 the role of NiO surface defects in 

mediating charge carrier recombination kinetics,2 and preliminary studies of field-driven exciton 

dissociation and charge transfer at a model heterostructure interface.3  Specific research findings and future 
plans are summarized below. 

 

Highly Localized Charge Transfer Excitons in Metal Oxide Semiconductors 
The valence band of transition metal oxides has a complex electronic structure, composed of M 3d 

and O 2p states with varying degrees of hybridization. Using time-resolved XUV-RA spectroscopy we have 

recently shown that we can directly probe the ultrafast localization of photogenerated holes within the 

hybridized valence band states by simultaneously measuring the metal M2,3-edge and O L1-edge spectra 
with femtosecond time resolution.1  We observe that photoexcited holes localize to O 2p valence band states 
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within the instrument response time 
(<100 fs) following photoexcitation. 

This ability enables us to directly 

compare the excited state electronic 

structure of the metal oxide 
semiconductors, Fe2O3, Co3O4, and 

NiO. 

Figure 1 compares the 
transient XUV-RA spectra 2 ps 

following photoexcitation for Fe2O3, 

Co3O4, NiO and FeS2. In each case the 
shaded background represents the 

static XUV-RA spectrum of the 

corresponding material. Analysis of 

the transient spectra at the Fe, Co, and 
Ni M2,3-edges reveals that the excited 

state in each material represents an O 

2p → M 3d charge transfer 
photoexcitation leading to reduction of 

the corresponding metal center. In 

addition to the spectral features corresponding to the metal M2,3-edge transitions, we observe a broad excited 
state absorption feature around 42 eV that is common in Fe2O3, Co3O4, and NiO.  According to the Henke 

table, this absorption closely matches the O L1-edge transition energy at 41.6 eV. Consequently, we have 

assigned this positive feature to an additional transient absorption channel at the O L1-edge, where the 

transition occurs from the O 2s core state to the photogenerated hole in O 2p valence band states as depicted 
in Figure 1E. To confirm this spectral assignment, we have also measured the transient XUV-RA spectrum 

of photoexcited FeS2 (Figure 1D). The spectral feature at the Fe M2,3-edge is similar to Fe2O3; however, no 

absorption at ~42 eV is observed. This confirms our spectral assignment of this feature as the L1-edge 
transition in photoexcited metal oxides.  

Analysis of the O L1-edge for each metal oxide shows that there is a gradual bathochromic shift of 

the peak position from Fe2O3 to Co3O4 to NiO. This is the result of varying degrees of hybridization between 

M 3d and O 2p in the photoexcited states of Fe2O3, Co3O4, and NiO. Figure 1E shows a simplified molecular 
orbital picture of the M–O bond depicting how increasing hybridization decreases the O L1-edge transition 

energy, making this transition a direct measurement of M–O bond covalency.  Recent studies on water 

oxidation catalysis speculate that M–O bond covalency has a dominant impact on the reaction kinetics 
where efficient hybridization between metal 3d and O 2p reinforces the water oxidation efficiency. 

However, testing this hypothesis has remained a challenge due in part to the difficulty of determining trends 

in M–O bond covalency for the late 3d transition metal oxides. We demonstrate the ability to directly 
compare M–O bond hybridization by the transient O L1-edge spectrum, which confirms that covalency 

increases from Fe2O3 to Co3O4 to NiO. This measured trend is consistent with the efficiency of these 

materials for water oxidation, affirming the correlation between covalency and catalytic water oxidation 

kinetics. 
 

Ultrafast Charge Trapping and Defect-Mediated Recombination in NiO 
NiO is an important semiconductor serving as a hole transport layer as well as an oxygen evolution 

electrocatalyst. A number of studies indicate that oxygen vacancies may enhance catalytic performance for 

photochemical surface reactions while other studies report that oxygen vacancies inhibit catalytic activity 

by facilitating fast charge carrier trapping and recombination.  These reports represent conflicting design 
parameters for semiconductor engineering and highlight the need to directly measure defect-mediated 

charge carrier dynamics in real time with chemical state resolution.  

Figure 1 Transient XUV-RA spectra of (A) Fe2O3, (B) Co3O4, (C) 

NiO, and (D) FeS2 2 ps following photoexcitation. Shaded plots 

represent the corresponding measured static XUV-RA spectra. (E) 

Following a charge transfer photoexcitation, O L1-edge absorption is 

allowed due to the presence of a transient hole on the O 2p states. 
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In response to this question, we 
have measured the ultrafast electron 

dynamics in NiO prepared with varying 

concentrations of defect states.2  Two types 

of surface defects are identified: one 
corresponding to a Ni metal phase, which 

segregates from the oxide during 

incomplete oxidation and is characterized 
by a large lattice mismatch at the grain 

boundary with NiO, and the other 

corresponding to oxygen vacancy defects.  
We find that the rate of initial electron 

trapping occurs on the sub-picosecond 

timescale and is assigned as electron small 

polaron formation (Figure 2 A and B).  
Surprisingly, we find that small polaron 

formation rates do not depend strongly on 

defect states in NiO. However, we find that 
the rate of subsequent recombination scales 

linearly with the density of Ni metal defects 

(Figure 2 C and D), indicating that grain 
boundaries between NiO and Ni metal and 

not oxygen vacancies are responsible for 

fast electron-hole pair recombination. 

These kinetics can be described by a polaron hopping model as shown in Figure 2C. Detailed analysis of 
this data provides an absolute measurement of small polaron formation rates, direct versus defect-mediated 

recombination rates, and the small polaron diffusion coefficient in NiO. These results also reconcile the 

conflicting design parameters for NiO photoanodes, where the competing role of oxygen vacancies as either 
a catalytic active center or as a recombination center has not been well understood.  In this study we show 

that oxygen vacancies, which enhance catalytic activity, have no detrimental effect on carrier lifetime.  

Rather, carrier lifetime can be extended by the elimination of near-surface grain boundaries even in the 

presence of chemically active oxygen vacancies.  
 

3.Future Plans 
Exciton Dissociation and Interfacial Charge Transfer in Model Heterostructures 

In a number of recent studies, iron-doped nickel oxide catalysts have been shown to exhibit an 

exceptional activity for the oxygen evolution reaction during electrochemical water splitting. Mechanistic 

studies of this system suggest that an optimal iron doping of ~10 percent in nickel oxide increases the formal 
oxidation state of Ni and changes the electronic structure of the nickel oxide valence band, which in turn 

enhances the catalytic activity. These observations indicate that charge transfer between iron and nickel is 

at least partly responsible for the observed catalytic enhancement for water oxidation by NiO upon iron-
doping. To investigate the nature of valence band charge transfer in NiO, we have employed XUV-RA 

spectroscopy to study interfacial hole transfer at a Fe2O3/NiO type II heterostructure.3  In these experiments, 

Fe2O3 can be selectively photoexcited because it has a small bandgap compared to NiO.  Utilizing the 
element specificity of XUV-RA spectroscopy, we can simultaneously probe the exciton formation and 

dissociation dynamics in Fe2O3 at the Fe M2,3-edge and subsequent hole transfer to NiO at the Ni M2,3-edge.  

The valence band of NiO contains a mixture of O 2p and Ni 3d states. When considering hole 

transfer to the NiO valence band, it has been shown that the chemical nature of the hole acceptor state 
strongly influences catalytic activity for water oxidation.  Because XUV spectroscopy provides the ability 

to simultaneously probe the O L1-edge and the Ni M2,3-edge using XUV spectroscopy, it is possible to 

comment on the chemical state of hole localization in oxidized NiO. To achieve this goal, we have measured 

Figure 2 (A) XUV-RA spectra of NiO annealed at 200 C 

showing the ultrafast evolution of the charge-transfer state to a 

small polaron state. (B) Amplitude coefficients of the charge-
transfer state and polaron state showing ultrafast small polaron 

formation followed by recombination. (C) Kinetic model showing 

defect-mediated recombination in which self-trapped electrons 

diffuse to grain boundaries, which facilitate fast recombination. 

(D) The recombination rate is linear with the density of Ni-metal 

sites confirming grain boundary mediated recombination. 

16



the transient kinetics in a Fe2O3/NiO type II 
heterostructure following selective 

photoexcition of an underlying Fe2O3 substrate. 

In these experiments, we observe an 

instantaneous response at the Fe M2,3-edge 
consistent with direct photoexcitation of the 

Fe2O3 substrate. In contrast to Fe, we observe a 

delayed response at the Ni M2,3-edge indicating 
the time scale for hole transfer. Spectral 

analysis reveals the formation of Ni3+ 

indicating that ultrafast hole transfer occurs in 
this system to NiO valence band states having 

significant Ni 3d character as shown in Figure 

3A. In these measurements, the rates for field 

driven exciton dissociation (680 ± 60 fs) in 
Fe2O3 substrate and subsequent hole injection 

(9.2 ± 2.9 ps) to NiO are independently resolved using a two-step sequential kinetic model depicted in 

Figure 3B. The ability to independently observe the element specific transient features during ultrafast 
charge separation and transfer across model heterjunction motivates future experimental studies utilizing 

XUV-RA spectroscopy.  Accordingly, we plan to extend these studies to investigate the chemical details of 

exciton dissociation and interfacial charge transfer in a variety of semiconductor heterostructures.  
An additional important future direction of this work is the study of electron-phonon coupling at 

surfaces.  The dynamics of electron-phonon coupling are known to strongly mediate carrier trapping and 

relaxation as well as the rates of exciton dissociation and interfacial charge transfer.  Ongoing and future 

studies where phonon coherences are directly probed at semiconductor interfaces will show specific modes 
that strongly couple to photoexcited states and how the strength of this coupling mediates charge separation 

kinetics.  It is envisioned that this work will lead to a fundamental understanding as well as synthetic control 

of the primary factors that govern excited state lifetimes and charge separation at semiconductor interfaces.  
These experiments, which are enabled by the ability to directly observe surface carrier dynamics with 

element specificity and chemical state resolution, are contributing to a much clearer understanding of the 

processes occurring at interfaces that mediate charge separation and energy conversion.  We anticipate that 

in the future these methods will continue to advance the field of surface chemical dynamics with important 
applications for light harvesting and energy conversion catalysis. 

 

4. Publications Acknowledging This Award  
1. Biswas, S.; Husek, J.; Londo, S.; Baker, L. R., Highly Localized Charge Transfer Excitons in Metal Oxide 

Semiconductors. Nano Letters 2018, 18 (2), 1228-1233. 

2. Biswas, S.; Husek, J.; Londo, S.; Baker, L. R., Ultrafast Electron Trapping and Defect-Mediated Recombination 

in NiO Probed by Femtosecond Extreme Ultraviolet Reflection–Absorption Spectroscopy. The Journal of 
Physical Chemistry Letters 2018, 9 (17), 5047-5054. 

3. Biswas, S.; Husek, J.; Londo, S.; Fugate, E. A.; Baker, L. R., Identifying the acceptor state in NiO hole collection 

layers: direct observation of exciton dissociation and interfacial hole transfer across a Fe2O3/NiO heterojunction. 

Physical Chemistry Chemical Physics 2018.

4. Biswas, S.; Husek, J.; Baker, L. R., Elucidating ultrafast electron dynamics at surfaces using extreme ultraviolet 

(XUV) reflection–absorption spectroscopy. Chemical Communications 2018, 54 (34), 4216-4230. 
5. Cirri, A.; Husek, J.; Biswas, S.; Baker, L. R., Achieving Surface Sensitivity in Ultrafast XUV Spectroscopy: M2,3-

Edge Reflection–Absorption of Transition Metal Oxides. The Journal of Physical Chemistry C 2017, 121 (29), 

15861-15869. 

6. Husek, J.; Cirri, A.; Biswas, S.; Baker, L. R., Surface electron dynamics in hematite ( -Fe2O3): correlation 

between ultrafast surface electron trapping and small polaron formation. Chemical Science 2017, 8 (12), 8170-

8178. 

Figure 3 (A) Transient kinetics of NiO/Fe2O3 heterojunction 

pumped at 400 nm, showing the instantaneous transient 

responses at the Fe M-edge and a delayed response at the Ni 

M-edge reflecting the rate of interfacial hole transfer. (B) 

Kinetic model showing measured rates for ultrafast exciton 

dissociation and subsequent interfacial hole transfer.  
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Discovering the Mechanisms and Properties of Electrochemical Reactions  
at Solid/Liquid Interfaces 

 

Ethan J. Crumlin 

Lawrence Berkeley National Laboratory 

Advanced Light Source 

1 Cyclotron Road, MS 6R-2100, CA, 94702 

EJCrumlin@lbl.gov 
 

Program Scope 
We aim to elucidate the molecular interactions at solid/liquid electrochemical interfaces using a multi-

modal approach that combines novel spectroscopy and state-of-the-art microscopy techniques with 

advanced theoretical modeling and computational science techniques. Our overarching goal is to discover 

the mechanisms governing interfacial electrochemical properties, in particular the chemistry and electric 

potentials that will be used to inform the development of more selective, stable, and efficient interfaces 

for reactions such as water splitting, CO2 reduction, and N2 reduction. The primary experimental approach 

will revolve around the core scientific features of operando tender X-ray (hv = 2 kev – 6 keV) ambient 

pressure X- ray photoelectron spectroscopy (APXPS),
1
 a technique that is capable of simultaneously 

probing the electric field,
2
 atomic concentrations,

3
 and the chemical environment

4
 at solid/liquid 

interfaces under operando conditions. This is largely facilitated by using tender X-ray’s that generate 

photoelectrons with enough energy to escape 10-30 nm of a liquid over layer to study the surface of the 

underlying solid electrode. We aim to combine this technique with other experimental capabilities such as 

electrochemical scanning probe microscopy (EC-SPM) and mass spectroscopy (EC-MS) that will be used 

characterize nano/microstructure changes and reaction intermediates for the same solid/liquid systems. To 

further improve our understanding of the solid/liquid electrochemical interface, we will combine these 

experimental studies with several theoretical and computational techniques,
5-6

 including ab initio 
molecular dynamic and continuum modeling theoretical simulations, as well as machine learning data 

mining. Combining experimental approaches with theory, we will iteratively explore the complex 

molecular interactions of a solid/liquid interface, a strategy that will expedite the discovery of new 

knowledge enabling future material and device innovations.  

 

Recent Progress 
Current efforts have been placed on commissioning the tender X-ray APXPS beamline 9.3.1 at the 

Advanced Light Source. All of the beamline optics have undergone a complete upgrade including the 

double-crystal monochromator (DCM). This new DCM can support three-different crystals, with Si(111) 

serving as the general purpose crystal set to provide a photon energy range between 2.2 keV and 6 keV. 

Using this beamline in conjunction with APXPS will allow us to probe elemental, chemical, and potential 

information from the electrochemical solid/liquid interface under operando conditions.  

 

Future Plans 
We are initiating the beginning of this research program. Therefore a lot of our immediate needs in 

addition to commissioning the beamline are focused on the hiring of new postdocs for both 

experimentation and theory efforts. Once the new group members are hired we will begin the process of 

training to conduct operando solid/liquid experiments and theoretical investigations. Our first studies will 

focus on understanding the metal/liquid interface across a range of pH’s to get a detailed comparison of 

the interfacial properties with respect to the expected thermodynamic properties as suggested by Pourbaix 

diagrams.  

 

Publications 
There are no publications to report because this is a new award, with a start date of September 1, 2019. 
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Observing the Molecular & Dynamic Pathway of 
Water Oxidation on Titania Surfaces 

Principal Investigator: Tanja Cuk 

Associate Professor, Chemistry Department, University of Colorado Boulder 
Faculty Fellow, Renewable and Sustainable Energy Institute, University of Colorado Boulder 

Chemical transformations have far-reaching impacts for energy utilization, energy 

storage, and chemical synthesis.  The understanding of how chemical transformations occur in 

real, complex environments is fundamental to our ability to control them and scale them for our 

needs.  Further, at these complex interfaces, chemical transformations occur in a markedly 

efficient and directed manner and are therefore catalytic, or occur with underpinnings which are 

understandable and tunable.  Yet, while mechanistic pathways of catalysis have been proposed 

for decades, our ability to follow them directly and along the axis which best defines their 

trajectory—time—has been limited.  Ultrafast chemistry at heterogeneous, condensed phase 

interfaces (e.g. solid-liquid) develops and applies approaches to reveal how the dynamics of 

charge across the interface, and between molecular reactants, controls reactivity.  In the work 

proposed here, I will target the following aspects, using water oxidation at the titania/aqueous 

interface as a model reaction, in three thrusts: 

i. Stability and Distribution of O-Radicals will reveal the charge dynamics across

the solid-liquid interface which defines the stability and distribution of catalytic

intermediates (e.g. O-radicals) that re-configure chemical bonds.

ii. O-O Bond Formation from O-Radicals will probe the transition state pathways

by which catalytic intermediates make and break chemical bonds to form the first

chemical bond of the product (e.g. O-O when O2 evolves).

iii. Dispersive Diffusion at Reactive Aqueous Interfaces will probe the interplay

between surface charge transport and reactivity, utilizing knowledge from i. and

ii.

While elements of heterogeneous water oxidation have been revealed previously by 

investigating catalysis spectroscopically and in-situ, the causal pathway requires truly dynamic 

probes of diverse molecular reactants and intermediates.  In this proposal, multiple dynamic 

probes that begin at the earliest time steps of the reaction will target the different actors (e.g., 

trapped charge carriers, radical intermediates, and adsorbed water species) involved in evolving 

O2.  The strategy is based on merging multi-color, ultrafast transient (optical, mid-infrared, 

resonance Raman, & X-ray) spectroscopy with highly efficient photo-electrochemistry of the 

water oxidation reaction.  The research aims to reveal the critical steps along the pathway to O2 

evolution and the factor—whether a specific bond breaking event or the surrounding 

environment—that limits the rate at which each step proceeds to the next.   

A major outcome of this DOE grant would be a paradigm by which to resolve how 

chemical bonds are broken and re-made into new configurations during electrochemical 

reactions, such that the speed and distribution of evolved products can be tailored by the 

interface.  Depending on the pathway(s) resolved, the tailorable properties include materials 

choice, electrolyte conditions, and device design, among others.  While the focus here is on the 

water oxidation reaction, this model system provides the critical seed for broader investigations 

of heterogeneous catalysis at the molecular and dynamic level.  It also targets the unique 

properties of water, important for both energy storing reactions and as a medium for many 

chemical and life processes.  
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Voltage-dependent deposition and leaching at electrocatalytic solid–liquid interfaces  

Program Scope 
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Recent Progress

Future Plans 
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Rate Theory of Ion Pairing at Liquid Interfaces 
Recent Progress and Future Plans 

Liem X. Dang 
Physical Sciences Division 

Pacific Northwest National Laboratory 
Richland, WA 93352 
liem.dang@pnnl.gov 

Background and Significance  

The thermodynamics and kinetics of ion pairings at interfaces are fundamental processes encountered in a 
wide range of physical and chemical systems. The structure and stability of large molecules and membranes depend 
on the interfacial distribution of ions and counter ions. Moreover, the ion transport mechanism can be an important 
factor in atmospheric processes, such as molecular uptake at the liquid−air interface. It is also of importance in 
environmental problems, such as the interaction of contaminated organic solvents in groundwater and separation 
chemistry performed in binary solvent systems. Considerable progress has been made in understanding the equilibrium 
and dynamical properties of ion pairings at liquid interfaces. This includes the work of Schweighofer and Benjamin 
on the thermodynamics and dynamics of NaCl dissociation at the water−1,2-dichloroethane liquid−liquid interface 
using a variety of statistical mechanical tools, such as the continuum electrostatic model, molecular dynamics free 
energy calculations, and nonequilibrium dynamic trajectory calculations. Their results indicated that the dissociation 
of the ion pair at the interface involves a simultaneous transfer of both ions into the aqueous side of the interface. In 
addition, they found that faster transfer of sodium ions than chloride ions influences the length of time the ion pair 
spends at the interface. Wick reported a study on the NaCl dissociation rate both in the aqueous bulk and at the 
air−water interface using the transition path sampling formalism with a polarizable force field. A dissociation rate that 
was considerably slower at the interface than in the bulk was found. Garde and co-workers used molecular simulations 
to show that the potentials of mean force  between small ions change character dramatically near the water vapor–
liquid interface. Specifically, the water-mediated attraction between oppositely charged ions is enhanced relative to 
that in bulk water. Moreover, they showed that the thermodynamics of ion association are governed by a delicate 
balance of ion hydration, interfacial tension, and restriction of capillary fluctuations at the interface, leading to 
nonintuitive phenomena such as water-mediated, like-charge attraction. Interfacial ion pairing has recently been 
investigated via second harmonic generation experiments by Saykally and coworkers using different kinetic models. 

They provided insight into how ion pairing influenced anion behavior at the interface, finding that unusually strong 
surface adsorption is possible at low concentrations. X-ray reflectivity experiments reported by Schlossman and co-
workers have shown that the enhancement of ion density near the interface coupled with the effect of capillary waves 
may lead to layering of Erbium Chloride at the air–water interface. Allen and coworkers carried out surface-sensitive 
conventional vibrational sum frequency generation and heterodyne-detected spectroscopy studies on the small alkali 
halide salt at the water liquid−vapor interface. Among other findings, they found that in the conventional VSFG 
spectra, LiCl and NH4Cl significantly perturb the hydrogen-bonding network of water. In addition, the direction of 
the electric field suggests that Cl− ions are always located above the counter cations, even in the case of NH4Cl salt 
solution. The main goal of our work, in addition to studying ion-ion PMFs, is to provide detailed kinetic properties of 
ion pairings at the liquid−vapor interface of water using a variety of rate theory approaches. Moreover, we will 
determine how the inclusion of polarizable interactions influences the differences that arise at the interface versus 
bulk. Subsequently, our studies will be expanded to other interfaces, such as liquid−liquid interfaces. Knowledge of 
free energy profiles and rate theory evaluations is important for understanding a wide range of physical and chemical 
phenomena for ion solvation and pairing. These also provide a challenging test of the accuracy of the predictive 
information derived from force field models. Our work is distinguished from earlier contributions by the methodology 
and the extent in which we have exploited rate theory approaches including classical transition-state theory, the 
reactive flux formulism, and Grote-Hynes theory. In addition, 1) polarization effects are explicitly included in the 
potential models, and compared with nonpolarizable models; 2) solvent response at the interface and in the bulk are 
evaluated using a variety of classical rate theory approaches; and 3) the dissociation lifetimes for the ion pair are 
computed and compared for different potential models and theories.  

Recent Progress 
We begin this section by presenting results for the kinetic properties of NaI ion-pair formation at the interface and in 
the bulk, and continue with the rate theory results determined using the RF and GH formalism/method. At the end of 
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this section, we compare the results obtained using the different rate 
theory methods and provide a description of their solvation structures. 
Figure 1 shows schematic descriptions of the NaI–H2O systems we 
studied. Figure 2 shows the computed PMF plots as a function of NaI 
separation at the interface and in the bulk for the polarizable model. 
Although the shapes for both of the PMF curves are quite similar, the 
details of the barriers are different, which may result in dissimilarities 

in the kinetics of ion paring. From Figure 2, it is clear that the PMF at the 
interface has a deeper minimum at the contact ion pair and a larger barrier 
height to dissociate compared to the corresponding bulk PMF results. 
This demonstrates that the interfacial ion pair is more strongly associated 
at the interface, which can be attributed to 
the rearrangement of the interfacial water 

hydrogen networks to accommodate the ion pair at the interface. Moreover, it is well 
known that I− has a larger induced dipole at the interface,which should further strengthen 
NaI pairing at the interface. Another interesting aspect of the PMF is that the solvent-
separated, ion-pair probability (its free energy is lower near 5.0 Å) is slightly enhanced 
at the interface with respect to the bulk. Overall, this shows that ions are more likely to 
not just be paired, but to be pairedwithin their first two solvation shells near the interface. 
The free energy barriers for the ion-pair dissociation are found to be about 3.0 and 1.0 
kcal/mol for the interfacial and bulk ion pairs, respectively. The computed rate 
constants from the PMFs using TST are determined to be 0.55 and 0.06 ps-1 for the 
bulk and interface, respectively. These results show that the 2.0 kcal/mol higher 
barrier for dissociation at the interface has a major effect on dissociation rate. In Figure 
3, we present the computed time-dependent κ (t) for both ion-pair locations using the 

RF formalism. The transmission coefficients, κRF , are 0.09 and 0.23. We observed that 
the plateaus of the transmission coefficient curves are very flat after 1.5 ps, and we also 
noticed that the transmission coefficients decrease from the interface to the bulk. Our 
results show that in addition to affecting the free energy of solvation, moving ion pairs 
from the bulk to the surface should significantly influence the kinetics of ion pairing. 
We found that the relaxation times increased from 20 ps to 72 ps when the ion pair was 
at the interface in comparison to the bulk. These results confirm that the interface has a 
significant impact on the kinetics of ion pairing for models with polarizable interactions. 
We also were interested in using GH theory to calculate a transmission coefficient, κGH, 

to compare with the RF results. In Figure 4, we show plots of un-normalized, time-
dependent friction kernels of the ion pair at the interface and in bulk water for 
comparison. In all cases, there are two distinct decay 
time scales that show first an initial rapid decay, 
lasting for about 0.1 ps, and then a longer time decay 

that lasts for a few picoseconds. The oscillating characteristic of ζ(t) is reflected in the 
magnitude of the barrier heights shown in the computed PMFs. For instance, the larger 
barrier heights correspond to the deeper well-depth in the ζ(t). The computed 
transmission coefficients using GH theory are 0.21 and 0.33, respectively, for the bulk 
and interfacial ion pairs. Using the rate constants from TST, correcting them with the 
transmission coefficient, and taking their inverses, the relaxation time can be calculated. 
The bulk and interfacial ion pairs had relaxation times of 9 and 51 ps, respectively. 
These are somewhat lower than the times calculated from the RF formalism, but 
they are consistent. Results for the relaxation times obtained from the RF formalism 
and GH theory unequivocally show that the interface suppresses ion dissociation.  

 
Future Plans 
Rate Theory of the Hydrated Proton-Chloride Ion Pairing at the Water Liquid−−Vapor Interface  
These previous studies included work by Zeng and colleagues on the ion-sign preference of water condensation. 
Among other computed quantities, they were able to reproduce the experimental observation that the anion is a better 
nucleator than the corresponding cation.  In other work, Kusaka and Oxtoby reported an extensive study on protonated 

Fig. 2. Computed PMFs for 
the NaI ion pair in the bulk 
and at the interface. 
polarizable  

Fig. 3. Computed κ(t) using the 
RF method for the NaI ion pair 
in the bulk and at the Gibbs 
dividing surface.  

Fig. 4. Computed ζ(t) using the 
GH method for the NaI ion pair 
in the bulk and at the Gibbs 
dividing surface.  

Fig. 1 Schematic descriptions of the NaI–
H2O systems studied. The left panel (a) is the 
ion pair in the bulk region, and the middle 
[(b), perpendicular] and right [(c), 
parallel] panels are the ion pairs at the 
GDS.   
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water clusters in which they used grand canonical Monte Carlo simulation techniques and polarizable models. While 
simulated thermodynamic properties such as free energy, enthalpy, and entropy compared reasonably well with the 
corresponding experimental data, the study also revealed interesting structural properties of protonated water clusters. 
For instance, they found that, for larger water clusters, the hydronium ion was on the surface and participated in the 
hydrogen bond network. This phenomenon has been demonstrated recently for anions with significant polarizabilities. 
Among other MD studies, with the notable exception of a pioneering study by Voth and co-workers with the use of 
MS-EVB approach, of a single proton and chloride at the extended air/water interface. Jungwirth and colleagues and 
studied the molecular structures of acid-base and other systems. They found, in the case of hydrochloric acid both 
hydronium cations and chloride anions penetrate into the air/solution interface, and there is actually a slight surface 
ion enhancement of both ions.  Note that the hydronium cations are preferentially oriented at the surface, with 
hydrogens pointing toward the aqueous phase and oxygen toward the air. Ab initio MD by Mundy and Tobias on the 
distribution of HCl, HBr and HI at the aqueous interfaces have provided some insight how the hydrated proton 
influenced by the solvent solution. We realize that it has been established that dissociation and proton-transfer will 
influence this phenomenon.  Furthermore, the detailed electronic structure of the components may be required to 
describe the subtle balance between forces. In addition, the collective ion atmosphere, the structure of the electric 
double layer may have a significant influence on the process. In this preliminary work we focus on the general structure 

of the potential of mean force and the time dependent friction for the case of non-simple 
ions provided by the structure of the hydronium. We expect this to influence the 
hydrogen bonding network in a non-trivial manner and consequently influence the 
fluctuations and solvent response to the reactive motion. This work will serve as a 
foundation for construction of the simplest model that can describe the essential features 
of the phenomena. To follow, we expect to build a simple dissociable model as well as 
con consider collective ion response to the process.  
We currently carry molecular simulation studies to examine the thermodynamics and 
kinetics of ion pair formation of the hydrated proton-chloride ion pair. We compared the 

process in the bulk and near the water liquid–vapor 
interface. We calculated potentials of mean force 
between the ion pair using the constrained mean force 
approach and calculated the rates using classical 
transition state theory (Fig. 5). Dynamical solvent effects 
were taken into account by calculating transmission 

coefficients computed by the reactive flux method and Grote-Hynes theory. Our results 
show that both the free energy of ion pairing as well as the kinetics of ion pairing display 
different behavior in bulk solution when compared to interfacial environments. Estimates 
of the relaxation time using the reactive flux method and Grote-Hynes theory show that 
the interface suppresses ion dissociation. The dependence of the rate on the orientation 
of the hydrated proton-chloride ion pair at the interface was examined.  
 
 
Develop/apply rate theory methods to study solvation of Li+(aq) and Li+-ion 
pairings at the graphite-EC solid/liquid interface. 
Much effort has been put into LIB system development for electric vehicles, plug-in hybrid electrical vehicles, and 
other electrical system applications. During LIB operation, a solid electrolyte interphase (SEI) layer forms on the 
typical graphite anode surface. This SEI is the result of side reactions with the electrolyte solvent and salt. It is accepted 
that the SEI layer is essential to the performance of LIBs, and it has an impact on initial capacity loss, self-discharge 
characteristics, cycle life, rate capability, and safety. While the presence of the anode SEI layer is vital, its formation 
and growth is difficult to control because the chemical composition, morphology, and stability depend on several 
factors. Such as the type of graphite used, graphite morphology, electrolyte composition, electrochemical conditions, 
and cell temperature. Thus, SEI layer formation and electrochemical stability over long-term operation should be a 
primary topic of investigation in further development of LIB technology. Our goal is to develop/apply rate theory 
methods to study solvation of Li+(aq) and Li+-ion pairings at the graphite-EC solid/liquid interface. Following is a 
snapshot (Fig. 7) produced from a molecular dynamics study of the graphite-EC solid-liquid interface at 330K. Note 
that the EC molecules near the interface are less mobile, while molecules at the center have the density of the bulk 
liquid. 

Fig. 5. Computed PMFs for the 
H3O-Cl- ion pair in the bulk and 
at the interface. polarizable  with 
various ion pair configurations  
as shown in Fig. 6. 

Fig. 6. Snaphsots for the 
H3O-Cl-  ion pair in the bulk 
and at the interface. 
polarizable  with various ion 
pair configurations. 
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Fig. 7. A snapshot produced from a molecular dynamics study of the graphite-EC 
solid-liquid interface at 330K 
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Exploring new diamond surfaces with precision chemistry and quantum spectroscopy 

Nathalie de Leon (npdeleon@princeton.edu) 

Assistant Professor of Electrical Engineering 

Princeton University, Princeton, NJ 

 

 

Program Scope: The aim of the research program is to develop new processing and spectroscopy 

methods for diamond surfaces, with the goal of creating entirely new surface terminations that 

are inaccessible with current techniques. Developing new surface terminations for diamond 

would enable a wide range of future applications based on this material, from classical 

applications (power electronics, biocompatible devices, electrochemistry, cathodes) to quantum 

applications (quantum sensors, quantum communication networks, quantum simulators). 

However, diamond surfaces are particularly difficult to functionalize because the material is 

chemically inert and difficult to polish. Our approach is to develop a new method of surface 

termination by first preparing a high quality, reactive, bare surface by thermal annealing in 

ultrahigh vacuum (UHV) conditions and subsequently exposing the surface to neutral atoms. In 

order to study these new reactions, we will perform in situ measurements using two 

complementary suites of spectroscopy tools: (1) traditional photoelectron spectroscopy and 

electron diffraction to study fundamental reaction kinetics, structure, and chemical termination, 

and (2) quantum spectroscopy using nitrogen vacancy (NV) centers in diamond to probe 

nanoscale order and magnetic interactions between surface atoms. This project will be enabled 

by a novel, home-built, UHV cluster tool, which is currently under construction in our group. 

 

Prior Related Work: Our recent work has focused on developing high quality, oxygen-

terminated, diamond surfaces to create NV centers within nanometers of the surface that have 

ultralong coherence times. Many groups have observed that NV spin coherence degrades within 

100 nanometers of the surface, suggesting that diamond surfaces are plagued with ubiquitous 

defects. Prior work on characterizing and reducing near-surface noise has primarily relied on 

using NV centers themselves as probes; while this has the advantage of exquisite sensitivity, it 

provides only indirect information about the origin of the noise.  

We have taken a different approach: using NV-based nanoscale spectroscopy and 

traditional surface spectroscopy methods as complementary diagnostic tools to identify sources 

of noise at the diamond surface. Using this approach, we determined that surface morphology is 

crucial for realizing reproducible chemical termination, and we used this information to achieve 

a highly ordered, oxygen terminated surface with suppressed noise and correspondingly longer 

coherence times for shallow NV centers. Specifically, we have realized a near-atomically smooth 

oxygen termination that yields NV centers within 5 nm of the surface with coherence times 

exceeding 100 μs (Fig. 1), more than an order of magnitude improvement in performance over 

prior demonstrations.  

NV based measurements indirectly suggest that these new surfaces differ in their 

electronic structure. In order to directly interrogate the electronic structure of the surface, we 

employed a variety of surface-sensitive spectroscopy techniques. Using X-ray spectroscopy and 

electron diffraction, we observe that these high quality oxygen-terminated surfaces are highly 

ordered. In particular, we see that compared to acid processing (the standard procedure in the 

community), we are able to see a much stronger polarization dependence of the O K-edge in near 

edge X-ray absorption fine structure spectroscopy (NEXAFS) for oxygen-terminated surfaces, 
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indicating that the surfaces are highly ordered at the atomic scale (Fig. 2). We also observe that 

the oxygen terminated surface has a higher positive electron affinity in ultraviolet photoelectron 

spectroscopy (UPS), as well as a lower density of unoccupied states associated with defects in 

the C K-edge NEXAFS. 

Figure 1: Surface processing for coherent shallow NV centers. (A) Diagram of iterative surface 

processing. Each step removes the damage caused by the prior step. AFM images of the starting 

and final surface show that the processing maintains the smooth surface from polishing. (B) 

Decoherence rate as a function of depth for individual NV centers under different surfaces with 

varying degrees of subsurface damage (indicated in different colors). The high quality oxygen 

termination (black) yields NV centers within 5 nm of the surface with 100 µs coherence times. 

(C) Detailed comparison of Hahn echo T2 for a single NV between the last two steps of the 

process, showing an improvement of a factor of 2.4 resulting from the final oxygen anneal. (D) 

Reversible changes in the coherence time for individual NV centers. Oxygen annealing enhances 

T2, while thermal reset and acid cleaning suppresses it. Depths in nm for each NV center are 

indicated at the bottom of the plot. 
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Figure 2: Photoelectron spectroscopy comparisons of the two surfaces, thermally reset and 

triacid cleaned (blue) and oxygen annealed (red). The O K-edge NEXAFS spectra show 

qualitatively similar features, but the triacid cleaned surface shows no polarization dependence 

(A), while the oxygen annealed surface shows a dramatic polarization dependence (B), indicating 

surface ordering. (C) The C K-edge NEXAFS shows a suppression of defect states in the oxygen 

annealed surface. (D) UPS shows that the oxygen annealed surface also exhibits a much larger 

electron affinity. 

Recent Progress and Future Plans: Surface chemistry in diamond is difficult because diamond is 

hard, chemically inert, and sterically hindered. Most available methods involve plasma, which 

damages the surface morphology. We will develop new techniques for terminating diamond in 

UHV in a unique apparatus that is currently under construction. UHV allows for the preparation 

of bare, dangling bond surfaces, which can then be exposed to low energy neutral atoms, 

minimizing surface damage. Novel surfaces can be prepared and then probed without breaking 

vacuum, yielding nanoscale information about magnetic and electric field noise at the surface. 

This instrument is the first of its kind, and it will enable precise chemical control and 

correspondingly precise spectroscopic interrogation of the diamond surface.  

After designing the cluster tool over the first two years of my independent career, the first 

phase of construction and instrumentation installation began in January of this year, and we have 

completed the first phase of the project—building the surface preparation and spectroscopy 

chamber. Using this first chamber, we have primarily focused on developing methods for 

preparing and measuring reactivity at the diamond surface. Specifically, our preliminary work 

has focused on oxygen desorption from the diamond surface, as illustrated in Figure 3. Upon 

heating to 1000˚C, we are able to observe almost complete oxygen desorption from the surface 

using X-ray photoelectron spectroscopy (XPS), as well as subsequent 2x1 reconstruction of the 

dangling bond surface using low energy electron diffraction (LEED). We are also able to observe 
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detailed changes in the O1s XPS peak at intermediate temperatures, indicating that different 

oxygen terminations can form at the surface with incomplete oxygen coverage. 

Figure 3: UHV cluster tool for diamond surface science and preliminary data. (A) CAD drawing 

of the UHV cluster tool and a photograph of the assembled chamber. Construction and 

installation began in early 2018. (B) LEED patterns showing the change in surface reconstruction 

upon desorption of oxygen at 1000˚C. (C) XPS spectra showing the decreased intensity of the 

oxygen peak upon desorption. (Right) Detailed XPS spectra at the O1s peak showing that the 

relative abundance of different surface groups changes during annealing. 

Over the next year, we plan to study the reactivity of this bare surface using a thermal gas 

cracker attached to the chamber to introduce new heteroatoms. We have also begun construction 

on the second chamber, which will house a cryogenic confocal microscope for performing NV-

based surface spectroscopy, and anticipate completion at the end of the calendar year. 

There are no publications to report because this is a new award, with a start date of September 
1, 2018.
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Charge Carrier Space-Charge Dynamics in Complex Materials for  
Solar Energy Conversion: Multiscale Computation and Simulation 

 
Michel Dupuis 

Department of Chemical and Biological Engineering 
Computational and Data-Enabled Science and Engineering Program 

University at Buffalo, Buffalo USA 
mdupuis2@buffalo.edu 

 
Program Scope:  

The long term objective of our project is the fundamental characterization of processes 
and performance of photo-electro-chemical conversion systems in the three phases of ‘light 
absorption’, ‘carrier transport’, and ‘carrier reactivity’ (Figure 1).  Our current efforts focus on 
‘carrier transport’, i.e. the modeling of transport of photo-generated electrons and holes in 
complex crystalline materials for solar energy conversion through combined first principles 
atomistic computation and mesoscale simulation. To model the space-charge distribution 
dynamics and activity of charge carriers, we plan to develop original tools for quantum chemical 
electronic structure computations and of kinetics simulations within a lattice-based Kinetic 
Monte Carlo framework. We will 
validate this mesoscale 
framework with systems for 
which detailed time-resolved 
spectroscopy, transport and 
carrier separation data, and 
reactivity data are available. The 
combined modeling has already 
proven essential for qualitative 
and quantitative understanding 
of how carrier transport affects 
surface oxidation-reduction 
activity efficiency.  

 
Our overall program deals with timely societal challenges in renewable energy, i.e. the 

efficient and cost-effective conversion of solar energy to electrical and chemical energies. 
Current conversion efficiencies, including for solar water splitting, are far from the level needed 
for practical applications. Our goal is to address how the flow of charge carriers in complex 
crystalline environments of single phase, multi-phase, and multi-materials semiconductor 
systems can be tailored to enhance redox reactivity for photo-electro-chemical conversion. This 
research theme is aligned with BES’ CSGB Division focus areas of ‘charge transport and 
reactivity’ and ‘chemistry at complex interfaces’.  

Our current efforts comprise two thrusts:  
a. Modeling e-/h+ carrier dynamics; the main outcome of this thrust will be the development 

of a mesoscale Kinetic Monte Carlo (KMC) model informed by first-principles theories to 
characterize space-charge distribution dynamics. Along the way we will develop original 
quantum chemical techniques and tools for characterizing carrier transport in single- and multi-

Figure 1. Three phases in solar energy conversion 
systems. Our project focuses on ‘carrier transport’.  
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phase crystalline materials. An innovation will 
be a Marcus/Holstein-like methodology to 
describe defect-mediated carrier recombination, 
a key process in loss of efficiency. Targeted 
systems will be best water oxidation materials, 
doped and undoped, such as bismuth vanadate 
BiVO4 (BVO), tantalum nitrite Ta3N5, and other 
materials, e.g. strontium titanate SrTiO3 (STO), 
that exhibit the intriguing phenomenon of facet 
selectivity for oxidation and reduction. One goal 
will be to establish the theoretical foundation for 
facet selectivity and homo-junctions, two 
effective emerging concepts to enhance charge 
carrier separation and improve solar energy 
conversion performance. 

b. Screening photo-active materials; guided by the dynamics model applied on several 
classes of materials, we will extract chemical and crystal structural descriptors of good transport 
and good carrier separation ability to screen materials for improved solar conversion 
performance.   
 
Recent Progress:  
 Crystal facet engineering and interface engineering are emerging as highly promising and 
powerful approaches to enhance carrier separation and overall water splitting efficiency, both for 
hydrogen evolution and oxygen evolution.  At present, synthesis efforts in this field are 
essentially Edisonian in nature. Our goal is to bring in elements of rational design through 
computation and simulation.   

We recently completed a study of carrier 
transport in BVO. DFT calculations indicated 
that thermodynamic stability is not a factor in 
facet selectivity. An exhaustive characterization 
of electron and hole hopping pathways in BVO 
yielded activation energies ~ 0.36 eV for 
electrons, and, in some cases, much smaller ( ~ 
0.17 eV) for holes. However mesoscale KMC 
modeling showed that the effective hole 
mobility is in fact much smaller than what the 
lower barriers would suggest. The simulations 
revealed a bi-modal nature of hole transport, 
with some fast but not transport-efficient hops 
and some slow but transport-efficient hops. 
Conductivity in BVO is gated by electron 
transport. 
  These findings illustrate that mesoscale kinetic modeling is essential: it offers a way to 
capture the critical connection between elementary hopping rates and crystal structure and 
topology with regard to transport. Interpretations based on elementary hop characterization alone, 
even if at the quantum level of theory, have the potential to be misleading. 

Figure 2. Facet engineering enhances 
carrier separation and redox reactivity. 

Figure 3. Bimodal h+ transport in BVO; e- 
transport gates BVO conductivity. 
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Future Plans: 
 We are extending this initial work to investigate homo-junctions of layered BVO with a 
gradient of W/Mo dopant concentrations. Further work will include tunable multi-phase systems 
such as (α-β)Ga2O3. We also plan to develop methodologies based on accelerated dynamics to 
replace the Marcus/Holstein approach to computing polaron activation energies, as well as a 
Marcus/Holstein-like three-state model to describe electron-hole recombination.   
 
CPIMS-sponsored Publications (2016-2018) – There are no publications to report because this is 
a new award, with a start date of September 15, 2018. 
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Nanoporous Materials and Ionic Liquids: Dynamics, Structure, and Interactions 

Michael D. Fayer 

Department of Chemistry, Stanford University, Stanford, CA 94305-5080; fayer@stanford.edu 

This program is investigating structural dynamics and intermolecular interactions in complex molecular 
systems that have mesoscopic structure.  In particular, room temperature ionic liquids (RTILs) are being 
investigated.  RTILs are salts that are liquids at room temperature.  They are generally composed of 
complex organic cations and inorganic anions.  The complex structure of the cations and anions inhibit 
crystallization.  The cations frequently have long alkyl chains that cause the liquids to segregate into ionic 
and apolar organic regions, giving the liquids structure on mesoscopic distance scales.  In addition, 
liquids in nanoscopic confinement are being investigated.  The liquids include water and RTILs in, e.g., 
water in the nanochannels of fuel cell membranes or in the pores of hydrogels, RTILs in the pores of 
polymer membranes in the context of Supported Ionic Liquid Membranes for CO2 capture.  The principal 
experimental tools for the investigations are ultrafast nonlinear IR methods particularly 2D IR and 
polarization selective pump-probe experiments (PSPP), fast fluorescence experiments, and optical 
heterodyne detected optical Kerr effect (OHD-OKE) experiments. 

Supported ionic liquid membranes (SILMs) are porous membranes impregnated with ionic liquids (ILs) 
and used as advanced carbon capture materials. 2D IR and PSPP spectroscopies were used to investigate 
CO2 reorientation and spectral diffusion dynamics in SILMs.  The SILM contained 1-ethyl-3-
methylimidazolium bis(trifluoromethylsulfonly)imide in the poly(ether sulfone) (PES) membranes with 
average pore size of ~350 nm. Despite the relatively large pore sizes, the complete orientational 
randomization of CO2 and structural fluctuations of the IL (spectral diffusion) in the pores are slower than 
in the bulk IL by ~2-fold. The implication is that the IL structural change induced by the polymer 
interface can propagate out from the interface more than a hundred nanometers, influencing the dynamics. 
This study demonstrates that there are significant differences in the dynamics of ILs in SILMs on a 
molecular level compared to the bulk IL, and the study of dynamics in SILMs can provide important 
information for the design of SILMs for CO2 capture.  In addition, the effects of water on the CO2 and 
RTIL dynamics in SILMs were investigate because the flue gases from a power plant or other stationary 
CO2 sources will contain water vapor.  It was found that water speeds up the dynamics in both the SLIMs 
and the bulk RTIL, but the dynamics are still substantially slower in the SILMs. 

The structural dynamics of a series of 1-alkyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide 
(CnmimNTf2, n = 2, 4, 6, 10: ethyl – Emim; butyl – Bmim; hexyl – Hmim; decyl – Dmim) room 
temperature ionic liquids confined in the pores of PES with an average pore size of ~350 nm and in the 
bulk liquids were studied.  Time correlated single photon counting measurements of the fluorescence of 
the fluorophore Coumarin 153 (C153) were used to observe the time dependent Stokes shift (solvation 
dynamics).  The solvation dynamics of C153 in the ionic liquids are multiexponential decays.  The 
multiexponential functional form of the decays was confirmed as the slowest decay component of each 
bulk liquid matches the slowest component of the liquid dynamics measured by OHD-OKE experiments, 
which is single exponential.  The fact that the slowest component of the Stokes shift matches the OHD-
OKE data in all four liquids identifies this component of the solvation dynamics as arising from the 
complete structural randomization of the liquids.  Although the pores in the PES membranes are large, 
confinement on the mesoscopic length scale results in substantial slowing of the dynamics, a factor of ~4, 
for EmimNTf2, with the effect decreasing as the chain length increases.  By DmimNTf2, the dynamics are 
virtually indistinguishable from those in the bulk liquid.  The rotation relaxation of C153 in the four bulk 
liquids was also measured, and showed strong coupling between the C153 probe and its environment. 

Proton transfer in the nanoscopic water channels of polyelectrolyte fuel cell membranes was studied using 
a photoacid, 8-hydroxypyrene-1,3,6-trisulfonic acid sodium salt (HPTS) into the channels. Three fully 
hydrated membranes, Nafion (DuPont) and two 3M membranes, were studied to determine the impact of 
different pendant chains and equivalent weights on proton transfer. Fluorescence anisotropy and excited 
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state population decay data that characterize the local environment of the fluorescent probes and proton 
transfer dynamics were measured. Measurements of the HPTS protonated and deprotonated fluorescent 
bands’ population decays provided information on the proton transport dynamics.  The decay of the 
protonated band from ~0.5 ns to tens of ns is in part determined by dissociation and recombination with 
the HPTS, providing information on the ability of protons to move in the channels.  The dissociation and 
recombination is manifested as a power law component in the protonated band fluorescence decay.  The 
results show that equivalent weight differences between two 3M membranes resulted in a small difference 
in proton transfer. However, differences in pendant chain structure did significantly influence the proton 
transfer ability, with the 3M membranes displaying more facile transfer than Nafion. 

Polymeric hydrogels have wide applications including electrophoresis, biocompatible materials, water 
superadsorbents, and contact lenses. The properties of hydrogels involve the poorly characterized 
molecular dynamics of water and solutes trapped within the three-dimensional cross-linked polymer 
networks. Here we apply ultrafast infrared two-dimensional infrared (2D IR) vibrational echo and 
polarization-selective pump-probe (PSPP) spectroscopies to investigate the ultrafast molecular dynamics 
of water and a small molecular anion solute, selenocyanate (SeCN‒), in polyacrylamide hydrogels. For all 
mass concentrations of polymer studied (5% and above), the hydrogen bonding network reorganization 
(spectral diffusion) dynamics and reorientation dynamics reported by both water and SeCN‒ solvated by 
water are significantly slower than in bulk water. As the polymer mass concentration increases, molecular 
dynamics in the hydrogels slow further. The magnitudes of the slowing, measured with both water and 
SeCN‒, are similar. However, the entire hydrogen bonding network of water molecules appear to slow 
down as a single ensemble, without a difference between the core water population and the interface 
water population at the polymer-water surface. In contrast, the dissolved SeCN‒ do exhibit two-
component dynamics, where the major component is assigned to the anions fully solvated in the confined 
water nanopools. The slower component has a small amplitude which is correlated with the polymer mass 
concentration, and is assigned to adsorbed anions strongly interacting with the polymer fiber networks. 

Many of water’s remarkable properties arise from its tendency to form an intricate and robust hydrogen 
bond network. Understanding the dynamics that govern this network is fundamental to elucidating the 
behavior of pure water and water in biological and physical systems. In ultrafast nonlinear IR 
experiments, the accessible time scales are limited by water’s rapid vibrational relaxation (1.8 ps for 
dilute HOD in H2O), precluding interrogation of slow hydrogen bond evolution in non-bulk systems. 
Hydrogen bonding dynamics in bulk D2O were studied from the perspective of the much longer lived 
(36.2 ps) CN stretch mode of selenocyanate (SeCN‒) using PSPP experiments, 2D IR spectroscopy, and 
molecular dynamics simulations. The simulations made use of the empirical frequency mapping 
approach, applied to SeCN‒ for the first time. The PSPP experiments and simulations show that the 
orientational correlation function decays via fast (2.0 ps) restricted angular diffusion (wobbling-in-a-cone) 
and complete orientational diffusive randomization (4.5 ps). Spectral diffusion, quantified in terms of the 
frequency-frequency correlation function (FFCF), occurred on two timescales. The initial 0.6 ± 0.1 ps 
timescale is attributed to small length and angle fluctuations of the hydrogen bonds between water and 
SeCN‒. The second 1.4 ± 0.2 ps measured timescale, identical to that for HOD in bulk D2O, reports on 
the slower collective reorganization of the water hydrogen bond network around the anion. The 
experiments and simulations provide details of the anion-water hydrogen bonding and demonstrate that 
SeCN‒ is a reliable vibrational probe of the ultrafast spectroscopy of water. 

The effects of water concentration and varying alkyl chain length on the dynamics of water in 1-alkyl-3-
methylimidazolium tetrafluoroborate RTILs were characterized using 2D IR spectroscopy and PSPP 
experiments to study the water hydroxyl (OD) stretching mode of dilute HOD in H2O. Three imidazolium 
cation alkyl chain lengths, ethyl (Emim+), butyl (Bmim+), and decyl (Dmim+), were investigated. Both the 
Bmim+ and Dmim+ cations have sufficiently long chains that the liquids exhibit polar-apolar segregation, 
while the Emim+ ionic liquid has no significant apolar aggregation. While the OD absorption spectra were 
independent of the chain length, the measured reorientation and spectral diffusion dynamics were chain 
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length dependent and tend to slow when the alkyl chain is long enough for polar-apolar segregation.  As 
the water concentration is increased, a water-associated water population forms, absorbing in a new 
spectral region red-shifted from the isolated, anion-associated, water population. Furthermore, the anion-
associated water dynamics are accelerated. At sufficiently high water concentrations, water in all the 
RTILs experiences similar dynamics, the solvent structures having been fluidized by the addition of 
water. The water concentration at which the dilute water dynamics changes to fluidized dynamics 
depends on the alkyl chain length, which determines the extent and ordering of the apolar regions. 
Increases in both water concentration and alkyl chain length serve to modify the ordering of the RTIL, but 
with opposite and competing effects on the dissolved water dynamics. 

Solutions of RTILs and water were studied by observing the reorientational dynamics of the fluorescent 
probe perylene. Perylene is solvated in the alkyl regions of the RTILs.  Its D2h symmetry made it possible 
to extract dynamical information on both in-plane and out-of-plane reorientation from time resolved 
fluorescence anisotropy measurements.  Perylene reorientation reports on its interactions with the alkyl 
chains.  The RTILs were a series of 1-alkyl-3-methylimidazolium tetrafluoroborates (CnmimBF4, where n 
is the number of carbons in the alkyl chain), and the effects on perylene’s dynamics were observed when 
varying the alkyl chain length of the cation (n = 4, 6, 8, and 10; butyl, hexyl, octyl, decyl) and varying the 
water content from pure RTIL to roughly three water molecules per RTIL ion pair. Time correlated single 
photon counting was used to measure the fluorescence anisotropy decays to determine the orientational 
dynamics. The friction coefficients for both the in-plane and out-of-plane reorientation were determined 
to eliminate the influence of changes in viscosity caused by both the addition of water and the different 
alkyl chain lengths.  The friction coefficients provided information on the interactions of the perylene 
with it alkyl environment and how these interactions changed with chain length and water content.  As 
chain length increased, the addition of water had less of an effect on the local alkyl environment 
surrounding the perylene. The friction coefficients generally increased with higher water contents; the in-
plane orientational motion was hindered significantly more than the out-of-plane motion. The 
restructuring of the alkyl regions is likely a consequence of a rearrangement of the ionic imidazolium 
head groups to accommodate partial solvation by water, which results in a change in the arrangement of 
the alkyl chains.  At very high water content, BmimBF4 broke this general trend, with both in-plane and 
out-of-plane rotational friction decreasing above a water content of one water per ion pair.  This decrease 
indicates a major reorganization of the overall liquid structure in high water content mixtures. In contrast 
to BmimBF4, the longer chain length RTILs are not infinitely miscible with water, and do not show 
evidence of a major reorganization before reaching saturation and phase-separating.  The results suggest 
that phase separation in longer chain length BF4 RTILs is a consequence of their inability to undergo the 
reorganization of the alkyl regions necessary to accommodate high water concentrations. 

The dynamics of the RTIL 1-butyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide (BmimNTf2) 
were investigated with 2D IR spectroscopy and PSPP experiments. The CN stretch frequency of a 
modified Bmim+ cation (2-SeCN-Bmim+), in which a SeCN moiety was substituted onto the C-2 position 
of the imidazolium ring, was used as a vibrational probe. A major result of the 2D IR experiments is the 
observation of a long timescale structural spectral diffusion component of 600 ps in addition to short and 
intermediate timescales similar to those measured for selenocyanate anion (SeCN‒) dissolved in 
BmimNTf2. In contrast to 2-SeCN-Bmim+, SeCN‒ samples its inhomogeneous linewidth nearly an order 
of magnitude faster than the complete structural randomization time of neat BmimNTf2 liquid (870 ± 20 
ps) measured with optical heterodyne-detected optical Kerr effect (OHD-OKE) experiments. The 
orientational correlation function obtained from PSPP experiments on 2-SeCN-Bmim+ exhibits two 
periods of restricted angular diffusion (wobbling-in-a-cone) followed by complete orientational 
randomization on a timescale of 900 ± 20 ps, significantly slower than observed for SeCN‒ but identical 
within experimental error to the complete structural randomization time of BmimNTf2. The experiments 
indicate that 2-SeCN-Bmim+ is sensitive to local motions of the ionic region that influence the spectral 
diffusion and reorientation of small, anionic and neutral molecules as well as significantly slower, longer-
range fluctuations that are responsible for complete randomization of the liquid structure. 
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 The overarching goal of this proposal is to understand how confinement affects phase 

transitions in particles.  We are specifically interested in liquid-liquid phase separation (LLPS) in 

aerosol particles composed of salts and organic compounds.  In these systems, LLPS can occur 

due to salting out of the organic component, resulting in an organic-rich phase and a salt-rich phase.  

In experiments, we induce salting out by drying the particles.  As the relative humidity surrounding 

the particles decreases, the salt concentration within the particle increases, driving the phase 

separation process.  We have previously determined that phase separation is inhibited for particle 

sizes < 50 nm because small particles cannot overcome the activation barrier needed to form a new 

phase.  We focused this initial work on three model systems.  Results from these studies have 

application to understanding myriad processes of aerosol particles in the environment such as 

heterogeneous chemistry, new particle growth, cloud droplet nucleation, optical properties, etc.  

At the same time, they have general application to understanding the physical chemistry of this 

phase transition which results in the formation of an interface within a liquid. 

 

 The specific goals of this project are as follows: 1) to extend our initial findings to systems 

composed of complex mixtures of organic compounds mixed with salts;  2) to investigate LLPS 

in polymer mixtures to investigate the role of the radius of gyration and the interaction energies on 

the phase separation behavior;  3) to explore the role of viscosity in the inhibition of phase 

separation; and 4) to develop experimental phase diagrams for liquid-liquid phase separation as a 

function of particle size by identifying the approximate location of the binodal curves and the 

critical point where the binodal and spinodal meet.  We have previously captured particles for 

analysis once phase separation is complete and the particles are dry.  We proposed here to capture 

particles wet and flash freeze them prior to imaging to obtain information on where phase 

separation occurs as a function of relative humidity.  Complementary measurements of surface 

tension and viscosity of the systems of interest were also proposed.  We have currently completed 

the first year of this grant. 

 

Recent Progress: 
 

 Phase Separation in Systems Containing Multiple Organic Compounds and Ammonium 
Sulfate: We have previously demonstrated that liquid-liquid phase separation is absent at small 

particle sizes.  Our initial systems were succinic acid, pimelic acid, or polyethylene glycol-400 

(PEG-400) mixed with ammonium sulfate.  In expanding to more complex systems, we observe 

unexpected behavior.  In particular, some of these systems contain three coexisting liquid phases 

rather than two, in addition to the size dependent morphology.  For example, in a system containing 

only three dicarboxylic acids as well as one containing ten organics with various structures and 

functional groups, three phases are observed at specific compositions (Fig. 1).  Under optical 
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microscopy, three phases have not been 

observed for these systems.  These results 

point to a more complex phase diagram for 

these systems, which we are in the process 

of mapping.  In addition, for some systems, 

a complex morphology is observed in the 

dry particles, which has also been seen in 

the literature on transmission electron 

microscopy of dried ambient particles.  

This morphology masks any phase 

separation.  These structures are induced 

by the solubility difference of the individual compounds within the mixture as well as the salt 

concentration.  We are characterizing the parameters under which these structures are found.  

Phase Separation in Polymer Nanoparticles: The phase separation of polymers has been 

studied for decades in many different systems. Our research is unique because we study the phase 

separation of water-soluble polymers in one dimension through the creation of aerosolized 

polymer nanoparticles. These experiments can provide insight into the mechanisms behind 

polymer phase separation and could have potential applications to the energy and medical sciences. 

The experiments are performed by atomizing aqueous solutions of water-soluble polymers. The 

particles are dried and impacted on transmission electron microscopy (TEM) grids and imaged 

using cryo-TEM. The first system studied was polyethylene glycol (PEG) and Dextran, which is a 

well characterized polymer aqueous two-phase system. Particles composed of PEG-6k and 

Dextran-10k were found to have a size dependent morphology where particles < 150 nm in 

diameter are homogeneous and particles > 80 nm in diameter are phase separated. Note that these 

cutoffs yield three size regimes: only homogeneous particles are found at the smallest diameters, 

a mixture of homogeneous and phase separated particles are found at intermediate sizes, and only 

phase separated particles are observed at the largest diameters.  The same pattern is seen for PEG-

2k/Dexran-10k and PEG-12k/Dextran-10k.  For this mixture of polymers, the molecular weight 

range of PEG was not sufficiently large to observe an effect of changing the radius of gyration or 

the interaction energy χN.  

In comparison, for 

polyvinyl alcohol (PVA) 

and sodium polystyrene 

sulfonic acid salt (PSS), an 

effect was observed by 

changing molecular weight.  

For PVA-27k and PSS-70k, 

particles are homogeneous 

at diameters < 370 nm and 

phase separated > 220 nm.  

In comparison, for PVA-

145k and PSS-70k, particles 

are homogeneous at 

diameters < 125 nm and 

phase separated at > 100 nm 
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(Fig. 2). These systems show that region of phase separation can be controlled through changes in 

the molecular weight, with an increasing molecular weight causing additional phase separation. In 

this case, we expect that the change in molecular weight of PVA caused an increase in the repulsive 

interaction of PVA with PSS, causing phase separation to smaller diameters.  We have also 

performed studies of 2-hydroxyethyl cellulose and PEG, which also show a size-dependent 

morphology. These studies demonstrate that water soluble polymer aqueous two-phase systems 

have a size dependent morphology when prepared as aerosolized nanoparticles.  We are continuing 

to explore the effect of the interaction energies and the radius of gyration on the phase separation 

process and size dependence of the morphology. 

 

 Fluorescence Recovery After Photobleaching (FRAP):  Fluorescence recovery after 

photobleaching (FRAP) microscopy has been verified as a method to measure viscosity for bulk 

systems. FRAP was used to find the viscosity of sucrose mixtures at relative humidities from 40-

80%.  The effect of fluorescent probe concentration was also tested and showed that micromolar 

concentration does not alter the viscosity of the solution. Thus, studies can be continued at the 

proposed concentration with relevant organic compounds. 

 

Future Plans: 
 

We are currently working on finishing up the two main projects described above for publication. 

In addition, the following projects have been started: 

 

 Experimentally Constructed Phase Diagrams as a Function of Particle Size: We have 

built a flow chamber to flash freeze particles at a given relative humidity, deposit them on TEM 

grids, and image using cryo-TEM.  We are currently calibrating the relative humidity within the 

flow chamber by measuring the efflorescence (crystallization) of several salts.  We will then work 

with a system that phase separates at relative humidities between 70 – 80% in micrometer particles 

to determine where phase separation occurs as a function of particle size in the submicron regime.  

The point of phase separation will be determined as the organic:salt composition is varied.  An 

approximation of the critical point will be determined with optical microscopy and confirmed 

using TEM.  Specifically, at the critical point, all particles undergo phase separation rather than 

having a size dependent morphology.  Using this system, we will construct the first experimental 

phase diagram for LLPS as a function of particle size.  We plan to develop a first paper around 2 

– 3 systems due to the intensive experiments that will be required. 

 

 Effect of Viscosity on Phase Separation: Polymers are being used to study the effect of 

viscosity on the phase separation of nanoparticles composed of a polymer and an inorganic 

component (in this case NaCl). These studies follow the same method used to study the phase 

separation in polymer mixtures. By increasing the molecular weight of the PEG, the viscosity will 

increase and the effect of viscosity will be studied. Specifically, we are interested in exploring how 

the diameter below which all particles are homogeneous shifts as the viscosity of the system 

increases. 

 

 Surface Tension Measurements: We have recently begun measurements of bulk surface 

tensions using a tensiometer.  To measure the surface tension of nanometer size particles, we are 

using a multimode atomic force microscope (AFM). To prepare for these studies, a cover has been 
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built for the AFM head to ensure that there is minimal contact between the sample and the room 

air. This cover will allow the relative humidity of the samples to be varied and precisely measured.  

Specialized tips are used for this measurement.  With the AFM setup, we will be able to measure 

the surface tension of submicron particles as a function of relative humidity. 

 

DOE-Sponsored Publications (since 2017): 

 

D. J. Losey, E.-J. E. Ott, M. A. Freedman, Effects of High Acidity on Phase Transitions of an 

Organic Aerosol, Journal of Physical Chemistry A 2018, 122, 3819-3828. doi: 

10.1021/acs.jpca.8b00399 
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Program Scope 
The primary objective of this project is to describe, on a molecular level, the 

solvent/solute structure and dynamics in fluids such as water under extremely non-ideal 

conditions. The scope of studies includes solute–solvent interactions, clustering, ion-pair 

formation, and hydrogen bonding occurring under extremes of temperature, concentration and 

pH. The effort entails the use of spectroscopic techniques such as x-ray absorption fine structure 

(XAFS) spectroscopy, high-energy x-ray scattering, coupled with theoretical methods such as 

molecular dynamics (MD-XAFS), and electronic structure calculations in order to test and refine 

structural models of these systems.  In total, these methods allow for a comprehensive 

assessment of solvation and the chemical state of an ion or solute under any condition.  The 

research is answering major scientific questions in areas related to energy, environmental and 

biological processes including specific areas of relevance to DOE such as mixed hazardous 

waste processing, power plant chemistry, and geologic carbon dioxide sequestration. This 

program provides the structural information that is the scientific basis for the chemical 

thermodynamic data and models in these systems under non-ideal conditions. 

Recent Progress  
Hydrated structure of Na+: The XANES perspective.   
The sodium cation (Na

+
) is one of the most common metal ions whose aqueous chemistry plays a 

crucial role in many geochemical, biochemical and industrial processes. Although the electronic 

structure is rather simple, the solvation of Na
+
 in water is exceedingly complex due to the 

delicate balance between ion-water and water-water interactions.  In a recent work,
3
 the Na-O 

distance in the first solvation shell has been measured with improved precision by both XRD and 

EXAFS, which has resolved the inconsistency in the Na-O distances reported in the earlier 

literature (2.38 Å versus 2.44 Å, respectively).  A limitation of EXAFS in the case of aqueous 

Na
+
 is that the photoelectron backscattering of only the water in the first shell can be detected 

while in contrast the XANES signal for Na
+
 is potentially sensitive to the chemical environment 

that includes the longer-range interactions. For instance, the Ca K-edge XANES has recently
2
 

been used to detect the longer-range structure in solvent-shared ion pairs of Ca
2+

/CO3
2-

.   The 

Na
+
 K-edge XANES can therefore potentially be used to understand how Na

+
 perturbs the short- 

and longer-range structure of water.
 1
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The Na K-edge XANES data (1070.8 eV) were acquired at the Phoenix II, elliptical undulator 

beamline at the Paul Scherrer Institute (SLS). Measurements were performed in fluorescence 

mode using a liquid sample cell with a 200 nm thick, Si3N4 window.  We then used quantum 

(DFT-based) and classical MD simulations for Na
+
 in water to generate structures for the

calculation of K-edge XANES spectra for Na
+
 solvated by large 35-water clusters using the 

restricted excitation window time-dependent density functional theory (REW-TDDFT).  

To establish the correlations between the local structure and the calculated XANES spectra we 

evaluated a selection of five suitably-chosen order parameters. Order parameters such as 

coordination number, hydrogen bond numbers, angular symmetry of the first shell, and the tilt 

angle of the water have been previously used to describe the local Na
+
 structure.  Inspired by our 

own studies
1
 on the local structure of water when subject to pressure and the sensitivity of the 

distribution of interstitial waters to the interaction potential, we introduce the description of the 

interstitial water molecules between the first- and second shell as an additional order parameter 

that effectively captures, in a new way, the changes in 

the local structure of water in the presence of an ion. 

The interstitial waters are known to play a large role 

in the understanding of pure water structure, 

especially when the bulk symmetric structure is 

perturbed by solute or by applying pressure.  If water 

is seen as a predominately tetrahedral 4-coordinated 

network, the presence of interstitial waters can be 

used as a probe for the presence of defects in bulk 

water or, for instance, defects in the hydration

structure about Na
+
. 

Overall, the five order parameters included (1) the

instantaneous, first-shell Coordination Number (CN) 

in which the common definition was adjusted to 

accommodate for each instantaneous configuration,  

(2) the octahedral order parameter (q6) that was

normalized to give a value of 1 for a perfectly 

octahedral structure and a value of 0 for a completely 

disordered system,  (3) the number of hydrogen 

bonds between water molecules in the first and 

second solvation shell, (4) the tilt angle (θ) defined 

using the vector between the oxygen and the ion and

the water dipole moment, and (5) the new interstitial 

water parameter (INT6) for which a value of 0.0 

indicates that 6th water is perfectly interstitial while a 

higher positive value  indicates well-separated first 

and second solvation shells. 

Figure 1 compares the experimental Na
+
 XANES 

spectrum to the calculated XANES response to 

changing 3 of these 5 order parameters.  In general, 

each of these order parameters (CN, q6, INT6) affect 

the XANES spectrum in different ways.  Based upon 

our prior evaluation of TDDFT XANES for a variety 

Figure 1. Experimental Na
+
 XANES 

spectrum compared to TDDFT XANES 

calculations
1
 generated from an ensemble of 

100 DFT-MD snapshots each containing a 

35-water cluster. The effect of three different 

order parameters (either high- or low-values) 

on the predicted XANES spectra are shown. 

Each of the three structural parameters alter 

the XANES features in different ways. 
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of different chemical standards, the XANES features have been quantitatively reproduced when 

the exact molecular configurations are used as input.  In Figure 1 (lower panel) the interstitial 

water parameter (INT6) significantly affects the XANES spectrum, and demonstrates good 

sensitivity to this longer-range structure in a way that is different from that of the first-shell order 

parameters (Figure 1, two upper panels).   Results show that the DFT model has much more 

interstitial character while the classical potential model has mostly separated first and second 

solvation shells.  For both models, more interstitial water moves their calculated XANES spectra 

closer to the experimental spectrum.  The DFT potential, having an explicit electronic structure 

representation, provides a more realistic model of the interstitial water.   A paper summarizing 

this work
1

will be highlighted as a JCP “Editor's Pick”. 

The ion pairing of Cs+ with Cl- in concentrated electrolyte.  
Concentrated electrolytes have recently emerged as a central interest in various energy storage

strategies and for this reason data on the structure of highly concentrated electrolytes is needed.  

Further, the cation-anion pairing is the starting point for the formation of larger ion clusters that 

eventually undergo nucleation events leading to the formation nanoparticles or crystals at 

concentrations above the saturation point. Cs
+
 is the largest ion in the alkali series and as a result 

it has the weakest hydration shell with the most chaotropic character and the highest potential for 

ion-pairing.  While XRD and ND provide direct structural information on the Cs-Cl ion pair they

are hindered by interference from overlapping scattering signals of water-water, water-Cl and 

water-Cs that are convoluted into a single broad peak.  Extended X-ray Absorption Fine 

Structure (EXAFS) cleanly probes only the radial distribution function around the selected 

absorber (Cs
+
).   

Results for the ion pair structure of aqueous CsCl solutions at 0.5, 6 and 11 mol/kg derived from 

Cl EXAFS are shown in Figure 2.  There is large reduction in the first-shell Cl
-
 waters (7.9 to 5.7 

waters) as the concentration is increased from 0.5 to 11 mol/kg.  Concurrently, the second peak

between 2.7 to 3.5 Å in the R-plot (right panel), increases (from 0 to 3.2 pairs) with increasing 

concentration consistent with a high degree of Cs
+
/Cl

-
 contact ion pairs in the concentrated 

solution.  The inset of Figure 2 summarizes these details from the simultaneous refinement of 

EXAFS data for the three solutions.   

Figure 2. EXAFS spectra for aqueous CsCl solutions up to the saturation point. Tabulated results report the Cs-

Cl coordination numbers and Cs-Cl distances for the three different concentrations.  
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The Cs
+
 ion, as the largest alkali cation, has the most hydrophobic character allowing a 

developed water solvent cage having stronger water-water interactions. The weakened Cs
+
-water 

interaction explains the higher degree of ion-pairing in this aqueous CsCl system.  

Future Plans 
The objective is to gain a fundamental understanding of the molecular structure that 

provides the basis for understanding ion chemistry and dynamics.  We propose exploring ion-

water structure for systems in which the local structure has not yet been measured or the 

structure is not yet fully understood.  Our goal is to identify the underlying structural factors that 

govern the macroscopic properties of ions that have so far eluded a comprehensive theoretical 

treatment. The proposed work also involves a comprehensive study of ion pairing in 

concentrated solutions and at high temperatures. The objective is to describe how the ion-pair 

structure is governed by a range of different types of solvent interactions. 
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Program scope 

The aim of this proposal is to provide a detailed understanding of solvation effects on the 
structure and chemistry of molecular ions via spectroscopic interrogation of precisely assembled 
micro-solvated clusters.  Many energy transformation, storage, and transport systems consist of 
interesting environments that differ from conventional bulk “liquid phase”, such as porous 
materials with cavity on the nanometer scale.  In such environments, chemical behaviors arising 
from partial solvation and interfaces can play a dominant role in the observed physical 
characteristics.  Even the fundamental chemical properties of a molecule, such as its structure or 
its acidity, can differ significantly from those found in the isolated molecule or the bulk phase.        

Studies of mass-selected charged clusters are crucial in providing insights into the exact 
structure of an ion as well as ion-solvent and solvent-solvent interactions.  The strength of such 
mass-selected approach lies in the presence of a well-defined molecular object in which these 
specific interactions can be highlighted and separated for study.   The main challenge here lies in 
being able to study, at similar levels of detail, clusters with sufficient complexity such that the 
results from these model systems can be properly translated to condensed phase systems.  
Recently, experimental progresses made in our lab and others enabled the probing of increasingly 
complex ionic clusters that are more directly representative of partially solvated ions found at 
interfaces or of ions present in confined water in nanoscale pores.  We recently showed that 
temperature control in ion traps can be used to efficiently cluster solvent molecules onto almost 
any ion.  Cluster sizes containing up to 50 water molecules can now be readily produced.  This 
unprecedented versatility and cluster size accessibility enables systematic studies of stepwise 
solvation of illustrative model systems, making it possible for us to build up an in-depth molecular-
level understanding of how solvation influence structures via competitive and cooperative 
interactions.  These understandings can then be transferred to more complex systems of various 
sizes to explain observed phenomena, as these models contain all the basic elements of interactions 
that are present in the larger systems.  Furthermore, results from the proposed studies can serve as 
crucial benchmarks for theory, where it is still difficult to accurately capture these combinations 
of non-covalent interactions.   
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There are several closely interrelated major scientific goals in this proposal.   We aim to 1) 
develop the experimental toolkit necessary to extract molecular structure and non-covalent 
interaction information from spectroscopy of large solvated ionic clusters. 2) Develop a molecular-
based understanding of cooperative and competitive hydrogen-bonding interactions that modulate 
the conformational space of flexible ions in the presence of water.  3) Understand how the species 
of the ion can influence the water hydrogen-bonding network surrounding the entire ionic adduct. 
4) Probe how photodissociation yield, branching ratio and mechanism can change as a function of 
the solvation environment around an ionic chromophore.   

 

Recent Progress 

With increasing cluster sizes, it quickly became apparent to us that spectral congestions make 
the analysis and structural determination from the spectral data increasingly difficult.  This is 
illustrated in our studies of GlyGlyH+(H2O)n and [bmim]+(H2O)n (Ref [1]).  Such congestions can 
stem from the presence of multiple isomers or simply due to the higher density of IR active 
bands in larger clusters.  Therefore, we have implemented two novel experimental approaches to 
deconvolute spectral complexity present in IR predissociation spectroscopy of weakly bound 
clusters. 

The first approach is an IR-IR two-laser 
double resonance scheme that can isolate 
isomer-specific spectral signatures.  The details 
of our IR-IR double resonance implementation 
are published in Ref [5].  Briefly, our setup has 
one laser focused directly inside the 10 K 
tagging trap, while the other functions as a 
typical predissociation laser.  This allows for 
both an isomer-burning scheme as well as an 
ion-dip scheme, providing flexibility for 
tackling different systems of interest.  
Moreover, the IR-IR spectra correlates closely 
with the one-laser IR predissociation spectrum 
acquired using the same instrument, allowing 
the isomer-specific spectra to tie directly with 
the overview spectrum. We applied our IR-IR 
ion-dip double resonance approach to 
disentangle the vibrational spectrum of 
Na+(glucose), revealing the presence of three -
conformers and five -conformers, as shown in 
Figure 1. 

 
Figure 1.  Sum of conformation-specific IR-IR 
spectra reconstructs the one-laser IR spectrum.  
(A) shows individual contributions to the sum.  
(B) shows the summed spectrum (black) 
compared to the one-laser spectrum (red). 
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The second approach takes advantage of the 
low-temperature environment in the reaction trap 
to produce D2O clusters while preventing H/D 
exchange with the core ion.  When D2O is 
introduced at 300 K inside the reaction trap, we 
observed extensive H/D exchange of the (Gly)4H+ 
N-H and O-H protons.  At 80 K, the results 
indicate that there is insufficient energy to allow 
for H/D exchange during the ~10 ms residence 
time of the ion inside the trap. Our initial 
spectroscopic results on GlyH+(H2O)n clusters 
was published in Ref [6], and the overview 
spectra are shown in Figure 2.  The isotopic 
substitution allows for the direct identification 
and separation of the vibrational bands belonging 
to the ion core from those of the H2O solvent 
molecules. 

An excellent application of these newly 
implemented experimental approaches is for the 
studies of how intermolecular interactions can 
influence the structures of fluxional molecules, 
such as a peptide.  We first probed the structure 
of an unsolvated protonated peptide, Gly3H+, 
detailed in Ref [7].  To accommodate the excess charge, this peptide exists in two distinctly 
different isomers, revealed via our IR-IR approach.  The amine protonated isomer contains an 
atypical cis amide bond as well as a more typical trans amide bond.  The amide protonated 
peptide, on the other hand, contains two trans amide bonds.  Both isomers are found to be the 
lowest energy structures for their respective protonation site, stabilized by the presence of strong 
intramolecular hydrogen bonds.   

These distinctive gas phase structural characteristics of Gly3H+ immediately beg the 
question: how many solvent molecules are needed to establish the prevalent solution phase 
peptide structure?  Using IR-IR double resonance and H2O/D2O isotopic substitution, we showed 
that complexation with a single water molecule is already sufficient to yield a global minimum 
geometry with a protonated amine and all trans amide bonds.  This result is published in Ref [9].  
Based on the experimental results, we further computationally explored possible pathways 
leading to the observed solvation structure from unsolvated Gly3H+ and found that the solvation 
energy was sufficient to allow for significant structural changes inside the reaction trap.  Our 
results here suggest that the formation of larger solvated clusters in a cryogenic ion trap can be a 
viable approach for accessing structures that better represent those found in solution.   

 
Figure 2.  IRPD spectra of D0-GlyH+∙(H2O)n 
(blue) and D0-GlyH+∙(D2O)n (red).  The 
purple area corresponds to features that are 
common to both isotopologues. 
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Future Plans 

We are currently working on two major instrumental developments.  The first is the addition 
of two additional reaction traps in series which will enable the synthesis of more complex 
clusters.  The second is the coupling of the reaction trap with an oven source which will enable 
the formation of clusters with less volatile components.  The two next scientific projects involve 
probing the effects of solvent on the acid-base behaviors of peptides and on the UV 
photodissociation reaction of conjugated carboxylic acids. 
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Program Scope 
A significant gap exists between basic studies of molecular chemical physics and the operation of 
real devices and natural systems. This effort comprises efforts to establish the chemical methods 
and insight that will enable understanding of systems that are profoundly complex in composition, 
heterogeneity, preparation, and organization.  

Theoretical and computational aspects of this effort are advanced by Geissler, Head-Gordon, and 
Mandadapu. Their work aims to provide general techniques for addressing microscopic 
organization under conditions that profoundly challenge conventional approaches of simulation 
and analysis. Such behavior typically also presents formidable challenges for experimental 
measurement. Complementary method development in the laboratory, advanced by Wilson, is thus 
an important partner to these efforts.  

Like theory, experimental advances are needed to develop novel ways for observing reactions in 
liquids and at their surfaces. In particular, liquids present a substantial challenge for detecting short 
lived reaction intermediates produced in thermal reactions.  Furthermore, in many realistic 
systems, reactants reside both at the interface as well as the fully coordinated environment of the 
bulk solution. As laboratory work in other subtasks trends towards systems with slowly relaxing 
mesoscale disorder, we anticipate growth of the experimental component of this subtask aimed at 
developing new sample environments and approaches aimed at more robust connections to theory. 

Recent Progress 
Mandadapu focused on problems related to glassy materials. Dynamical heterogeneity is key to 
understanding active supercooled liquids on their way to forming inactive glasses. Models of glass 
formers exhibit an active–inactive dynamical first-order phase transition in trajectory space. 
Mandadapu studied pre-transition effects in trajectories of a kinetically constrained model of glass 
formers that exhibits dynamical phase transitions. Analogous to the solvation of hydrophobic 
solutes in water, “solvating” an inactive region of space–time is governed by a “dynamical 
interfacial tension”. As a result, two large “solutes” effectively attract, in order to minimize the 
dynamical interfacial free energy. 
 
Mandadapu also studied the nature of the glass transition in atomistic models of glass formers 
using cooling protocols from a temperature above the onset of glassy dynamics to T = 0, which 
drive the supercooled liquids into a far-from-equilibrium frozen glassy state. Consistent with the 
kinetically constrained models, it is shown that the relaxation time undergoes a crossover from 
super-Arrhenius to Arrhenius behavior at a cooling-rate-dependent glass transition temperature.  
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Head-Gordon performs theoretical studies on strongly heterogeneous and far-from-equilibrium 
systems such as clay-heavy shales.Anhydrous clays serve as traps for contaminant radionuclides 
such as Cs-137 that comprise generated nuclear waste and as hosts for vast reserves of fossil 
methane and shale oil. The mobility of radiocesium in the environment is largely mediated by 
cation exchange in micaceous clays, in particular illite, a non-swelling clay mineral that naturally 
contains interlayer K+ and has high affinity for Cs+. Although exchange of interlayer K+ for Cs+ is 
thermodynamically non-selective, recent experiments show that direct, anhydrous Cs+-K+ 
exchange is kinetically viable and leads to the formation of both sharp exchange fronts and phase-
separated interlayers (interstratification) through a mechanism that is largely unknown.  

Last year we proposed that the sharp exchange fronts arise from a process in which the relaxation 
dynamics of one of the species induces a metastable phase for the other species, giving rise to a 
new non-equilibrium idea we have termed “dynamical inversion of the energy landscape” 
(DIEL).(1,2)  DIEL leads to the observed sharp exchange fronts seen experimentally in illite clays, 
which cannot be explained by simple diffusion. This year we have developed a clay coarse-grain 
(ClayCG) model using Iterative Boltzmann Inversion of the all-atom ClayFF model that 
reproduces features of this proposed feedback mechanism of ion exchange, but with the purpose 
of understanding the origin of the interstratification of ion species in multiple layers.(3) Using 
ClayCG, we provide evidence that the formation of alternating Cs- and K-illite interlayers (i.e. 
ordered interstratification) is both thermodynamically and mechanically favorable compared to 
exchange in adjacent interlayers. Furthermore, contrary to the longstanding theory that ion 
exchange in a neighboring layer increases the binding of native K in lattice counterion sites leading 
to interstratification, we find that the presence of neighboring exchanged layers leads to short-
range structural relaxations that increase basal spacing and decrease cohesion of the neighboring 
K-illite layers. This gives more complete insight into the molecular origin of radiocesium mobility. 

Geissler is advancing computational techniques that systematically explore the space of dynamical 
trajectories. Accessing dynamical behavior on time scales much longer than those of basic 
microscopic motions (say, ps to ns) is a ubiquitous challenge in molecular simulation. A variety 
of methods have been developed for one-step transformations in relatively simple environments, 
e.g., elementary chemical reactions in solution. These focus on the existence of a well-defined 
barrier whose crossing determines long-time dynamics. For much more complex situations that 
are not dominated by a single barrier, these computational approaches generally fail. From glassy 
systems to self-assembling nanostructures to systems driven out of equilibrium, examining typical 
trajectories is a challenge, and examining atypical yet especially informative trajectories is deeply 
problematic. We are building a new generation of path sampling techniques for this purpose. 

Geissler has also adapted path sampling techniques to examine how molecular systems can be 
driven out of equilibrium with low dissipation. Manipulating chemical kinetics in complex 
environments, which often feature slow relaxation, essentially requires nonequilibrium driving. 
Doing so without excessive energy waste is a desirable but highly nontrivial goal. We have 
formulated a statistical ensemble of driving protocols, biased according to their average 
dissipation, as a way to explore efficient driving routes and also to quantify their diversity. 
Analogies with conventional equilibrium ensembles, together with symmetries imposed by the 
fluctuation theorem, allow a very effective numerical survey of protocols, which we demonstrated 
in an application that inverts the magnetization of an Ising model. From this survey we identify 
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which features of time-dependent driving are essential for thermodynamic efficiency and which 
are unimportant. 

Future Plans 
Mandadapu plans to study the formation and melting of glasses resulting from cooling protocols 
or changes in relative humidity. The concept of dynamical interfaces and the associated dynamical 
interfacial tension will be used to study the formation and melting of glasses in single and 
multicomponent systems. A theory for nucleation and growth of domains in space–time will be 
developed by studying two competing factors in the nucleation and growth of a dynamical phase 
— the dynamical interfacial tension, and the chemical potential difference between the two 
dynamical phases. This approach will provide microscopic physical mechanisms for glass 
formation and melting, revealing the existence and size of a critical nucleus in space-time.  
 
While there exist several robust, theoretical interpretations of the temperature or compression-
driven glass transition, there is no concrete physical basis for the understanding of glass formation 
in multi-component systems driven by a change in composition. The prevalent interpretation of 
mixtures of the viscous materials and water in the literature relies on empirical formulae with no 
microscopic basis. Mandadapu proposes to develop a physical model for glassy behavior of 
mixtures, by studying the interplay between dynamical heterogeneity and multicomponent 
diffusion. The predictions from the model will be tested in experiments performed by Wilson, who 
has measured the diffusion of water molecules using Raman spectroscopy on levitated droplets of 
mixtures to ensure rapid mixing times and contactless measurements.  

In this next year Head-Gordon plans to explore multi-layer 2D charged interface materials, with 
control on the inter-plane confinement distances, to simultaneously consider how the sharp ion 
exchange fronts and interstratification occur dynamically and out-of-equilibrium. 

Geissler plans to refine and demonstrate novel path sampling methods, en route to applications 
involving complex molecular transformations. Model processes will include isomerization of 
small Lennard-Jones clusters, as well as structural rearrangements within lipid bilayers. 

Wilson will work with Saykally and Ahmed to explore a number of rapid mixing approaches that 
may allow the direct detection of short-lived reaction intermediates in liquid phase chemical 
reactions. Direct detection of reaction intermediates is an important step in unraveling complex 
mechanisms in condensed and interfacial systems. Colliding microdroplet reactors currently under 
development show some promise of achieving very fast inertial mixing times in the microsecond 
range, which would allow short lived reactive intermediates to be observed directly either by 
spectroscopy or mass spectrometry. Additionally, we will investigate and quantify the mixing 
dynamics in colliding "sheet" jets to evaluate whether chemical reactions can be initiated and 
whether quantitative kinetics can be reliably extracted from the complex mixing dynamics. The 
use of colliding droplet reactors or liquid "sheets" could allow new studies of condensed phase 
chemistry using X-ray methods at the Advanced Light Source. Liquid jet sheets have dynamically 
evolving surfaces, affording the potential to examine the real time evolution of surface chemistry. 
Additionally, droplets could allow new studies of self-assembly chemistry initiated by surfactant 
photochemistry at the droplet interface. 

Wilson has developed a colliding droplet reactor to measure spontaneous reactions that occur when 
mixing one reagent with another. The goal of this work is to develop an experimental platform in 

53



which mixing occurs within 1-10 μs and the reaction progress can be monitored using non-time 
resolved spectroscopic probes. Such rapid mixing allows directly observing transient intermediates 
needed to better understand aqueous reaction mechanisms.   

 In the near future we will interface the colliding droplet reactor described above to two main 
detection methods:  Raman Spectroscopy and Mass spectrometry. Each technique gives 
complementary information about reaction products and intermediates. Once the droplets collide, 
reaction time and distance become interchangeable kinetic quantities. Thus by measuring Raman 
or Mass spectra vs. distance fast kinetic timescales can be accessed without needing pulsed lasers. 
We are building a Raman imaging system to collect spectra vs. distance. Specifically, we will 
optically couple our colliding droplet reactor with a Princeton Instruments IsoPlane-320 
spectrometer. This spectrometer has a zero-astigmatism optical design, allowing high fidelity 
spectral images as function of distance after the droplets collide and subsequently react.  

We will develop new ways of coupling the colliding droplet reactor with atmospheric ionization 
sources to probe droplet chemistry via mass spectrometry.  Under a previous DOE Early Career 
Award we developed methods for droplet and nanoparticle analysis using electrospray, paperspray 
and Direct Analysis in Real Time (DART, metastable He* source) atmospheric ionization mass 
spectrometry.  Here considerable development is needed to collect spectra that preserves the time 
structure of the droplet train.  To do this we propose to use pulsed laser vaporization.  An IR laser 
will be focused to specific locations (e.g. 1 mm or 100 microseconds after the droplet collision) to 
vaporize the droplet contents for subsequent ionization by DART or electrospray and mass 
spectrometry analysis.  By flash vaporizing the droplets at different distances mass spectra as 
function of reaction time will be collected during the reaction.  We will also explore other non-
thermal methods of ionization to evaluate the possible influence of laser heating on the reaction 
kinetics.   
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Program Scope 
The interaction between light, metals, insulators and molecules is fundamentally important in 
photochemistry, microelectronics, sensor technology, and materials processing. The chemistry 
and physics of electronically excited solids and surfaces is relevant to the fields of photocatalysis, 
radiation physics, and solar energy conversion. Irradiation of solid surfaces by UV, or higher 
energy photons, produces energetic transient species such as core holes and free electrons that 
subsequently relax to form electron-hole pairs, excitons and plasmons. Specifically, the 
interaction between light and metal nanostructures can lead to intense field enhancement and 
strong optical absorption through excitation of surface plasmon polaritons. Such plasmon 
excitation can be used for a variety of purposes such as ultrasensitive chemical detection, solar 
energy generation, or to drive chemical reactions. Large electric field enhancements can be 
localized at particular sites by careful design of nanoscale plasmonic structures. Similar to near 
field optics, field localization below the diffraction limit can be obtained. Through this field 
enhancement and localization, surface and tip enhanced Raman spectroscopy (SERS and TERS), 
capable of single molecule sensitivity, becomes possible. Greater understanding of spectroscopic 
observables is gained using a combined experiment/theory approach. We therefore use ab initio 
calculations to model results from our SERS and TERS studies. The dynamics of plasmonic 
excitations is complex and we use finite difference time domain calculations to model field 
enhancements and optical properties of complex structures including substrate couplings or 
interactions with dielectric materials.   
 
Approach: 
We are developing a combined photoemission electron microscopy (PEEM) and femtosecond 
laser approach to probe plasmonic nanostructures such as solid metal particles or lithographically 
produced nanostructures such as such as gratings, trenches, or nanohole arrays. Finite difference 
time domain (FDTD) calculations are used to interpret field enhancements measured by the 
electron and optical techniques. The effects of extreme electric field enhancement on Raman 
spectra is investigated using plasmonic nanostructures constructed from a metal nanoparticles or 
metal covered atomic force microscopy (AFM) tips on thin film metal/silica substrates. The 
Raman scattering from molecules positioned between these structures show greatly enhanced 
scattering and often highly perturbed spectra depending on nanogap dimensions or whether a 
conductive junction is created between tip and substrate.  
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In computational studies we explore non-equilibrium chemical phenomena through ab initio 
molecular dynamics (AIMD)-based Raman spectral simulations. We find that short trajectories, 
where the accessible phase space is not fully sampled, assist in understanding key features 
observed in single molecule SERS and TERS measurements. These features, contained in the 
ensemble-averaged Raman spectrum can be reproduced by averaging several relatively short (3.3 
ps) AIMD trajectories. Our results suggest that a complete understanding of single molecule 
Raman scattering needs to account for molecular conformational flexibility and non-equilibrium 
chemical phenomena. 
   
Recent Progress  
Visualizing surface plasmon polaritons (SPPs) propagation along the metal/dielectric surface 
requires the use of experimental techniques featuring both high spatial and high temporal 
resolution. Most existing techniques used to visualize SPPs utilize single-color (degenerate) 
photon sources. The drawback of such measurements is often that relatively high laser powers are 
needed to obtain signals from multi-photon photoemission processes, which can result in melting 
and sample transformation. Information about both spatial and temporal SPP dispersion is often 
obscured as a result of this requirement. Therefore, processes that enhance the photoelectron yield 
allow for better imaging sensitivity in experiments and ultimately better signal transmission in 
plasmonic devices. Time-resolved photoemission electron microscopy (PEEM) images recorded 
using a combination of ultrafast 800 nm (red) and 400 nm (blue) pulses track surface plasmon 
polaritons launched from lithographic patterns etched into silver thin films with joint femtosecond 
temporal and nanometer spatial resolution. The two-color (non-degenerate) scheme is found to 
significantly enhance the photoelectron yields relative to either nonlinear single-color approach. 
This enables both enhanced visualization of surface plasmons and more accurate determination of 
surface plasmon properties compared to single-color measurements. Power dependent 
photoemission yield measurements reveal that the overall signal is linear with respect to blue 
excitation, and slightly nonlinear for analogous red excitation. A numerical model based on wave 
packet propagation reproduces the experimental results and rigorously establishes that the 
polarization fields from both laser colors and their conjugate surface plasmons account for the 
observed photoelectron yield enhancement. Tuning the time delay between the red and blue laser 
pulses allows determination of the group velocity of the blue surface plasmon, in spite of its 
intrinsically rapid dissipation rate. Numerical analysis of the recorded interference patterns yields 
a surface plasmon group velocity of 0.70c±0.07c at 420 nm.  
 
Plasmonic applications require the ability to launch, focus, and guide SSPs to specific locations. 
The relative intensities of SPPs simultaneously launched from opposing edges of a symmetric 
trench structure, etched into a silver thin film, may be controllably varied by tuning the linear 
polarization of the driving field. This is demonstrated through transient multiphoton PEEM 
measurements performed using phase-locked femtosecond pulse pairs. Our measurements are 
rationalized using FDTD simulations, which reveal that the coupling efficiency into SPP modes is 
inversely proportional to the magnitude of the localized surface plasmon (LSP) fields excited at 
the trench edges. Additional experiments on single step edges also show asymmetric SPP 
launching with respect to polarization, analogous to the trench results. Our combined 
experimental and computational results allude to the interplay between localized and propagating 
surface plasmon modes in the trench; strong coupling to the localized modes at the edges 
correlates to weak coupling to the SPP modes. Simultaneous excitation of the electric fields 
localized at both edges of the trench results in complex interactions between the right- and left-
side SPP modes with Fabry-Perot and cylindrical modes. This results in a trench width-dependent 
SPP intensity ratio using otherwise identical driving fields. A systematic exploration of 
polarization directed SPP launching from a series of trench structures reveals an optimal SPP 
contrast ratio of 4.2 using a 500 nm-wide trench.  
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A square trench structure can be considered an individual element of the toolbox needed for SPP 
control. The trench structure reveals physical phenomena that are generally neglected in the 
literature specifically, interplay between LSPs and SPPs. Polarization dependent SPP coupling is 
a general feature of step edges. For trenches whose edges are separated by a few microns or less, 
coupling between opposite edges can lead to an increase in SPP launching asymmetry. Similarly, 
linear polarization may be used to direct SPPs launched from protruded silver spherical cap 
structures. Experiment and theory reveal that SPP coupling efficiency of spherical caps structures 
is comparable to conventional etched-in plasmonic coupling structures. Additionally, plasmon 
propagation direction and coupling using spherical cap structures can be controlled by laser 
polarization. These results lead directly to application of spherical cap couplers as gate devices. 
To explain these results we propose a simple geometric model in which the plasmon direction 
selectivity is proportional to the projection of the linear laser polarization on the surface normal. 
Overall, our results indicate that protruded cap structures hold great promise as additional 
elements in the tool-kit for surface plasmon applications. 
 
Future Plans 
Future research plans involve fabrication of well-defined plasmonic nanostructures capable of 
broadcasting the optical response of a single molecule. We stress that nanometric precision in 
structure is needed to achieve the required local electric fields used for ultrasensitive detection 
and chemical imaging experiments. This will be achieved through (a) established methods, 
including modified colloidal syntheses and focused gallium ion beam lithography, and (b) using 
our state-of-the-art fabrication method of choice for this project, namely helium ion lithography 
(HIL). All structural motif in these plasmonic constructs consist of interacting nanometric sub-
components (e.g. nanometric holes, triangles, rectangles) that cooperatively support optically-
accessible LSP resonances. In a recent proof-of-principle application of HIL, we demonstrated 
that ultrafine plasmonic trenches can be reproducibly etched in metallic thin films. The use of a 
focused helium ion beam for fabrication will not only afford us plasmonic nanojunctions as fine 
as a few nm, but will also ensure that the plasmonic properties of the surrounding substrate are 
not contaminated, e.g., via Ga implantation using standard focused ion beam lithography or by 
organic contaminants using conventional colloidal sample preparation methods. We now have the 
tools needed to correlate field enhancement with SERS and TERS response and by adding a two-
color photoemission scheme to our PEEM set up, the path opens to an entirely new set of 
measurements capable of correlating structure and dynamics of a variety of designer plasmonic 
constructs. These developments will eventually enable us to examine photochemical 
transformations at the ultimate detection limit of a single molecule in ultrasensitive nanoscale 
chemical imaging experiments or possibly characterize the atomistic nature of SERS hot spots.  
  
In a similar vein, we will extend our prior work to understand the effect of tailored 
electromagnetic fields on individual molecules and molecular assemblies. Such comparison will 
provide insights on emergent behavior in the few molecule and single-molecule regime where the 
3D structure (vector components) and absolute magnitude of the local electric field can be 
inferred from the SERS/TERS spectra/images of carefully selected target molecules. The first 
step involves engineering and characterizing plasmonic constructs which support LSPs and/or 
SPPs. The inclusion of HIL into our arsenal now allows sub 10 nm structures to be fabricated 
enabling correlated femtosecond PEEM with transmission electron microscopy (TEM), tip-
enhanced Raman spectroscopy and electron energy loss spectroscopy (EELS). We envision EELS 
spectroscopy of vibrational and electronic states of molecules adsorbed on such plasmonic metal 
constructs. 
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IMPROVED METHODS FOR MODELING FUNCTIONAL TRANSITION METAL COMPOUNDS IN 
COMPLEX ENVIRONMENTS: GROUND STATES, EXCITED STATES, AND SPECTROSCOPIES 

Hrant P. Hratchian (PI, hhratchian@ucmerced.edu), Christine M. Isborn 
(cisborn@ucmerced.edu), Aurora Pribram-Jones (apribram-jones@ucmerced.edu), 
Liang Shi (lshi4@ucmerced.edu), and David A. Strubbe (dstrubbe@ucmerced.edu) 

University of California, Merced, 5200 N. Lake Rd., Merced, CA 95343 
 
Program Scope. Rapid advances in energy applications require new theory and 
computational models to provide guidance for interpretation of experimental results and 
mechanistic understanding. New theory development is necessary to treat systems of 
increasing complexity, size, and relevance to real applications. Functional transition 
metal compounds, including molecules, clusters, nanoparticles, surfaces, and solids, 
provide particular promise for magnetic, optical, and catalytic applications. However, 
such systems can be exceptionally challenging to model. To make progress in 
understanding and designing transition metal compounds for energy applications, theory 
must be able to simulate such systems in complex environments, as well as simulate the 
spectra of such complex systems to provide direct connections with experiment. 
 
Progress & Future Plans. Leveraging the independent expertise of our team’s 
members, this project will make significant inroads to the theoretical and computational 
challenges associated with studying transition metal compounds, their reaction 
chemistry, photophysics and photochemistry, and response to spectroscopic 
interrogation. In this upcoming first year of the project, team members will begin 
addressing three central objectives: (1) to develop new electronic ground and excited 
state methods that will more accurately treat open-shell transition metal compounds; (2) 
to build models for treating complex environments within ground and excited state 
calculations; and (3) to implement new theory and methods for simulating modern 
ultrafast spectroscopies. 
 
The project is focused on developments in chemical computation and theory. Building 
on the team’s track record developing widely used computer programs, new code built 
as part of this project will be freely available to the research community. Care will be 
taken to develop intelligent and scalable software capable of handling systems and 
environments with a broad array of methods and levels of theory. Improved 
computational efficiency and parallelization will enable calculations at greater length and 
time scales. Indeed, ccCAT will produce new knowledge and computer programs that 
will benefit many other groups contributing to the DOE Basic Energy Sciences portfolio. 

Publications. There are no publications to report because this is a new award, with a 
start date of September 1, 2018. 
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Figure 3: Mapping and index ordering for the 1D Hubbard model using our 
Cartesian mapping approach. 
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UNMASKING THE MECHANICS OF PROTON DEFECT 
ACCOMMODATION AND TRANSPORT IN WATER WITH CLUSTER 
SPECTROSCOPY 

DE-FG02-00ER15066 and DE-FG02-06ER15800 

Program Managers: Dr. Mark Pederson and Dr. Gregory Fiechtner 

K. D. Jordan (jordan@pitt.edu), Dept. of Chemistry, University of Pittsburgh, Pittsburgh, 
PA 15260 

M. A. Johnson (mark.johnson@yale.edu), Dept. of Chemistry, Yale University, New 
Haven, CT 06520 

Program Scope: 

Our joint program exploits size-selected clusters as a 
medium with which to unravel molecular level pictures of 
key, often transient species in condensed phase and 
interfacial chemistry. We have intensely focused our 
recent efforts to unravel the spectral signatures of excess 
protons in well-defined water networks and to clarify the 
role of hydrogen bonding in room temperature ionic 
liquids (ILs).  A common theme of our integrated 
theoretical and experimental programs is that observed 
spectral behavior very often falls outside the spectroscopy 
paradigms used to extract structural information about 
polyatomic molecules. Below we outline several 
highlights from the past year to illustrate progress in all 
these areas.  

I. Revising the H+(H2O)n=2,3 systems to understand the 
strong intermolecular coupling regime 

Survey spectra of the H+(H2O)n=2-28 clusters over the 
past 15 years have mapped out the large variations in the 
spectral patterns associated with the excess proton. One 
curious feature of these band patterns occurs when 
transitions nominally associated with the OH stretching 
motions near the center of excess charge approaches the 
energies associated with the HOH bending motion (in 
either H2O or H3O

+ constituents).  This effect is most pronounced in protonated trimer.  We 
therefore carried out a series of experiments to establish the spectra of both (H+·(H2O)2 and 
D+·(D2O)2 isotopologues with a newly implemented, two-color IR-IR scheme that eliminates 
perturbations arising from the usual “tagging” approach to measure vibrational spectra of ions, 
described in ref. (2). A summary of the data is presented in Fig. 1, which illustrates the need for 
advanced theory to understand even the qualitative aspects of this system. In this case, full 
dimensional calculations of the spectra on an accurate potential surface recovered the observed 

 
Fig. 1.  Vibrational predissociation 
spectra of (a) 3H-D2 and (b) 3D-D2 with 
the free OH region of 3H-He on top, 
where the 3H and 3D denote the 
H+(H2O)3 and D+(D2O)3 isotopologues 
and 3H-X denotes the complexes with X 
= He or D2. Arrows represent the 
fundamentals of the bare hydronium 
umbrella (purple) and bending (green) 
modes as well as the water bending mode 

(green). and refer to the 

symmetric and antisymmetric stretches of 
the OH groups on the flanking water 
molecules.  
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trends and indicated that the strong features result from highly mixed states resulting from 
coupling between bridging proton motion and soft modes that act to break the strong H-bonds to 
the flanking water molecules. This work was extended to the H+(H2O)4 system with the resulting 
manuscript under review at J. Phys. Chem. A (ref. 11). Of particular importance in the work on 
the protonated tetramer is the isolation of the spectral signatures due to a single OH group using 
another variation of the two-color, IR-IR photoexcitation method. 

 
II. Spectral signatures of single OH oscillators embedded in a three dimensional H-bond     
     network 

This past year we have made great progress on the 
isolation of spectral signatures of single OH groups 
that are embedded in three dimensional H-bonded 
networks. This involves introducing a single HDO 
molecule into the D+(D2O)20 isotopologue. This 
generates a heterogeneous ensemble of isotopomers 
based on the location of the single OH group in the 
pentagonal dodecahedron structure associated with 
the H+(H2O)21 cluster (inset in Fig. 2).  We then 
acquire the spectrum of this highly diluted OH group 
in the OH stretching region, indicated in red in Fig. 2. 
The resulting simplification of the spectrum is 
dramatic, and will provide a stringent experimental 
benchmark for theoretical predictions of the structure. 
Beyond this, however, we have already obtained the 
first results from isotopomer-selective spectroscopy 
(using two-color IR-IR photochemical hole burning) 
to obtain the spectral response of OH groups located 
at key positions in the PD structure. This information 
is the first of its kind. For example, these spectra 
reveal how the homogeneous linewidth of a single OH group evolves across the range of the 
diffuse OH stretching envelope characteristic of condensed phase water. Comparison of the 
single OH spectra with that of the H+(H2O)21 isotopologue also provides a direct measurement of 
the coupling between the two OH groups on the same water molecule when it is embedded in the 
surface of the clathrate cage.   

 
III. Characterization of local interactions in functionalized ionic liquids (ILs)  

Our expertise in the extraction of structural information from vibrational spectra of H-bonded 
systems has led to a productive new direction which addresses the role of H-bonding in room 
temperature ILs.  Recent efforts involve the identification of strong, “classical” H-bonds to the 
C(2)H group in imidazole-based (EMIM) ILs through a study of the ternary cationic complexes 
(EMIM+)2·X‾.  These results were report in a J. Chem. Phys. Communication (ref. 3). We then 
extended the study to a more complex situation that arises in the functionalization of ILs to tailor 
their properties. In this case, we engaged a collaboration with Ralf Ludwig’s group in Rostock, 
which specializes in synthetic manipulations of IL scaffolds.  Of particular interest in this regard 
is their observation that the nominally repulsive cations can undergo a counter-intuitive attractive 
interaction in hydroxylated derivatives.  We identified three isomers in the cationic ternary 

Fig. 2.  Vibrational predissociation spectra of 
D2-tagged D+(D2O)21 and D+(D2O)20(HDO) 
isotopologues, based on the pentagonal 
dodecaheon (PD) cage structure in the inset. 
The expanded region in red highlights the 
spectrum in the OH stretching region, which 
results from OH groups residing in various 
distinct sites in the cage.  
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complex, one of which adopted such an attractive motif as 
indicated in Fig. 3. This was reported in J. Phys. Chem. 
Letters (ref. 1), with another manuscript currently under 
revision (ref. 10). 
IV.  Adiabatic ID potentials for treating anharmonic  
       effects in ion-water clusters 

 The OH stretch vibrational spectra of many X‾(H2O) 
clusters display progressions with a spacing of ~75 cm-1.  
These progressions arise from strong anharmonic coupling 
between the OH stretch and intermolecular rock vibrations.  
The large difference between the frequencies of the OH 
stretch and rock modes allows one to adopt an adiabatic 
model in which one constructs separate rock potentials for the 
cluster with zero and one quanta of OH stretch. Fig. 4 reports 
such adiabatic rock potentials for HCO2‾(H2O). The lower (N = 0) potential was obtained by 
optimizing at the MP2/aug-cc-pVQZ level the geometry for several values of the rock angle θ 
and adding the calculated harmonic vibrational zero-point energy (excluding the contribution 
from the rock mode) at each value of θ. The excited (N = 1) potential was then generated by 
adding, as a function of θ, the calculated harmonic vibrational frequency of one of the OH stretch 
vibrations.  The resulting potential energy curves were fit to sixth-degree polynomials in θ and 

the vibrational energy levels associated with the two potentials 
were calculated by using the Fourier grid DVR method.  The 
spectrum for the N = 0→1 transition was then obtained from 
the Franck-Condon overlaps between the zero-point level in 
the rock potential for N = 0 stretch and the various levels of 
the N = 1 potential.  When the reduced mass is fixed at the 
value it has at the minimum of the N = 0 potential, the 
resulting vibrational spectrum has spacings of ~125 cm-1  
between consecutive members of the progression, much larger 
than the observed ~73 cm-1 spacings.  However, calculations 
using the Wilson G-matrix procedure show that the reduced 
mass to varies strongly with the rock angle, and when the 
vibrational spectrum is calculated allowing for this variation of 
the reduced mass, the resulting spacings are ~75 cm-1, in 
excellent agreement with experiment.  By carrying out 
calculations with various constraints on the geometrical 
parameters, it is established that the strong variation of the 
reduced mass along the θ coordinate is due largely to the 
increase in the intermonomer separation with growing θ value.  
This work is described in a paper submitted to the Journal of 
Chemical Physics.[12] 

V. Plans for the next year 
   Our primary focus for the next year will be to exploit the new capabilities generated by the 
two-color, IR-IR measurements of the single OH groups in the protonated n=21 water cluster. 
Most importantly, we intend to leverage our current determinations of the OH signatures of OH 
occupation in distinct sites to follow the pathways for site-to-sight migration as well as 

 

 Fig. 3. Schematic structure of the 
ternary cationic complex formed 
by the hydroxyl-functionalized 
EMIM cation with the NTf2 
anion. The attractive interaction 
between the cations is due to a 
cooperative H-bonding interaction 
to the basic N atom in the anion.  

 

Fig. 4. Adiabatic rock 
potentials for HCO2‾·H2O. 
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translocation of the charge defect.  This information will yield the first microscopic look at the 
barriers to proton transport starting from well-defined local structures, as well as the dynamics 
underlying the diffuse nature of the proton defect in water. We will also continue our work on 
the local interactions underlying the macroscopic properties of ionic liquids, which is centered 
around an on-going collaboration with CPIMS colleague James Wishart at BNL. 
 
Papers in the past two years under this grant 
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Johnson, T. Niemann, A. Strate, R. Ludwig, J. Phys. Chem. Letters, 9, 2979–2984 (2018).  
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Gorlova, N. Yang, P. Kelleher, M. A. Johnson, A. B. McCoy, Q. Yu, J. M. Bowman, J. Phys. Chem. 
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Pacific Northwest National Laboratory 

902 Battelle Blvd. 

Mail Stop K1-83 

Richland, WA 99352 

shawn.kathmann@pnl.gov 

Program Scope 
The objective of this work is to develop an understanding of the chemical physics governing 

nucleation. The thermodynamics and kinetics of the embryos of the nucleating phase are important 

because they have a strong dependence on size, shape and composition and differ significantly from bulk 

or isolated molecules. The technological need in these areas is to control chemical transformations to 

produce specific atomic or molecular nanoparticles with specific properties. Computing reaction barriers 

and understanding condensed phase mechanisms is much more complicated than those in the gas phase 

because the reactants are surrounded by solvent molecules and the configurations, energy flow, quantum 

and classical electric fields and potentials, and ground and excited state electronic structure of the entire 

statistical assembly must be considered. 

Recent Progress and Future Directions 

Voltage and Field Fluctuations as Crystallization Order Parameters 

The observations of luminescence 

during crystallization as well as electric 

field induced crystallization suggest that 

the process of crystallization may not be 

purely classical but also involves an 

essential electronic structure component. 

Strong electric field and/or voltage

fluctuations may play an important role 

in this process by providing the 

necessary driving force for the observed 

electronic structure changes. The 

importance of electric field fluctuations 

driving electron transfer has been a topic 

of intense research since the seminal 

work of Marcus. The main objective of 

this work is to provide basic 

understanding of the fluctuations in 

charge, electric potentials, and electric 

fields, both classically and quantum 

mechanically, for concentrated aqueous 

NaCl electrolytes.  

The stability of each ion in a finite cluster depends upon the Madelung voltages of the individual 

ions, each sensitive to its own crystalline or amorphous environment – see Figure 1, 2 and 4. As the salt 

clusters approach their ultimate crystal cubic symmetry, they may pass through various non-cubic 

distorted or amorphous configurations, including the presence of trapped water molecules. Since a unique 

Madelung potential exists for each stable crystalline polymorph, then the Madelung voltages for each ion 

Figure 1. Interfacial surface energy of NaCl (18
3
) crystal derived 

from difference in interior and surface voltages. Interfacial water 

will lower ΔV to 0.071V yielding an aqueous interfacial surface 

energy of σ = 67.5 ergs/cm
2
. 
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within a salt cluster may be used as an order 

parameter (in addition to other order parameters 

e.g., the distance between ions, the angle between 

ion triplets, and electric fields at the ion sites) 

characterizing their progress along various 

nucleation pathways leading to those polymorphs. 

Interfacial surface energies can be obtained from 

differences between interior and surface voltages, 

including the influence of interfacial water – see 

Figure 1. Figure 2 shows the progression of 

Madelung voltages experienced by Na
+
 and Cl

-

ions due to all other charges within the cubic 

nanocrystals in a vacuum – large potentials are 

more stable. By the symmetry of perfect NaCl 

crystals, the potentials for the Na
+
 ions are equal

and opposite to Cl
–
 ions such that the magnitude of 

both potentials coincide. Conveniently, the size 

dependent potentials and fields (to be discussed 

later) can be split into subgroups corresponding to their location in the crystal: interior (i), faces (f), edges 

(e), and corners (c).  

Our previous classical molecular dynamics studies of concentrated aqueous NaCl electrolytes showed that 

the distribution of voltages for all the ions in the solution, including those ions trapped within salt 

clusters, spanned a broad range that included the bulk Madelung voltages (±8.95V for ion charges of 

±1.0e). But, in that study we did not separate the voltage distributions between solvated ions and those 

Figure 2. Madelung potentials experienced by ions 

(Na
+
 = blue symbols, Cl

-
 = green symbols) within 

even-sized NaCl nanocrystals (# of ions = Size
3
) 

showing how the electric properties vary with size and 

subgroup (i, f, e, c). Lattice ion-ion distance is 2.81Å.  

Figure 3. Madelung potentials experienced by ions (Na
+
 = blue, Cl

-
 = green) in a 4

3
 NaCl nanocrystal with [Na

+
(a) 

and Cl
-
(c)] and without [Na

+
(b) and Cl

-
(d)] the influence of the water. The voltage axis is inverted w.r.t. Figure 2.  
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ions involved in salt clusters. Here we present our results showing how the Madelung voltages are 

modified for a 4
3
 crystal in water taken from a ns trajectory at 300K using the SD + SPC/E interactions. 

Figure 3 shows the distribution of potentials for Na
+
 and Cl

-
 in water. From these voltage differences we 

find an aqueous interfacial surface energy of σ = 67.5 ergs/cm
2
 including water and an interfacial surface 

energy of σ = 329.3 ergs/cm
2
 without the influence of water. Both of these surface energies compare very 

well with published simulation and experimental values. Here the water plays a key role in lowering the 

interfacial surface energy by increasing the voltages on the ions on the crystal faces by 0.35V. 

 

An order parameter, or cluster definition, provides a low-dimensional means of understanding the 

mechanism of crystallization while differentiating between various amorphous or crystalline pre-critical 

clusters leading to different nucleation pathways. Furthermore, we anticipate that these order parameters 

are very sensitive indicators of the structure of salt clusters underlying crystallization.  

There is increasing evidence from both simulation and experiment that nanoscale amorphous 

complexes and phases may play important roles in crystallization. In Figure 4 (a)-(d) we present how the 

Madelung voltages provide key insights into the metastable pathways leading to crystallization. Fig. 4a 

shows the voltage distributions for the Na+ and Cl- ions in 1M NaCl showing that Na
+
 lies at a higher 

voltage than Cl
-
 by 0.38V → 8.74 kcal/mol. Fig. 4b shows that, in contrast, in a 4

3
 NaCl nanocrystal in 

water the Na
+
 lies at a lower voltage than Cl

-
 by -0.30V → -6.9 kcal/mol. Thus, at some intermediate 

point(s) the voltages experienced by the Na
+
 and Cl

-
ions must crossover each other. That the ions tend to 

do so can already be seen in the monomer ions as a function of solution concentration shown in Fig. 4c. 

Figure 4. Madelung potentials experienced by ions (Na
+
 = blue, Cl

-
 = green): (a) monomer ions in a 1M NaCl, (b) 

Interior ions in a 4
3
 NaCl nanocrystal in water, (c) monomer ion voltage concentration dependence, and (d) ions in 

metastable clusters in 6.7M NaCl showing crossover effects compared to a stable 4
3
 NaCl nanocrystal in water.  
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Figure 4d shows the voltages experienced by Na
+
 and Cl

-
 within the clusters in 6.7M NaCl. Clearly, one 

can see several voltage crossovers as a function of the # of ions in the clusters compared to the voltages 

experienced by Na
+
 and Cl

-
 ions in the interior of a stable 4

3
 NaCl nanocrystal in water. Here, we define 

clusters to be those ions within a distance of 3.5Å (i.e., within the 1
st
 peak of the Na-Cl radial distribution 

function determined from the simulated aqueous electrolytes). Thus, (1) as a function of concentration the 

ion monomers of Na
+
 tend to lower voltages and Cl

-
 to higher voltages with the Na+ remaining at a higher 

voltage than Cl
-
, (2) they crossover each other as a function of cluster size, and (3) they finally switch 

with the Cl
-
 at a higher voltage than Na

+
 in the 4

3
 NaCl crystal. A similar crossover between the Na

+
 and 

Cl
-
 ions is seen in the electric field distributions where Na

+
 monomer ions experience stronger fields than 

Cl
-
 ions in 1M NaCl by about 0.1 V/Å whereas in the 4

3
 NaCl nanocrystal in water the Cl

-
 ions 

experiences a greater field by about 0.1 V/Å. 

Our calculations and analyses provide the first steps toward understanding the magnitude and 

fluctuations of charge, electric potentials and fields in aqueous electrolytes and what role these fields may 

play in driving charge redistribution/transfer during crystallization as well as inducing crystal formation 

itself. Using the Madelung potential and its deviations provide a convenient order parameter to explore 

various pre-critical amorphous salt clusters and the pathways they take to their ultimate crystalline 

polymorphs. Moreover, we can use the differences in voltages experienced by the ions in the clusters to 

quantify the interfacial surface energies to connect with continuum approaches like classical nucleation 

theory as well as the statistical mechanical formulation of cluster free energies and distribution functions.  

It still remains an outstanding challenge to directly connect simulation and experiment. No 

experiment to date has directly measured the production of critical clusters to yield a true nucleation rate. 

The particle size distributions relevant to the nucleation event, i.e., those critical clusters being produced 

as they come over the top of the nucleation barrier, from simulation still remain out of experimental 

reach. These freshly nucleated particles still need to undergo growth and coagulation to reach the length 

and times scales probed by conventional laboratory methods. Simulating these processes atomistically 

quickly becomes computationally intractable. Instead, it is possible to take the particle size distributions 

relevant to nucleation and model the combined nucleation, growth and coagulation processes through the 

general dynamic equation. This allows simulators to reach the length and time scales relevant to Small 

Angle X-ray Scattering (SAXS). On the experimental SAXS side, getting particle size distributions as a 

function of time suffers from the inverse scattering problem.  Current DOE synchrotron X-ray beams as 

well as the new free electron laser sources of X-rays may be the only way to achieve consistency between 

measurement and theory of crystallization in condensed phase chemical physics. 

 

Direct PNNL collaborators on this project include G.K. Schenter, C.J. Mundy, S.S. Xantheas, M. Valiev, 

X. Wang, J. Fulton, L. Dang, and M. Baer and current postdoctoral fellow Evgenii Fetisov. Outside 

collaborations with Kristian Molhave at the Technical University of Denmark on the connections between 

electron holography and voltages inside and at the interface of liquid water, Mark Johnson at Yale on 

connections between electric fields and vibrational spectroscopy have been beneficial. 
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Program Scope 

The objective of this program is to examine physiochemical phenomena occurring at the 
surface and within the bulk of ices, oxides, and amorphous materials.  The microscopic details of 
physisorption, chemisorption, and reactivity of these materials are important to unravel the kinetics 
and dynamic mechanisms involved in heterogeneous (i.e., gas/liquid) processes.  This fundamental 
research is relevant to solvation and liquid solutions, glasses and deeply supercooled liquids, 
heterogeneous catalysis, environmental chemistry, and astrochemistry.  Our research provides a 
quantitative understanding of elementary kinetic processes in these complex systems.  For 
example, the reactivity and solvation of polar molecules on ice surfaces play an important role in 
complicated reaction processes that occur in the environment.  These same molecular processes 
are germane to understanding dissolution, precipitation, and crystallization kinetics in multiphase, 
multicomponent, complex systems.  Amorphous solid water (ASW) is of special importance for 
many reasons, including the open question over its applicability as a model for liquid water, and 
fundamental interest in the properties of glassy materials.  In addition to the properties of ASW 
itself, understanding the intermolecular interactions between ASW and an adsorbate is important 
in such diverse areas as solvation in aqueous solutions, cryobiology, and desorption phenomena in 
cometary and interstellar ices.  Metal oxides are often used as catalysts or as supports for catalysts, 
making the interaction of adsorbates with their surfaces of much interest.  Additionally, oxide 
interfaces are important in the subsurface environment; specifically, molecular-level interactions 
at mineral surfaces are responsible for the transport and reactivity of subsurface contaminants.  
Thus, detailed molecular-level studies are germane to DOE programs in environmental restoration, 
waste processing, and contaminant fate/transport.  

Our approach is to use molecular beams to synthesize “chemically tailored” nanoscale films 
as model systems to study ices, amorphous materials, supercooled liquids, and metal oxides.  In 
addition to their utility as a synthetic tool, molecular beams are ideally suited for investigating the 
heterogeneous chemical properties of these novel films.  Modulated molecular beam techniques 
enable us to determine adsorption, diffusion, sequestration, reaction, and desorption kinetics in 
real-time.  In support of the experimental studies, kinetic modeling and simulation techniques are 
used to analyze and interpret the experimental data.   

Recently, in collaboration with Greg Kimmel, we have developed a pulsed laser heating 
method to investigate deeply supercooled liquids by producing transiently heated films, which 
become liquids that last for approximately 10 ns per laser pulse.  Subsequent rapid cooling due to 
the dissipation of the heat pulse into the metal substrate effectively quenches the liquid dynamics 
until the next laser heating pulse arrives. The rapid heating and cooling allows the system to reach 
previously unattainable supercooled liquid temperatures and return to the amorphous state before 
significant crystallization can occur.  
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Recent Progress and Future Directions 
Desorption of benzene, 1,3,5-trifluorobenzene, and hexafluorobenzene from a graphene 

surface: The effect of lateral interactions on the desorption kinetics  Understanding the 
interactions and behavior of adsorbates on graphene substrates is important in a number of areas 
including catalysis, material science, and astrophysics.  The adsorption of aromatic molecules on 
graphene is of particular interest as a model system to benchmark calculations of van der Waals 
interactions.  These weak interactions are now believed to play an important role in biological 
systems.   

We have previously measured the desorption kinetics and interaction energies for a number of 
adsorbates on graphene-covered Pt(111).  The adsorbates include water, methanol, ethanol, Ar, 
Kr, Xe, N2, O2, CO, methane, ethane, propane, benzene, and cyclohexane. For all, except for 
benzene, the submonolayer desorption spectra are aligned on a common curve, which is the 
signature of zero-order desorption kinetics.  Surprisingly, for benzene, the submonolayer 
desorption kinetics are first-order.  One explanation for the difference could be that most of the 
adsorbates listed above are small compared to benzene.  However, cyclohexane also exhibits 
zero-order desorption, and therefore, molecular size cannot be the explanation for the differences 
in the desorption kinetics.  One property of benzene that stands out is its relatively large quadrupole 
moment (-33.3  10−40 C m2), which has an absolute magnitude that is more than 10 times larger 
than that of cyclohexane (3.0  10−40 C m2).  In particular, the polar C−H bonds result in benzene 
having a partial positive charge around the ring of the molecule. This means that lateral interactions 
between coplanar benzene molecules are likely repulsive, or at least less attractive than those for 
cyclohexane.  Lateral adsorbate interactions play a key role in determining the desorption order.  
Submonolayer zero-order desorption kinetics can occur if the adsorbates form two-dimensional 
islands that are in equilibrium with individual adsorbates diffusing on the surface.  The coexistence 
of the two phases (islands and individual adsorbates) establishes the chemical potential of the 
system. If equilibrium is maintained during the desorption process, the chemical potential sets the 
vapor pressure of the system and hence the desorption rate.  Thus, the desorption rate will depend 
only on temperature regardless of the coverage, which is the definition of zero-order desorption.   

In a recent paper (6), we compared the desorption kinetics of benzene, 1,3,5 tri-fluorobenzene 
(TFB), and hexafluorobenzene (HFB) to test the hypothesis that the desorption kinetic order is 
correlated with the quadrupole moment.  The three molecules have nearly the same molecular 
shape (e.g., all are planar and similarly sized) but have quadrupole moments that range from large 
and negative for benzene (-33.3) to relatively small for TFB (3.31) and to large and positive for 
HFB (31.7) (all in units of 10−40 C m2).  Thus, these molecules are an ideal set to test the effects of 
the quadrupole moment on the desorption kinetics.   

The temperature programmed desorption spectra for all three species have well-resolved 
monolayer and second-layer desorption peaks.  The desorption spectra for submonolayer 
coverages of benzene and HFB are consistent with first-order desorption kinetics.  In contrast, the 
submonolayer TPD spectra for TFB align on a common leading-edge, which is indicative of zero-
order desorption kinetics.  The observed desorption behavior is clearly correlated with the 
magnitude of the quadrupole moment.  The molecules with first-order desorption kinetics (benzene 
and HFB) have quadrupole moments that are about a factor of 10 larger than the value for TFB.  
To understand the relationship between the desorption order and the quadrupole moment, one must 
also take into account how molecular orientation affects adsorbate−adsorbate interactions.  
Calculations show that that the three aromatic molecules studied here lie flat, parallel to the 
graphene surface.  Calculations (second-order Møller-Plesset perturbation and density functional 

73



  

theory) were done to determine the adsorbate lateral interaction energies.  The results show that 
the potential minimum for coplanar TFB dimers is more than a factor of two greater than that for 
either benzene or HFB dimers.  The calculations support the interpretation that benzene and HFB 
are less likely to form the two-dimensional islands that are needed for submonolayer zero-order 
desorption kinetics.  The results here illustrate the importance of lateral interactions in systems 
where the aromatic molecules are constrained and/or on surfaces and also provide theorists with 
experimental results to test calculations of adsorbates on graphene.  Future work will continue to 
explore more sophisticated systems such as those that include multiple interacting adsorbates on a 
graphene substrate.  

Proton exchange in low temperature co-mixed amorphous H2O and D2O films: The effect 
of the underlying Pt(111) and graphene substrates  Proton exchange and mobility are of great 
importance in a wide range of scientific research areas including astrochemistry, biology, and fuel 
cell technology, to name a few.  The transport of H+ ions through solution, membranes, or ices is 
a critical step underlying many of these processes.  The transport of protons has long been 
described by a Grotthuss or “structural” diffusion mechanism where a proton is passed between 
adjacent water molecules in a series of hops.  The H/D exchange process is thought to occur via a 
two-step mechanism which involves a proton transfer (hop) followed by the migration of a 
Bjerrum L defect (turn). Bjerrum defects, also known as orientational defects, are the places where 
the intermolecular hydrogen bonding is “defective”, where either a hydrogen atom is missing 
between oxygens (L defect) or where there are two hydrogens (D defect).   

In a recent paper (7), in collaboration with Greg Kimmel and Nikolay Petrik, we studied 
isotopic exchange reactions in mixed D2O and H2O amorphous solid water (ASW) films using 
reflection absorption infrared spectroscopy. Nanoscale films composed of 5% D2O in H2O were 
deposited on Pt(111) and graphene covered Pt(111) substrates.  At 130 K, we find that the reaction 
is strongly dependent on the substrate with the H/D exchange being significantly more rapid on 
the Pt(111) surface than on graphene.  At 140 K, the films eventually crystallize with the final 
products on the two substrates being primarily HOD on Pt(111) and a mixture of HOD and 
unreacted D2O on graphene.  The difference in the extent of proton exchange in the co-dosed films 
could be due to differences in the reactivity of the Pt(111) and graphene surfaces themselves.  By 
pre-dosing H2 and O2 on Pt(111) we find that the observed differences in reactivity on the two 
substrates are likely due to the formation of hydrogen ions at the Pt(111) surface that are not 
formed on graphene.  Once formed the mobile protons move rapidly through the ASW overlayer 
driving the H/D exchange reaction.  Future work will focus on quantifying various aspects of the 
H/D exchange reaction kinetics and energetics. 

Homogeneous Nucleation of Ice in Transiently-Heated, Supercooled Liquid Water Films  
Understanding ice nucleation in supercooled liquid water is one of the most common and important 
processes occurring on Earth.  However, our understanding of fundamental aspects of ice 
nucleation, such as the maximum rate of nucleation, the temperature at which this maximum 
occurs, and the size and initial morphology of the ice nuclei, is still incomplete.  Developing a 
detailed understanding of ice nucleation is impeded by the existence of “no man’s land,” the 
temperature range from approximately 160 to 230 K in which spontaneous crystallization occurs 
too fast for most experimental techniques to observe.  It is also challenging for molecular dynamics 
simulations to study ice nucleation due to the low probabilities for forming ice nuclei and the large 
number of possible molecular configurations.  Working in collaboration with Greg Kimmel and 
Nikolay Petrik we have developed a nanosecond pulsed-laser–heating technique to circumvent the 
rapid crystallization of supercooled liquid water that occurs between 180 and 262 K.  Our approach 
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is to transiently heat compositionally tailored nanoscale films to the temperature of interest for a 
brief time (~10 nanoseconds) followed by rapid cooling back to the pre-laser pulse temperature 
effectively “freezing” the kinetics.  Processes that occur at these elevated temperatures are 
followed via a post-mortem analysis using infrared reflection-absorption spectroscopy (IRAS) and 
other surface spectroscopic techniques.   

In recent work (4), we used this method to investigate the nucleation and growth of crystalline 
ice in transiently heated water films that are 0.24 μm thick. By varying the temperature 
distributions within these films, it is possible to control the location within the films where the ice 
nucleates and grows.  In particular, it is possible to suppress nucleation at the water/metal and 
water/vacuum interfaces and thus measure the homogeneous nucleation rate in the water films.  
Analysis of the results shows that homogeneous nucleation rates of at least 1026 m−3s−1 in the 
temperature range from ∼210−225 K are needed to account for our observations.  Experiments at 
lower overall temperatures, where heterogeneous nucleation at the water/metal interface was 
possible, suggest that the homogeneous nucleation rate is ∼1029±2 m−3 s−1.  Future work will focus 
on refining these measurements and exploring other deeply supercooled liquids in regions of the 
phase diagram that were previously inaccessible due to rapid crystallization.  
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This is a new award (DE-SC0019277) starting in September 2018 and funded under the solicitation, 
“Research at the Frontiers of X-ray Free Electron Laser Ultrafast Chemical and Material Sciences (DE-
FOA-0001904).”  The central goal of this project is to directly visualize and quantify how electronic 
correlations, vibronic couplings, and local solute-solvent interactions control intramolecular electron 
motion on the femtosecond time scale. The research program will focus on solvated Ruthenium (Ru) based 
mixed-valence complexes, a prototypical class of transition-metal complexes, which are of significant 
interest for their potential applications in photochemical energy conversion.  Electron movements following 
photochemical excitation are closely coupled with atomic/vibrational and solvent motion.  To disentangle 
these various components requires tools designed to directly probe electron correlations and vibronic 
coupling (coherently coupled motions of electronic and vibrational coordinates) on the timescale of electron 
motion in the solution phase.  The proposed X-ray absorption, emission and RIXS spectroscopy 
experiments will make use of the new technical capabilities of LCLS-II and related upgrades to LCLS, 
which will provide access to chemical dynamics on the 10s of femtosecond timescale using X-ray pulses 
in the tender X-ray region (1.5~3 keV) with higher repetition rate and increased spectral stability.  The 
research program will exploit emerging nonlinear X-ray capabilities of XFELs such as stimulated X-ray 
emission and double-core-hole spectroscopy to achieve new insights into excited-state charge dynamics 
and correlated phenomena.  Along with X-ray experiments, we will utilize new multidimensional vibronic 
spectroscopies developed by the Khalil group to probe vibronic coupling between the cyanide bridging 
ligand and the intervalence charge transfer between the Ru sites.  Our ability to extract microscopic details 
from the X-ray experiments hinges on our ability to simulate the linear and non-linear X-ray signals.  This 
project includes the development of computational tools to simulate spectroscopic observables from non-
equilibrium chemical dynamics of transition metal mixed valence systems on photo-excited electronic 
states accounting for explicit solute-solvent interactions.  The combined experimental and computational 
studies will produce data which can be used to develop and validate theoretical models that treat coherent 
electronic and nuclear dynamics on an equal footing to describe non-equilibrium photochemical dynamics 
in molecular systems.    
 
The new award described above is based on the progress made in our expiring grant, “Probing Ultrafast 
Electron (De)localization Dynamics in Mixed Valence Complexes Using Femtosecond X-ray 
Spectroscopy” with PIs, Khalil, Govind, Schoenlein and Mukamel.  This grant is ending in August 2019.  
The overall goal of the expiring grant is to understand valence electron and vibrational motion following 
metal-to-metal charge transfer (MMCT) excitation in the following mixed valence complexes dissolved in 
aqueous solution: [(NH3)5RuIIINCFeII(CN)5]¯ (1, FeRu), trans-[(NC)5FeIICNPtIV(NH3)4NCFeII(CN)5]4– (2, 
FePtFe) and trans-[(NC)5FeIIICNRuII(L)4NCFeIII(CN)5]4– (3, FeRuFe, L=pyridine).  The project objectives 
are (i) to observe the time-dependent re-arrangement of d electrons across two transition metal sites and the 
bridging ligand following photoinduced MMCT excitation on a sub-50 fs timescale using femtosecond X-
ray pulses generated at LCLS (ii) to simulate femtosecond X-ray absorption and emission spectra of 
solvated, photo-excited, transition metal mixed valence complexes using a realistic treatment of multi-
electron correlations/transitions, spin-orbit coupling and final state lifetime effects and to propose and study 
the feasibility of nonlinear X-ray experiments on solvated transition metal mixed valence systems using 
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future X-FEL light sources and (iii) to determine the role of coupled electronic and vibrational motions 
during ultrafast photoinduced charge transfer. 
 
 Development of Two-Dimensional Vibrational-Electronic (2D VE) Spectroscopy.  We have recently 

developed a Fourier transform (FT) 2D vibrational-electronic (2D VE) spectroscopy employing a sequence 
of mid-IR and optical pulses to interrogate coupled vibrational and electronic motions in the condensed 
phase. We simulated 2D VE spectra using a model Hamiltonian consisting of one anharmonic vibration 
and two electronic states to outline the selection rules for this experiment. Recently, we have performed 
polarization-selective 2D VE spectroscopy to measure the relative angles and mode-specific coupling 
strengths between the cyanide stretching vibrations and the MMCT excitation of FeRu dissolved in 
formamide.    
 Equilibrium X-ray Absorption and X-ray Emission Spectroscopy of Transition Metal Mixed Valence 

Complexes in Solution.  In order to understand the electronic configuration in the ground state of the 
transition metal complexes, we have obtained equilibrium X-ray absorption (XA) and X-ray emission (XE) 
spectra in water for the mixed valence complex complexes, FeRu, FeRuFe, FePtFe, and model complexes 
Fe(II)CN6 and Fe(III)CN6 at the Fe L-edge and the Fe K-edge. The successful collection of equilibrium 
spectra has allowed us to validate parameters in the simulation/computational codes for correctly modelling 
the electronic structure of the solvated mixed valence complexes. Our studies reveal the importance of 
carefully accounting for solute-solvent interactions for core-level spectroscopies. We are currently working 
on two manuscripts describing our equilibrium results.  
 Femtosecond X-ray Absorption and X-ray Emission Spectroscopy of Transition Metal Mixed 

Valence Complexes in Solution.  We were awarded beam time at LCLS under proposal LJ67 for five shifts 
in October 2015 and four shifts in December 2016.  During 2015, experiments were performed at the X-
ray pump probe (XPP) instrument at LCLS using 800 nm laser light to photo excite the sample preceding 
X-ray measurements. Femtosecond XA and XE spectroscopies were used at the Fe K-edge to directly 
monitor transient oxidation states and orbital occupancy during charge transfer in a series of solvated 
mixed-valence complexes. A transition from FeII to FeIII (as in FeRu) would result in a blue peak shift of 

1 peak consistent with the experimental transient XE result for FeRu. 
Transient XE spectra for FeRuFe exhibit the opposite, a red peak shift with spectral narrowing consistent 
with an FeIII to FeII transition. Fits of the kinetic traces reveal that the initial MMCT from FeIIRuIII to FeIIIRuII 
and FeIIIRuIIFeIII to FeIIRuIIIFeIII occurs within the response of the instrument (50 fs) and the back electron 
transfer (BET) occurs within 100 fs for each compound. In the difference XA signal for FeRu, we see the 
growth of a transient feature upon MMCT which indicates that a hole is created in the t2g orbital. The other 
XANES peaks undergo shifts to the blue upon photoexcitation and a change in the linewidth indicating the 
adjustments of the metal d orbitals following the initial MMCT.  Simulations of the transient XANES 
features reveal the extent of electron delocalization during the MMCT process.  
 Femtosecond X-ray scattering of excited-state structural dynamics of solvated mixed-valence 

complexes. Ultrafast X-ray diffuse scattering (XDS) experiments at LCLS provide important insight to the 
early structural dynamics of photoexcited FeRu in water, and the coupling of solute-solvent interactions 
with the MMCT/BET dynamics. Analysis of the XDS data is well advanced, supported with equilibrium 
and non-equilibrium MD simulations of the solvent response is underway. Preliminary indications are that 
the change in oxidation state of the FeRu molecule couples to: (1) the bulk dielectric response of the solvent 
via solvent dipole interactions, and (2) local solvation effects with specific changes in hydrogen bonding 
between solute ligands and solvent molecules. This is consistent with an interpretation that MMCT/BET 
dynamics are mediated in part by solute coupling to the solvation shell. Further analysis and comparison 
with theory is underway, and is expected to lead to more definitive conclusions. 
 Simulating Valence-to-Core X-ray Emission Spectroscopy. Valence-to-Core X-ray Emission 

Spectroscopy (VtC-XES) is a sensitive tool to identify ligands and characterize ligand valence orbitals in 
transition metal complexes. We studied how linear-response time-dependent density functional theory (LR-
TDDFT) can be extended to simulate K-edge VtC-XES reliably. LR-TDDFT allows one to go beyond the 
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single-particle picture. Specifically, we developed a “black box” protocol in NWChem to simulate these 
spectra. We are in the process of calculating of simulating the VtC-XES for the dimer (FeRu) and trimer 
(FeRuFe) complexes. We have recently applied this technique to solid-state transition metal compounds. 
Simulating VtC-XES for transient species is also possible with our approach. 
 Ab Initio Molecular Dynamics/Molecular Mechanics (AIMD/MM), XA, UV/Vis and IR 

Spectroscopies of Model Transition Metal and Mixed Valence Complexes in Water on the Ground and 
Electronic Excited States. In order to study solvated model Fe(CN)6

4- and Fe(CN)6
3- complexes in water, 

we have performed extensive hybrid AIMD/MM based molecular dynamics simulations with NWChem. 
The FeRu dimer complex QM/MM model involved the solvation in a simulation box containing the dimer 
complex with 5000 water molecules to give a density close to 1 g/cm3. The FeRuFe and FePtFe complexes 
contained 7919 and 5842 water molecules respectively to give a density close to 1 g/cm3. The QM region 
in our approach comprises the transition metal complex, while the aqueous environment was treated using 
a MM representation. The QM region was treated with a hybrid exchange-correlation functional (PBE0). 
Following the AIMD/MM runs, we extracted snapshots of the complex with an explicit solvation 
environment of water molecules from the trajectory to perform the XANES, UV/Vis, IR, EXAFS spectra 
calculations. The Fe K-edge XANES and UV/Vis spectra were calculated with our restricted excitation 
window (REW) TDDFT approach. We have extended our TDDFT code to capture the quadrupole 
transitions in the Fe K-edge XANES. For FePtFe, our extensive ground state calculations reveal that the 
closed-shell singlet configuration is the lowest energy state compared with the triplet configuration in 
agreement with experiment. This is in contrast to previously published theoretical work on this system that 
reported a lower triplet state. For the FeRu and FeRuFe complexes, we have developed a new theoretical 
approach to tackle the transient-XAS to probe the x-ray absorption response of the UV-Vis excited 
transition metal complex. Our calculations, so far, are in good agreement with experiment. We have also 
performed VtC-XES calculations on representative clusters of the FeRu and FeRuFe complexes. For these 
calculations, we treat the solvent environment explicitly, which results in systems of approx. 300-350 
atoms.  VtC-XES calculations using the ground and excited-state geometries for the FeRu and FeRuFe 
complexes have also been performed. 
 Simulations of Core-Resonant Circular Dichroism Signals. Core-resonant circular dichroism (CD) 

signals are induced by molecular chirality and vanish for achiral molecules and racemic mixtures. The highly 
localized nature of core excitations makes them ideal probes of local chirality within molecules. Our simulations 
of the circular dichroism spectra of several molecular families illustrate how these signals vary with the electronic 
coupling to substitution groups, the distance between the X-ray chromophore and the chiral center, geometry, and 
chemical structure. Clear insight into the molecular structure is obtained through analysis of the X-ray CD spectra. 
These proof-of-principle results were published in Chemical Science in 2017. Spin–orbit coupling (SOC) of the 
2p electrons splits the XANES spectra and the electron–hole exchange interaction blurs the physical picture of 
the independent particle, thus the experimental intensity branching ratio of the transitions from the 2p3/2 and 2p1/2 
orbitals may stray far from the ideal value of 2:1. Similarly, SOC should also play an important role in L-edge 
XCD. We neglected spin-orbit effects in our paper. However, there is every reason to expect that SOC should not 
affect the most important findings, i.e., for molecules with a chiral center the amplitude of the XCD signals 
strongly decreases with the distance between the X-ray chromophore and the chiral center if the corresponding 
excitations are very localized to the excited atom, and that for globally chiral molecules the XCD signals also 
strongly depend on the chromophore position. A two-component TDDFT approach is under development for 
future XCD simulations including SOC of large molecules. This development potentially opens up new directions 
for our project. 
 Developments and new protocols in NWChem.  The following enhancements have been implemented 

or ongoing in the NWChem code over the course of this project: 
1. Extensions to the TDDFT code in NWChem to capture quadrupole transitions (1s 3d) which are 

relevant for transition metal K-edge XANES. 
2. TDDFT restart capabilities that will allow a user to systematically increase the number of excitations 

from previously saved calculations. 
3. Parallelization enhancements for TDDFT calculations up to 3000 basis functions. 
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4. “Black Box” valence-to-core x-ray emission spectroscopy (VtC-XES) protocol. 
5. New QM/MM protocols for simulations of the model, dimer and trimer complexes in different solvents. 
6. New transient XAS protocol to tackle simulations of pump (optical)-probe (X-ray) spectroscopy. 
7. Development of TDDFT approach for XCD spectra, spin-orbit effects. 
The enhancements described above (2 and 3) are especially relevant for response calculations on the trimer 
systems where the transition metal complex (solute) plus the explicit water molecules (solvent) can result 
in system sizes of ~300 atoms or more. 
 
We plan to accomplish the following in the final year of this project: (i) Complete the data analysis and 
prepare a manuscript incorporating our analysis and modeling of the excited-state structural dynamics of 
FeRu and FeRuFe in water. (ii) Perform transient IR experiments on FeRu and FeRuFe to follow vibrational 
relaxation following MMCT excitation. (ii) We are in the process of preparing several manuscripts 
combining experimental and computational data on the IR, electronic and core-hole spectroscopies on 
solvated mixed valence complexes. (iii) We will be performing further benchmark studies on our new 
transient XAS approach. (iv) We will focus on the development of theoretical approaches for the calculation 
of L-edge and transient L-edge and RIXS spectra.  
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Program Scope 

The objectives of this program are to investigate 1) thermal and non-thermal reactions at surfaces and 
interfaces, and 2) the structure of thin adsorbate films and how this influences the thermal and non-thermal 
chemistry. Energetic processes at surfaces and interfaces are important in fields such as photocatalysis, 
radiation chemistry, radiation biology, waste processing, and advanced materials synthesis. Low-energy 
excitations (e.g. excitons, electrons, and holes) frequently play a dominant role in these energetic processes. 
In photocatalysis, non-thermal reactions are often initiated by holes or (conduction band) electrons 
produced by the absorption of visible and/or UV photons in the substrate. In addition, the presence of 
surfaces or interfaces modifies the physics and chemistry compared to what occurs in the bulk. 
 
We use quadrupole mass spectroscopy, infrared reflection-absorption spectroscopy (IRAS), and other ultra-
high vacuum (UHV) surface science techniques to investigate thermal, electron-stimulated, and photon-
stimulated reactions at surfaces and interfaces, in nanoscale materials, and in thin molecular solids. Since 
the structure of water near interface plays a crucial role in the thermal and non-thermal chemistry occurring 
there, a significant component of our work involves investigating the structure of aqueous interfaces. A key 
element of our approach is the use of well-characterized model systems to unravel the complex non-thermal 
chemistry occurring at surfaces and interfaces. This work addresses several important issues, including 
understanding how the various types of low-energy excitations initiate reactions at interfaces, the 
relationship between the water structure near an interface and the non-thermal reactions, energy transfer at 
surfaces and interfaces, and new reaction pathways at surfaces. 
 
In collaboration with Bruce Kay and Scott Smith, we have developed a pulsed laser heating method that 
allows us to investigate deeply supercooled liquids by producing transiently heated films, which become 
liquids that last for approximately 10 ns per laser pulse.  Subsequent rapid cooling due to the dissipation of 
the heat pulse into the metal substrate effectively quenches the liquid dynamics until the next laser heating 
pulse arrives. The rapid heating and cooling allows the system to reach previously unattainable supercooled 
liquid temperatures and return to the amorphous state before significant crystallization can occur. 
 
Recent Progress 

The Growth Rate of Crystalline Ice and the Diffusivity of Supercooled Water from 126 K to 262 K 
 
A detailed understanding of supercooled water is crucial to solving many of the remaining mysteries of 
liquid water. A number of properties exhibit unusual behavior at low temperatures suggesting that there is 
a temperature, Tx ~ 228 K, at which these properties diverge. For example, the diffusivity in normal liquid 
water, D(T), exhibits Arrhenius behavior. However, upon supercooling the temperature behavior of the 
diffusivity becomes markedly non-Arrhenius and the diffusivity rapidly decreases. Such a super-Arrhenius 
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behavior is the hallmark of a so-called “fragile liquid” (In contrast, “strong” liquids exhibit Arrhenius 
behavior). Supercooled, glass forming liquids have been examined theoretically, and a number of different 
models have been proposed to explain the anomalous behaviors observed experimentally.  Experimental 
measurements at temperatures near Tx are vital for resolving these outstanding issues. However, rapid 
homogeneous nucleation of crystalline ice has prevented experiments on bulk water below ~232 K. 
 
In collaboration with Bruce Kay and Scott Smith, we have measured the growth rate of crystalline ice, G(T), 
for 180 K < T < 262 K, i.e. deep within water’s “no man’s land” in ultrahigh vacuum conditions.[1] 
Isothermal measurements of G(T) were also made for 126 K ≤ T ≤ 151 K. The self-diffusion of supercooled 
liquid water, D(T), was obtained from G(T) using the Wilson-Frenkel model of crystal growth. For T > 237 
K and P ~ 10-8 Pa, G(T) and D(T) have super-Arrhenius (“fragile”) temperature dependences, but both 
crossover to Arrhenius (“strong”) behavior with a large activation energy in “no man’s land.” The fact that 
G(T) and D(T) are smoothly varying rules out the hypothesis that liquid water’s properties have a singularity 
at or near 228 K at ambient pressures. However the results are consistent with a previous prediction for 
D(T) that assumed no thermodynamic transitions occur in “no man’s land.” One key assumption of this 
research involves the use of the Wilson-Frenkel model to relate the G(T) to D(T). Future work will focus 
on using alternative methods for measuring D(T) in deeply supercooled water, such as tracer diffusion. 
Those results will then be compared to D(T) extracted from the ice growth rate data.   
 

Homogeneous Nucleation of Ice in Transiently-Heated, Supercooled Liquid Water Films 

Understanding ice nucleation in supercooled liquid water is one of the most common and important 
processes occurring on Earth.  However, our understanding of fundamental aspects of ice nucleation, such 
as the maximum rate of nucleation, the temperature at which this maximum occurs, and the size and initial 
morphology of the ice nuclei, is still incomplete.  Developing a detailed understanding of ice nucleation is 
impeded by the existence of “no man’s land,” the temperature range from approximately 160 to 230 K in 
which spontaneous crystallization occurs too fast for most experimental techniques to observe.  It is also 
challenging for molecular dynamics simulations to study ice nucleation due to the low probabilities for 
forming ice nuclei and the large number of possible molecular configurations.  

In collaboration with Bruce Kay and Scott Smith, we recently used our pulsed heating technique to 
investigate the nucleation and growth of crystalline ice in transiently heated water films that are 0.24 μm 
thick.[3] By varying the temperature distributions within these films, it is possible to control the location 
within the films where the ice nucleates and grows.  In particular, it is possible to suppress nucleation at the 
water/metal and water/vacuum interfaces and thus measure the homogeneous nucleation rate in the water 
films.  Analysis of the results shows that homogeneous nucleation rates of at least 1026 m−3s−1 in the 
temperature range from ∼210−225 K are needed to account for our observations.  Experiments at lower 
overall temperatures, where heterogeneous nucleation at the water/metal interface was possible, suggest 
that the homogeneous nucleation rate is ∼1029±2 m−3 s−1.  Future work will focus on refining these 
measurements and exploring other deeply supercooled liquids in regions of the phase diagram that were 
previously inaccessible due to rapid crystallization. 
 
Proton exchange in low temperature co-mixed amorphous H2O and D2O films: The effect of the 
underlying Pt(111) and graphene substrates  
  
Proton exchange and mobility are of great importance in a wide range of scientific research areas including 
astrochemistry, biology, and fuel cell technology, to name a few.  The transport of H+ ions through solution, 
membranes, or ices is a critical step underlying many of these processes.  The transport of protons has long 
been described by a Grotthuss or “structural” diffusion mechanism where a proton is passed between 
adjacent water molecules in a series of hops.  The H/D exchange process is thought to occur via a two-step 
mechanism which involves a proton transfer (hop) followed by the migration of a Bjerrum L defect (turn). 
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Bjerrum defects, also known as orientational defects, are the places where the intermolecular hydrogen 
bonding is “defective”, where either a hydrogen atom is missing between oxygens (L defect) or where there 
are two hydrogens (D defect).   
 
In a recent paper,[5] in collaboration with Bruce Kay and Scott Smith, we studied isotopic exchange 
reactions in mixed D2O and H2O amorphous solid water (ASW) films using reflection absorption infrared 
spectroscopy. Nanoscale films composed of 5% D2O in H2O were deposited on Pt(111) and graphene 
covered Pt(111) substrates. At 130 K, we find that the reaction is strongly dependent on the substrate with 
the H/D exchange being significantly more rapid on the Pt(111) surface than on graphene.  At 140 K, the 
films eventually crystallize with the final products on the two substrates being primarily HOD on Pt(111) 
and a mixture of HOD and unreacted D2O on graphene. The difference in the extent of proton exchange in 
the co-dosed films could be due to differences in the reactivity of the Pt(111) and graphene surfaces 
themselves.  By pre-dosing H2 and O2 on Pt(111), we find that the observed differences in reactivity on the 
two substrates are likely due to the formation of hydrogen ions at the Pt(111) surface that are not formed 
on graphene.  Once formed the mobile protons move rapidly through the ASW overlayer driving the H/D 
exchange reaction.  Future work will focus on quantifying various aspects of the H/D exchange reaction 
kinetics and energetics. 
 
Diffusion and Photon Stimulated Desorption of CO on TiO2(110) 
 
Molecular diffusion on surfaces plays a crucial role in many interfacial processes such as 
adsorption/desorption, catalysis, dissolution, corrosion, and nucleation and growth of nanostructures. 
Surface diffusion often delivers the reacting molecule to chemically-active surface sites (e.g. defects, 
adatoms, adsorbed species, etc.) and can limit the overall reaction rate. Therefore, understanding the 
diffusion of reactive species can be important for developing comprehensive models of catalytic reactions. 
Recently, we investigated the thermal diffusion of CO adsorbed on rutile TiO2(110) in the 20 - 110 K range 
using photon-stimulated desorption (PSD), temperature programmed desorption (TPD) and scanning 
tunneling microscopy.[4] During UV irradiation, CO desorbs from certain photoactive sites (e.g. oxygen 
vacancies). This phenomenon was exploited to study CO thermal diffusion in three steps: first these 
photoactive sites were depleted during an initial UV irradiation, then they were replenished with CO during 
an annealing step, and finally the active site occupancy was probed in a second UV irradiation cycle. The 
PSD and TPD experiments showed that the CO diffusion rate correlates with the CO adsorption energy – 
stronger binding corresponds to slower diffusion. Increasing the CO coverage from 0.06 to 0.44 ML or 
hydroxylation of the surface decreases the CO binding and increases the CO diffusion rate. Relative to the 
reduced surface, the CO adsorption energy increases and the diffusion decreases on the oxidized surface. 
The CO diffusion kinetics can be modeled satisfactorily as an Arrhenius process with a “normal” prefactor 
(i.e. ν = 1012 s-1) and a Gaussian distribution of activation energies where the peak of the distribution is ∼ 
0.26 eV and the full width at half maximum (FWHM) is ∼ 0.1 eV at the lowest coverage.  The observations 
are consistent with a significant electrostatic component of the CO binding energy on the TiO2(110) surface 
which is affected by changes in the surface dipole and dipole-dipole interactions. 
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1.   Program Scope 

Chemistries   crucial   for   energy   technologies   including   battery   technology, fuel cell 
technology, and enhanced oil recovery take place in heterogeneous environments. 
Understanding and predicting chemical dynamics, including solute-solvent interactions, 
adsorption processes, and transport processes, to name a few, requires the ability to probe these 
events directly and ultimately visualizing these processes via microscopy.   The overarching 
goal of this project is to develop two-dimensional infrared (2D IR) imaging tools to directly 
probe chemical interactions in heterogeneous environments, with geochemical systems being 
our primary target in this project.  A combination of experiments directed toward technology 
development, the exploration of fundamental chemical physics of large macrocycles and acidic 
oils, and culminating with the direct visualization of chemical interactions in model pore 
structures.  This project builds from our expertise in fabricating IR compatible microfluidic 
structures, in developing a 100 kHz 2D IR spectrometer, and in probing the nanoaggregates of 
large macrocycles. 

The large number of observables offered by 2D IR spectroscopy allows us to disentangle 
and quantify complex chemical interactions in ways that were not previously feasible.  These 
observables include the direct measurement of the frequency-frequency correlation function, 
which is a direct measure of the homogeneous and inhomogeneous contributions to the 
vibrational lifetime; and the peak positions (both diagonal peaks and cross peaks) and 
intensities, which are a direct measure of molecular structure.  Each of these observables can 
be spatially resolved.  Below the progress made towards imaging dynamics with the 2D IR 
microscope will be discussed.  In addition, the technical details regarding the characterization 
of the 2D IR microscope will be discussed.  During the past year, we have made significant 
progress toward investigating mesoscale dynamical behaviors in a model room temperature 
ionic liquid (RTIL).   

2.   Recent Progress & Current Efforts 
In the past 12 months we have completed the characterization of our 2D IR microscope and 
have applied the technology to investigate the chemical dynamics in a RTIL microdroplet.  The 
2D IR imaging experiments and the analysis of the data have revealed the chemical dynamics 
in the microdroplet changing over several micrometers.  Our results open new questions 
regarding heterogeneous dynamics that may exist in mesoscale structures of RTILs. 

The layout of the 2D IR microscope we have designed and built is shown in Figure 1.  We 
have been able to improve acquisition rates of 2D IR microscopy images by taking full 
advantage of our 100 kHz mid-IR laser system that drives our 2D IR microscope. Currently we 
shape mid-IR pulses and detect the mid-IR signal fields at a 100 kHz repetition rate—the current 
speed limit of shaping and detection technology.  In order to maintain these acquisition speeds 
we have designed a microscope head to utilize the point scanning geometry.  
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In order to perform 2D IR microscopy, the IR output from the ZGP DFG stage is split into 
two lines using a λ/2 waveplate and wire grid polarizer. The polarizer reflects the probe pulse 
whose polarization is rotated by 90°, creating S-polarization. The P-polarized pump line passes 
through the polarizer and is sent to a high speed, mid-IR pulse shaper to generate the pump 
pulse pair with a variable delay at 100 kHz. The pump and probe pulses are recombined using 
a polarizer that transmits the pump pulses and reflects the probe pulse to create a collinear 
geometry where 2D IR data is collected in the cross polarization (XXYY) configuration. The 
three pulses are focused into the sample by a Ge/Si achromatic lens and then re-collimated 
using a Si lens and sent to the detector. The spot size was measured by scanning a 10 μm pinhole 
in the X and Y direction at the focal plane and recording the integrated intensity. The full width 
at half maximum (FWHM) beam diameter was measured to be 19.5 μm in the Y direction and 
14.2 μm in the X direction. The Rayleigh range of focus in the direction of propagation is 
approximately 140 μm. The two polarizers before the detector are used to block the pump pulses 
and transmit the probe and signal.  The probe and signal fields are then passed through a 
monochromator and collected on a 1x64 element, mercury cadmium telluride (MCT) linear 
array detector operating at the speed limit of detection of 100 kHz.  The 2D IR spectra shown 
in this report were all collected using a series of 510 pump pulse pairs delayed from 0 to 3.57 
ps in 7 fs steps.  Thus, the spectral resolution along the pump-axis (ωpump) is 4.7 cm-1. Spectra 

were acquired using a four-step 
phase cycling scheme with 2000 
cm-1 rotating frame for 
background and scatter removal. 
The full 2D IR microscopy image 
of the RTIL microdroplet, shown 
in Figure 2a, is comprised of a 
data set of 476 2D IR spectra 
fully averaged 500 times. The 
pulse energies utilized were 70 
nJ/pulse.  The image shown in 
Figure 2a was collected in 120 
minutes with an acquisition rate 
of 1984 individual 2D IR spectra 
per minute. 

The RTIL microdroplet was produced by drop casting the RTIL in silicon oil. The droplets 
consisted of 1-ethyl-3-methylimidazolium tetrafluoroborate (EmimBF4) and 1-ethyl-3-

 
Figure 1.  The general layout of 100 kHz mid-IR laser system and 2D IR microscope. 

 
Figure 2. 2D IR image of the RTIL microdroplet (a). A 
representative 2D IR spectrum of TCM- in the Emim/BF4 RTIL.  
The chemical map is generated from integrating the intensity of the 
v=0 1 transition on the diagonal of the 2D IR spectrum collected 
at each point. 
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methylimidazolium tricyanomethanide (EmimTCM) 
RTILs. The EmimTCM is doped into the EmimBF4 in 
a 1:500 volume ratio where TCM- acts as a vibrational 
probe.  A roughly spherical droplet is formed when a 
very small amount of RTIL (10-20 nL) is casted in 
silicon oil.  The droplet becomes a pancake in shape 
when placed in between two CaF2 substrates with a 100 

m spacer to set the sample thickness. The oil is used 
for stabilization of the RTIL microdroplet as well as 
removing scatter from the interface because the 
refractive index of the silicon oil is similar to the RTIL 
microdroplet. The FTIR chemical map of the RTIL 
microdroplet is shown in Figure 3a and FTIR spectra 
collected at several points across the RTIL 
microdroplet are shown in Figure 3b.  The linear IR 
spectra of TCM- exhibits an absorption band in the 
2100-2200 cm-1 region with a peak appearing at 2164 
cm-1 corresponding to the degenerate asymmetric 
stretching vibrations of TCM-. It can be seen in the 
chemical map generated from FTIR microscopy that 
the TCM- is homogenously distributed throughout the 
droplet, as there are no fluctuations of the intensity of 
the peak associated with the TCM- throughout the 
microdroplet. The FTIR spectra at each point have the 
same FWHM linewidth of 15.5 ± 0.04 cm-1 and center 
frequency of 2164.0 ± 0.07 cm-1. Thus, any underlying 
solute-solvent interactions in the RTIL microdroplet 
remain hidden in FTIR microscopy. 

Using both the time and spatial resolution of 2D IR 
microscopy, dynamics information of different 
solvation regions across the microdroplet can be 

examined.  In these experiments, the time delay (Tw) between the second and third pulses is 
varied and the solvent environment is allowed to evolve after pumping the system. A 2D IR 
microscopy experiment aimed at extracting the vibrational dynamics of the TCM- probe was 
performed over a region of interest (ROI) of the RTIL microdroplet, where at each point 2D IR 
data were collected as a function of increasing Tw. 

We performed nodal line slope analysis of the collected 2D IR spectra to characterize the 
spectral diffusion dynamics of TCM- in an RTIL microdroplet. Spectral diffusion dynamics 
present some parameters, such as correlation times and the fluctuation amplitudes of the 
frequency fluctuation correlation functions (FFCFs). In Figure 4, the ROI selected is indicated 
with the white box and  the nodal line slope values are plotted as a function of Tw, thus depicting 
the vibrational dynamics from interfacial and bulk environments within the ROI.  It can be seen 
in Figure 4 that the decay curves at bulk and interfacial regions are significantly different; the 
95% confidence intervals for the bulk and interfacial regions are indicated by the gray shadow. 
In addition, NLS decays at intermediate regions exhibit a combined behavior of the bulk and 
the interface, but are not included in this plot for clarity. The decays were fit to a biexponential 
function following the model,  

 
Figure 3. (a) Bright-field and FTIR 
microscopy image of the RTIL 
microdroplet.  The intensity values on the 
chemical map are generated by integrating 
the FTIR spectra of each point from 2146 
cm-1 to 2186 cm-1.  (b) Comparison of 
FTIR spectra extracted for the set of points 
across the droplet, indicated in the 
chemical map above.  The FTIR spectra 
are offset for ease of viewing. 
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The biexponential fit of the bulk region gives a  

of 810 ± 100 fs and a  of 5.2 ± 1 ps. In contrast, the 
interface region produces a of 210 ± 50 fs and a  
of 2.8 ± 0.25 ps.  Therefore, the time components 
indicate that the dynamics of spectral diffusion is 
markedly different at the interface than at the bulk 
environments within the RTIL microdroplets. The data 
representative of the intermediate regions were 
collected across the ROI in 2 μm steps from the 
interface, inside the microdroplet. The intermediate 
regions exhibit a combination of bulk and interfacial 
behaviors.  For example, one such data set collected at 
5 μm to the interior of the RTIL droplet produces a  
of 650 ± 100 fs and a  of 5.0 ± 0.6 ps.  We are 
currently working to model the dynamic behaviors that 
exist in the RTIL microdroplet to assess how the 
chemical dynamics change across the droplet.  These 
2D IR measurements made throughout the ROI reveal 
the complex nature of the chemical dynamics in RTIL 
microdroplets; the homogeneous and inhomogeneous 
contributions to the vibrational frequency fluctuations 
of TCM- can be used to probe the nature of the 
chemical dynamics present in the RTIL microdroplet.   

 
3.   Future Plans 
The third year of this project is focused on 
continuing the RTIL investigations and moving 
towards developing a model system to use to explore 
chemical dynamics that may occur in pore structures 
encountered in subsurface environments.  We expect 

to work towards additional tunability of our 2D IR microscope, however it is also crucial to 
balance instrument development with the need to investigate chemistries applicable to energy 
technologies. 

 
4.   Publications 

No publications have been produced under this award, however at this time, one manuscript 
is submitted, two are in preparation, and a book chapter is also in preparation. 

 
Figure 4.  The ROI is indicated by the 
white box in (a).  2D IR spectra were 
collected as a function of Tw at 2 m 
intervals across the ROI.  The NLS decay 
curves reflecting the chemical dynamics 
within the ROI are shown in (b).  NLS 
curves extracted from two representative 
interfacial points and two representative 
bulk environments are plotted with the 
associated 95% confidence intervals. 
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Program Scope 

The goal of this project is to mechanistically understand the correlation of activity and stability of 
plasmonic electrocatalysts to nanoparticle morphology, surface chemistry and ‘hot’ carrier physics 
using super-resolved single particle spectro-electrochemical microscopy. The central hypothesis is 
that catalytic activity, selectivity and stability of plasmonic electrocatalysts can be tuned by 
controlling the population and dynamics of excited charge carriers, and strongly depend on size, 
shape, crystal facet and surface chemistry. Furthermore, it is hypothesized that stability can be 
manipulated through the nanoparticle morphology and plasmon-induced hot carriers. State-of-the-
art single particle and single molecule spectroscopic techniques with super-resolution capabilities 
are employed to probe electrocatalytic activities. Electro-generated chemiluminescence (ECL) 
microscopy will be used to image the spatial extent of active catalytic sites on single plasmonic 
nanoparticles and to correlate these sites with the nanoparticle morphology via scanning electron 
microscopy (SEM). Additionally, single particle plasmon voltammetry is applied to probe 
electrocatalytic activity of nanoparticles with different morphologies characterized by SEM. 
Furthermore, the stability of individual nanocatalysts is investigated by ECL and single particle 
scattering measurements to monitor the kinetics of deactivation and morphology transformation of 
nanoelectrocatalysts. The following aims are being pursued: 
(1) Investigate the effects of plasmon enhancement on the electrocatalytic activities of single metal 
nanoparticles and map intraparticle heterogeneity in catalytic activity via super-resolution 
microscopy. 
(2) Combine single particle voltammetry and super-resolved ECL microscopy to achieve 
unprecedented level of nanoscale understanding of catalysis using a model Ru(bpy)3Cl2 oxidation 
reaction. 
(3) Explore the effects of plasmon induced instability of nanoelectrocatalysts and locate the most 
active and stable sites within particles using model quantum dots (QDs) and CO2 reduction 
reactions. 
 
Recent Progress 

In the last year, we addressed the project's goal of characterizing the stability of plasmonic 
electrocatalysts both in the absence and presence of light excitation to create hot carriers. 
Regulating the electrochemical environment for metal nanoparticles is vital for their longevity in all 
electrochemical applications. Metal nanoparticles interface with enormously varied and complex 
chemical environments in technological settings. This range of environments poses critical 
challenges to corrosion and dissolution prevention in nanoparticle electronics, electrocatalysis, and 
electrochemical sensing, as no suitable overarching prevention strategy exists. Preventing 
dissolution is especially critical for expensive metals and for metal nanoparticles with properties 
that are strongly dependent on size and shape, such as plasmonic noble metal nanoparticles. We 
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demonstrated that low relative concentrations of certain oxoanions increased the morphological 
stability of plasmonic gold nanorods under anodic potentials in predominantly chloride-based 

aqueous solutions. Single particle 
hyperspectral dark-field imaging and 
correlated scanning electron microscopy 
revealed that low relative concentrations of 
oxoanions altered the dissolution onset 
potential, dissolution pathway, and particle 
reaction heterogeneity, as compared to 
chloride-only electrolyte solutions. We 
determined that, in aqueous chloride 
electrolyte solutions, low relative 
concentrations (10%) of bicarbonate and 
phosphate oxoanions inhibited 
electrodissolution of gold nanorods by 
increasing the electrodissolution potential by 
600 mV and 900 mV, respectively (Figure 
1). Using single particle analysis, we 
revealed that a low relative concentration of 
oxoanions modified the heterogeneity of the 
electrodissolution statistics by reducing the 
emergence of distinct populations which 
occurred in chloride-only electrolyte 
solutions. By correlating SEM images with 
dark-field hyperspectral imaging we 
determined that partially electrodissolved 
gold nanorods in chloride-only electrolyte 
solution increased in average aspect ratio 
from 2.7 to 3.0 when the average volume 
decreased by 36%, whereas the aspect 
ratio in a 90 mM chloride solution with 10 
mM phosphate added, decreased to 2.1 
with a volume decrease of 52%. We 
propose that the main factors contributing to 
the inhibition of chloride mediated 
dissolution of nanorods are: coordination, 
oxoanion concentration, hydroxide 

concentration, adsorption energy, and the number of hydroxyl groups. Our interpretations of the 
observed trends suggest ionicity and the adsorption energy of the oxoanion have the greatest 
weight in terms of protection of gold nanorods in chloride electrolyte solution. Understanding the 
impact of complex anion solutions on the stability of metal nanocrystal modified electrodes will 
improve capabilities of electrochemical sensing and catalysis by increasing the potential window of 
stability of nanomaterials. This work is currently prepared for publication [1]. 
 

When working at electrochemical potentials below the dissolution onset under chloride 
electrolyte conditions, we explored how optical excitation of gold nanorods affects both the onset 

 
Figure 1. (A) The average percent change in scattering 

intensity of the longitudinal plasmon peak of many single 

gold nanorods after applying voltammetric cycles with 

maximum anodic potentials of Emax. Negative values 

indicate a decrease, and positive values indicate an 

increase in intensity. The dotted black line designates the 

threshold of dissolution (Ed). The inset is the cumulative 

distribution function of intensity for each condition at Ed (red 

box). (B) The average change in plasmon peak after 

applying cycles up to Emax. Negative values indicate blue-

shifts and positive values indicate red-shifts peak position. 

(C) The spectral changes of a gold nanorod in the 10% 

acetate condition displaying the spectra prior to applied E 

(Initial), Ed, Ac (0.9 V), and Ef, Ac (1.0 V). The inset is the 

correlated micrograph. (D) The spectral changes of a gold 

nanorod in the 10% bicarbonate condition displaying the 

spectra prior to applied E, Ef, Cl (1.1 V), Ed, Bi (1.6 V), and Ef, Bi 

(1.7 V). The inset is the correlated SEM micrograph. (E) The 

spectral changes of a gold nanorod in the 10% phosphate 

condition displaying the spectra prior to applied E, Ef, Cl (1.1 

V), Ed, Ph (1.9 V), and Ef, Ph (2.0 V). The inset is the correlated 

SEM micrograph. All scale bars 50 nm. 
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potential and dissolution rate, directly addressing 
the aim to understand the effects of hot carriers. 
We indeed found plasmon enhanced dissolution 
of gold nanorods in a NaCl electrolyte solution 
(Figure 2) [2]. The onset of nanorod dissolution 
was observed at similar potential with and without 
white light laser excitation using average changes 
in intensity, but the rate of the decrease in 
intensity due to gold nanorod dissolution was 
greater with white light laser. The dissolution 
onset potential corresponded to the chloride 
adsorption potential of 0.48 V. Above this 
potential, light induced hot charge carriers 
enhance the rate of gold oxidation. We employed 
for these studies our snapshot 
microscepctroscopy setup that we had developed 
as part of this DOE funded project [3]. The setup 
is able to measure dark-field scattering spectra in 
parallel using a transmission grating and a white 
light excitation laser. This laser is used for 
probing spectral changes of single gold nanorods 
and creating hot carriers that drive nanoparticle 
dissolution. Surface temperature calculations 
suggests that plasmonic heating was not a major 
contributor dissolution. The plasmon enhanced 
dissolution reaction is best described by a 
plasmon generated hot hole driven mechanism 
where applied electrochemical potentials are 
required to adsorb the chloride ion and match the 
energy of the hole with the HOMO of adsorbed 
chloride ions. Wavelength dependent studies, 
where we separated the white light spectrum into 
a higher energy green and lower energy red part 
while keeping either total absorbed energy or total 
absorbed photons the same, showed that hot 
holes in the d-band from direct interband 
transitions or transverse mode plasmon decay 
drive dissolution more efficiently than hot holes 
from longitudinal mode plasmon decay that are 
located around the Fermi level. Specifically, these 
wavelength dependent studies revealed hot holes 
generated from the absorption of green photons 
drive the odissolution at almost twice the rate as 
red photons. This work opens up new insights 
into hot hole driven photocatalysis on a single 
particle level, while demonstrating the importance 

 
Figure 2. (A) Prism total internal reflection of white 

light laser excitation of nanorods within an 

electrochemical cell. Scattered light is collected by 

the objective underneath. (B) Single nanoparticle 

scattering spectra were obtained from images of 0th 

and 1st order diffracted light. (C) White light laser 

enhances nanorod dissolution. (D) Working electrode 

potential, E, was cycled from 0 V to 0.53 V vs SHE 

three times without (dark) and once with (yellow) 

white light laser excitation. Spectra were taken 

before and after potential cycles without applied 

potential (stars). (E) Example of scattering spectra 

for a nanorod before applying potential (blue), after 

three cycles in the dark (dark gray) and after one 

cycle under illumination (yellow). An SEM image of 

the same nanorod is shown in inset 3 in (F). (F) 

Nanorod dimensions from correlated SEM within the 

white light laser spot (yellow, insets 3-6), 1 mm away 

from the spot on the same WE (black, inset 2), and a 

control sample without any electrochemical 

conditioning (blue, inset 1). The scale bar in all insets 

correspond to 50 nm. 
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of single a particle approach for photocatalyst studies. 
 
We also wrote a review article on plasmonic sensing and control of single nanoparticle 
electrochemistry to summarize the current state of the field [4]. 
 
Future Plans 

All experiments we have performed so far involve the optical probing of the surface plasmon 
resonance of single nanoparticles using light to read out electrochemical charging and redox 
reactions. To decouple the effect of the probing light with electrochemical changes, we have been 
developing electrogenerated chemiluminescence (ECL) using a model Ru(bpy)3Cl2 oxidation 
reaction. Polymer stability as the host medium and reproducibility have been issues that we have 
however now overcome. We have been able to measure the ECL signal as a function of 
nanoparticle size and shape. Very initial results indicate that the ECL is not only dominated by the 
total surface area, but also the spectral overlap between the ECL and the plasmon resonance, 
although the plasmon resonance is not directly excited except for the excited Ru(bpy)3Cl2 species. 
Our future studies will focus on understanding this enhancement both experimentally and 
theoretically and testing the effect of enhanced electric fields in the gaps of dimers. Super-
resolving the emitted light will furthermore inform us about inter- and intra-particle heterogeneity of 
single plasmonic electrocatalysts. 
 
Publications 

[1] C. Flatebo, S. S. E. Collins, B. S. Hoener, Y. Cai, S. Link, C. F. Landes Electrodissolution 
inhibition of gold nanorods with oxoanions. To be submitted. 
[2] B. S. Hoener, A. Al-Zubeidi, S. S.E. Collins, W. Wang, S. R. Kirchner, S. A. H. Jebeli, A. Joplin, 
W.-S. Chang, S. Link, C. F. Landes Photoelectrodissolution of Single Plasmonic Nanoparticles. To 
be submitted. 
[3] S. R. Kirchner, K. Smith, B. S. Hoener, Sean S. E. Collins, W. Wang, Y.-Y. Cai, C. Kinnear, H. 
Zhang, W.-S. Chang, P. Mulvaney, C. F. Landes, S. Link Snapshot Hyperspectral Imaging (SHI) 
for Revealing Irreversible and Heterogeneous Plasmonic Processes. J. Phys. Chem. C 122, 6865 
(2018). 
[4] B. S. Hoener, S. R. Kirchner, T. S. Heiderscheit, S. S.E. Collins, W.-S. Chang, S. Link, C. F. 
Landes Plasmonic Sensing and Control of Single Nanoparticle Electrochemistry Chem 4, 1560 
(2018). 
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Program Scope:  This goal of this project is to develop a better understanding of hydrogen 
bonding and solvation of simple ions in liquid electrolytes.  The electrolytes considered include 
dilute salt solutions in conventional dipolar solvents, ionic liquids, and concentrated mixtures of 
ions and dipolar components such as deep eutectic solvents.  Initial efforts will involve be on 
simple, well-known systems, but the ultimate targets are the more complex electrolyte systems of 
growing importance in many energy-related technologies, most notably in the areas of Li-ion and 
related batteries, supercapacitors, and electroplating.  Three interrelated projects that combine 
infrared and NMR spectroscopy and computer simulation are planned. 
The first and primary project entails the use of far-infrared (FIR) spectroscopy to study solvation 
of simple ions such as alkali metal salts in liquid electrolytes.  FIR absorption bands of such ions 
result from rattling motions of the ions within the cage formed by surrounding solvent molecules.  
The spectra of these ion-solvent vibrations, particularly when augmented with computer 
simulations as proposed here, provide a direct window on solvation structure and dynamics of 
these ions in different solvent environments.  Although some work of this sort was initiated 
decades ago, improvements in instrumentation and computational power have greatly enhanced 
the quality of the spectra obtained as well as our ability to interpret them.  Almost no work along 
these lines has so far been reported in the more complex liquid electrolytes of interest here.  This 
research will therefore explore what new insights can be gained from this type of spectroscopy 
coupled with modern computational methods.   
The second project area involves characterization and use of phosphine oxides as mid-IR solvation 
probes.  The resonance between P=O and P+-O- forms in phosphine oxides renders the PO bond 
highly sensitive to solvent polarity, particularly a solvent’s hydrogen bond donating ability.  For 
this reason, the 31P chemical shift of triethylphosphine oxide (TEPO) was previously used to 
establish the well-known acceptor number scale of solvent electrophilicity.  Like the 31P chemical 
shift, the frequency of the P=O stretch of TEPO is highly sensitive to its environment.  In addition, 
the IR spectrum of TEPO often shows multiple bands corresponding to differently hydrogen-
bonded solvates in protic solvents.  Despite the much greater environmental sensitivity of this 
vibration compared to other vibrational chromophores in current use, this probe has been ignored 
in vibrational work since the 1980s.  Quantum chemical calculations and molecular dynamics 
simulations will be used to characterize the P=O stretch of trimethylphosphine oxide (TMPO) and 
create a spectroscopic map based on calibration against experimental data in a number of 
conventional solvents.  IR spectroscopy of TMPO and related molecules will then be used to 
measure polarity and hydrogen bonding in the liquid electrolytes mentioned above.  Classical 
molecular dynamics simulations, together with the spectroscopic map, will be used to interpret the 
observed spectra in terms of specific molecular interactions and dynamics. 
The final project is a minor extension of the FIR studies of ion solvation.  Computer simulations 
undertaken for the FIR work will be extended to include calculation of the electric field gradient 
autocorrelation function (EFG ACF), which summarizes the dynamics relevant to quadrupole 
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relaxation of atomic ions.  These functions will be used to predict quadrupole relaxation times of 
ions both in simple solvents, where experimental times are already available, as well as in 
electrolyte solvents, which have yet to be studied in this manner.  New NMR measurements of 
relaxation rates will be performed as needed to test these predictions.  Comparison of the EFG-
ACFs to suitable representations of the dynamics underlying the FIR spectra will be made in order 
to better appreciate the different perspectives on ion solvation dynamics provided by FIR and 
NMR spectroscopies. 

Recent Progress:  The main effort to date has been deciding on the details of the FIR/IR 
spectrometer that will form the focus of the experimental work.   

Future Plans:  We hope to have an instrument installed and functional early in the new year.  
Initial work will entail collecting FIR spectra of dilute Li+ and Na+ in simple solvents, both to learn 
how best to collect such spectra and to provide data with which to test our approaches to spectral 
modeling.  We will also begin to survey more complex electrolyte systems to select those most 
fruitful for detailed study.     

DOE-Sponsored Publications:  None since the project start date of 9/15/18. 
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Program Scope 
 
The long-term objective of this research is to develop a fundamental understanding of processes, 
such as transport mechanisms and chemical transformations, at interfaces of hydrogen-bonded 
liquids. Liquid surfaces and interfaces play a central role in many chemical, physical, and 
biological processes. Many important processes occur at the interface between water and interfaces 
(liquid or solid). Separation techniques are possible because of the hydrophobic/hydrophilic 
properties of liquid/liquid interfaces. Reactions that proceed at interfaces are also highly dependent 
on the interactions between the interfacial solvent and solute molecules. The interfacial structure 
and properties of molecules at interfaces are generally very  different from those in the bulk liquid. 
Therefore, an understanding of the chemical and physical properties of these systems is dependent 
on an understanding of both the bulk and interfacial solvation structure. The adsorption and 
speciation of ions at aqueous liquid interfaces are fundamental processes encountered in a wide 
range of physical systems. In particular, the manner in which solvent molecules solvate ions at the 
interface is relevant to problems in a variety of areas.  Another major focus lies in the development 
of reduced models of interaction based on the potential of mean force (PMF) and solvation free 
energies to provide accurate descriptions of both single ion and ion-ion interactions.   These 
reduced models can be used with appropriate simulation techniques for sampling statistical 
mechanical ensembles to obtain the desired collective properties such as nucleation. 

 
 

Progress Report 
Towards a resolution of the Jones-Ray effect [1]  The surface tension of dilute salt water is a 
fundamental property that is crucial to understanding the complexity of many aqueous phase  
processes. Small ions are known to be repelled from the air-water surface leading to an increase in 
the surface tension in accordance with the Gibbs adsorption isotherm. The Jones-Ray effect refers 
to the observation that at extremely low salt concentration the surface tension decreases in apparent 
contradiction with thermodynamics.  Determining the mechanism that is responsible for this Jones-
Ray effect is important for theoretically predicting the distribution of ions near surfaces.  We use 
both experimental surface tension measurements and numerical solution of the Poisson-Boltzmann 
equation to demonstrate that very low concentrations of surfactant in water create a Jones-Ray 
effect as shown in Figure 1.  We also demonstrate that the low concentrations of surfactant 
necessary to create the Jones-Ray effect are too small to be detectable by surface sensitive 
spectroscopic measurements. The effect of surface curvature on this behavior is also examined and 
the implications for unexplained bubble phenomena is discussed.  This work leaves open the 
possibility that the purity standards for water may be inadequate and that the interactions between 
ions with background impurities are  
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important to incorporate into our understanding 
of the driving forces that give rise to the 
speciation of ions at interfaces. 
 
A microscopic picture of collective properties of 
ions in solution [7]:  Understanding the nature of 
ionic hydration at a fundamental level has eluded 
scientists despite intense interest for nearly a 
century. In particular, the microscopic origins of 
the asymmetry of ion solvation thermodynamics 
with respect to the sign of the ionic charge 
remains a mystery. We determine the response of 
accurate quantum mechanical water models to 
strong nanoscale solvation forces arising from 
excluded volumes and ionic electrostatic fields as 
schematically shown in Figure 2. This is 
compared to the predictions of two important 

limiting classes of classical models of water with fixed point changes, differing in their treatment 
of “lone pair” electrons. Using the quantum water model as our standard of accuracy, we find that 
a single fixed classical treatment of lone pair electrons cannot accurately describe solvation of both 
apolar and cationic solutes, emphasizing the need for a more flexible description of local electronic 
effects in solvation processes. However, we explicitly show that all water models studied respond 
to weak long-ranged electrostatic perturbations in a manner that follows macroscopic dielectric 

continuum models, as would be expected. The 
importance of these findings in the context of realistic 
ion models, using density functional theory and 
empirical models, and discuss the implications of our 
results for quantitatively accurate reduced 
descriptions of solvation in dielectric media. 
 
Solvation Free Energies: [3,11, 12] Ionic solvation 
free energies are one of the most fundamental and 
important properties in physical chemistry and yet 
there is still debate and uncertainty about what they 
are. In particular, the contribution from the surface 
potential of the air-water interface is poorly 
understood.  Our research is aimed at providing clear 

and rigorous definition of single ion  

 
Figure 1:  Experimental and theoretical fit of NaCl 
surface tensions in the presense of a dilute (but 
measurable) surfactant and the pure salt solution.  
Clear indication that the presence of a dilute surfactant 
gives rise to a Jones-Ray-like effect. 

 
Figure 2:  Schematic of the range of solvent 
response to a charged HS.  The extreme on the 
the  left is the empirical TIP5P model that 
contains explicit lone pairs.  The extreme on the 
right is the SPC/E point charge model.  Our 
findings suggest that quantum based 
descriptions produce a  response to a charged 
HS that interpolates between the two extremes.   
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solvation free energies (see Figure 3).   Starting 
with model systems we calculate solvation free 
energies for positive and negative charged hard 
spheres using interaction potentials based in 
quantum density functional theory (DFT). For 
charged hard spheres we show that DFT water 
responds linearly  to the charge in the center of the 
cavity but exhibits a very large charge hydration 
asymmetry  that is much larger than experimental 
estimates for real ions. [1] This indicates that real 
ions, particularly anions, are significantly more 
complex then the simple charged hard spheres they 
are often considered to be.  We have used these 
methods developed on model systems to compute 
single ion free energies of both aqueous Li+ and F-.  
As stated previously, our research suggests that the 
Li+ behaves similar to a charged hard-sphere 
whereas F- takes on much more complex behavior 
that relies on a accurate description of the short-
range quantum mechanical interaction.  [5] 
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the undetectable: The role of trace surfactant in the Jones-Ray effect”  J. Chem. Phys. (in press) 

 
Figure 3: Four different definitions of the 
electrostatic contributions to the solvation free 
energies: Real, Intrinsic, Ewald (inherently 
unphysical because they contain the Bethe 
potential--jB), and Bulk.  The conversion between 
each of the definitions is denoted schematically be 
the addition/subtraction of well-defined potentials, 
namely the Bethe potential--jB, the dipole 
potential due to the presence of an interface--jD, 
the cavity potential--jC. Note, for the case of 
quantum based potentials such as DFT, jB is large 
and positive. See Remsing et al. J. Phys. Chem. 
Lett. 5, 2767 (2014) for details. 
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Program Scope. 

The goal of this research project is to gain a molecular-level understanding of the structure and 
dynamics of aqueous solutions in nanoporous materials by integrating state-of-the-art ultrafast 
vibrational spectroscopy/microscopy with advanced computer simulations based on many-body 
molecular dynamics. 

Specific focus is on identifying the physical mechanisms and characterizing the underlying 
molecular interactions that determine the adsorption and transport processes of water and small 
solutes in metal-organic frameworks (MOFs) and β-cyclodextrin (β-CD) polymers - prototypical 
examples of inorganic porous materials and polymers, respectively, which have recently been 
proposed for technological applications in water purification. By combining bulk- and surface-
sensitive, spatially resolved ultrafast vibrational spectroscopy with many-body molecular 
dynamics simulations, we aim at gaining broad insight into the structure and mobility of 
nanoconfined water in MOFs at various length scales. Analogous studies of salt solutions in 
MOFs will shed light on the molecular mechanisms as well as key solute-framework and water-
framework interactions that govern the adsorption and transport of small ions through 
nanopores with different sizes, shapes, and degrees of hydrophobicy/hydrophilicity. Finally, 
measurements of spatially-resolved, surface-sensitive vibrational spectra will probe water 
heterogeneity in β-CD while many-body molecular dynamics simulations will be used to 
characterize domain-specific, structure-binding affinity relationships.  

There are no publications to report because this is a new award, with a start date of September 
15, 2018. 
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Studies of surface adsorbate electronic structure and femtochemistry at the 
fundamental length and time scales 

We study the dynamical properties of solid surfaces on the femtosecond temporal and atomic 
spatial scales by time-resolved multiphoton photoemission (TR-mPP) and scanning tunneling microscopy 
(STM). The chemical and physical properties at molecule-solid interfaces are fundamentally important for
energy storage and conversion processes.1-5 We have performed research on i) the electronic structure of 
alkali atom covered graphite surfaces; ii) alkali atom promotion of catalytic interactions on metal 
surfaces; iii) metal atom-organic molecule interactions on metal surfaces; iv) ultrafast (sub-
femtosecond) screening of the Coulomb interaction at metal surfaces; v) photoinduced metal-
adsorbate charge-transfer dynamics. vi) ultrafast coherent dynamics in mPP; vii) onset of the non-
perturbative mPP. Here we report on ii), iii) and vi). 

We have performed scanning tunneling microscopy (STM) on a variety of metal atom-molecule 
systems. In one direction we investigate 2D topological insulator (TI) properties of a metal-organic 
honeycomb-kagome lattice that theory predicts to have TI band structure in the absence of support, but our 
experiment and theory shows that on Ag(111) surface the properties are lost due to the substrate-induced 
Rhasba effect. We also investigate the interaction of chemisorbed alkali atoms with high energy density 
molecules, such as O2. This research is inspiring new research directions in alkali atom promoted Haber-
Bosch synthesis of NH3, and other processes that involve breaking of multiple chemical bonds. We have 
also applied multidimensional coherent multiphoton photoemission (MDCMP) spectroscopy to study the 
coherent electron dynamics at Ag(111) surface. We want to develop a theoretical understanding of coherent 
nonlinear photoemission spectroscopy of solids. Much work has been done on coherent nonlinear optical
spectroscopy of molecules in a variety of phases, but photoemission spectroscopy provides energy and 
momentum resolved information that is essential in the solid state. We pioneered such spectroscopy in 
1997, and are still the only ones with such capability; so also want to the develop the theory. The 
measurements on Ag(111) have expanded our research in several directions, some of which are described.  
Alkali atom promotion of catalytic interactions on metal surfaces. We have investigated 
interactions of K ions with O2 molecules on Au(111) surface by low temperature (LT) STM and theory; the 
inspiration from interesting results, has led us (Prof. J. Zhao’s group at USTC) to look into alkali atom-

Fig. 1. a) STM image of a K atom overlayer (dark dots) on Au(111)  surface (underlying 
contrast) with some K2O2 structures (bright dots), which remove 2 K atoms/dot from the superstructure. 
b) The calculated spontaneous formation of K2O2 on Au(111) surface (gold) by K atom (purple) motion 
to O2 molecule (red) placed into the K atom superstructure. c) The transition state for Haber-Bosch N2

(light blue) dissociation on Ag(111) (silver) in presence of Fe (dark blue) and K atoms (purple).  

3 × 22
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promoted chemistry on solid surfaces. Alkali atoms on metal surfaces (eg Au(111)) are ionized at 
submonolayer coverage and form a hexactic liquid structure through the mutual dipole-dipole repulsion, 
leading to appearance of dots in the LT-STM image in Fig. 1a. Adsorption of a trace O2 molecules produces 
brighter dots , where each molecule causes disappearance of two K ions. We conclude with support of DFT 
calculations that the bright dots correspond to K2O2 molecules, where K ions bind to the π-orbitals of O2 
molecules, one on each side (Fig. 1b). Theory and vibrational spectroscopy indicate that this interaction 
causes ~1 e− to be transferred to sandwiched O2 molecules, causing the O2 π-bond to weaken and stretch. 
K2O2 is thought to be a reaction intermediate in alkali-air batteries, but so far there have been no studies at 
the molecular level. We conclude that one aspect of alkali promotion of catalysis is the attraction of alkali 
atoms to π-orbitals and the concomitant charge transfers. This led us to investigate whether other π-orbital 
rich catalytic targets (N2, CO2, etc.) also experience similar interactions. For example, the rate limiting step 
for the Haber-Bosch synthesis of NH3 from N2 and H2 is thought to be the dissociation of the N2 triple bond. 
It has been proposed that N2 is sandwiched by alkali atoms from the side, and transition metal atoms from 
the ends. This indeed is promising; in Fig. 1c when 2K atoms and 2Fe atoms complex N2 molecule on 
Ag(111), they cause 1.2-1.3 e− transfer to the π*-orbital, and reducing the transition state energy by ~1 eV.  
Metal atom-organic molecule interactions on metal surfaces. We have continued our studies of 
metal-organic molecule polymers. Previously, we demonstrated that phenylene-diisocyanide (PDI) on Au 
surfaces forms Au−C bonds with Au adatoms to grow Au-PDI chains. If Au adatoms form such metal-
organic polymers, we wondered what happens with other metals. LT-STM studies reveal that alkali atoms 
bind two PDI molecules, but do not form chains. More interesting, however, is the interaction with Ag 
atoms on Ag(111) surface. Although Ag is a noble metal like Au, it has a stronger preference for tipple 
coordination.  Indeed, instead of making chains, deposition of PDI molecules on Ag(111) surface leads to 
formation of a honeycomb-Kagome lattice, with Ag atoms at vertices and PDI molecules forming sides of 

a hexagonal lattice. DFT calculations 
of an isolated Ag-PDI sheet predict 
that it should have Dirac points at K 
and K’ points of the Brillouin zone, 
and the corresponding bands should 
have 2D topological character, where 
the edges are conductive and interior 
of Ag-PDI sheets is insulating. That 
is not observed experimentally, 
however. We have shown by theory 
that a potential at a metal surface 
introduces a Rashba effect that closes 
the topological band gaps; in fact, the 
Ag-PDI sheet is metallic. We expect 
that the Rashba effect to disrupt most 
potential 2D topological materials.3  

Ultrafast coherent dynamics in mPP. We have applied mPP spectroscopy and interferometric TR-
mPP spectroscopy to study the coherent dynamics in Ag(111). To see that the response of a metal is 
dominantly coherent, one just has to look into a metallic mirror, however, the coherent optical response 
occurs on a sub-femtosecond time scale; by performing and energy and momentum resolved mPP 
experiment, we have better chance of resolving the coherent electron dynamics on a more accessible time 
scale. We have investigated the coherent response of Ag(111) in two different experiments where the 
photoinduced electronic interactions are minimized and maximized. First, we investigated the coherent, 
nonresonant 4 and 5 photon photoemission from the occupied Shockley surface (SS state near the Fermi 
level (EF) of Ag(111) with IR (~1.5 eV) light. The location of SS electrons at a surface near EF, insures that 
they have the minimum interactions with the many-body system. We also simulated the interferometric 
mPP signals by an optical Bloch equation (OBE) model. The interferometric mPP measurements indicate 

Fig. 2. STM image of the 2D Ag-PDI hexagonal-Kagome lattice 
with Ag atoms at hexagon apices (inset, simulated STM image). 
The band structure showing the calculated topological bands (red). 
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that 4 and 5 photon 
photoemission occurs 
by excitation of 
coherent polarizations 
which oscillate, 
respectively, at 4ω and 
5ω frequencies (Fig. 
3). This demonstrates 
that the multiphoton 
absorption for a 
nonresonant process is 
entirely coherent, and 
is well suited for the 
OBE analysis, which
gives us a good entry 
point for theoretically 
simulating the 
excitation process. 
Significantly, we see 
an above-threshold 
photoemission (ATP) 
process where the 
penultimate level in 
mPP is above the work 
function, but SS 

electrons absorb one more photon than necessary to induce photoemission. Such ATP signals have been 
reported before, but have been attributed to a process where electrons are excited to a photoemission state, 
from where, before escaping into vacuum, they absorb another photon (4+1 photon process). Our study 
shows that the ATP occurs by the rectification of 5ω polarization (5 photon process) and does not involve 
the intermediate population of a 4-photon state. Thus, our OBE analysis of the coherent multiphoton 
interaction is able to distinguish the excitation pathways at metal surface. We are extending such studies to 
photon energies that increase interactions of the coherent polarizations with intermediate excited states. 

In another direction, we also investigated the response of Ag(111) surface to UV light as the 
excitation is tuned through the ε(ω)=0 region. At ε(ω)=0, the response of a material to the optical field is 
nonperturbative, and nonlinear processes are strongly enhanced because the lowest order polarization 
excited in the sample is zero, and higher nonlinear orders of polarizations dominate. The ε(ω)=0 condition 
determines the bulk plasmon frequency of a metal. At ε(ω)<0, the plasmonic response of a metal screens 
the external field by setting up an opposing field that reflects the incoming field on the time scale of the 
inverse plasma frequency (<1 fs). For ε(ω)≥0, the optical field propagates through a metal as bulk plasmon 
excitations, since the electronic system cannot respond fast enough to screen the field. The ε(ω)=0 condition 
for Ag(111) surface occurs at 3.8-3.9 eV, and the consequent collective plasmonic response is 
fundamentally related to other plasmonic phenomena of interest to physics, chemistry, and nanotechnology.

We have measured 2PP spectra of Ag(111) surface for ħω=2.6-4.5 eV (Fig. 4). The spectra have 
surface state contributions, which are not of interest here, and have been studied extensively. In addition, 
there is signal from two-photon resonant absorption from the lower bulk sp-band (Lsp) to the upper sp-band
(Usp); this SP transition is particularly sensitive to the near surface optically induced fields. We find that this 
signal dominates 2PP spectra for ħω=3.4-3.5 eV, but disappears above ħω=3.9 eV. We conclude that the 
screening response causes intensification of the near surface fields due to the multipole plasmon screening 
response below the bulk plasma frequency. Above the bulk plasmon frequency the electronic system cannot 
respond to intensify the surface field, and the excitation propagates through metal as a charge density wave. 
At the bulk plasmon frequency, we observe another signal at 7.75 eV, which does not change with ħω and 

 
Fig. 3. a) Interferometric TR-5PP measurement of ATP from the SS of Ag(111) 
surface. Integrating the time domain measurement gives the 5PP spectra of the 
SS and image potential state; cross sections through time-domain spectra give 
their interferograms. The tilted interference fringes are a sign of a coherent mPP 
process. B)Fourier transforms of the interferometric date showing the correlation 
between the induced polarization in the sample and the final photoelectron 
energy. The slopes indicate that ATP occurs by a coherent 5 photon process. 
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is most intense for 
ħω=3.9 eV, the bulk 
plasmon frequency. 
This is highly unusual 
in mPP spectroscopy, 
and it can signify that 
the photoemission 
signal involves the 
excitation of an 
energy localized final 
state, which in the case 
of Ag(111) surface, 
does not exist. Instead 
we assign it to a decay 
of two bulk plasmons 
exciting electrons 
from EF to produce the 

ħω-independent 
signal at 7.75 eV. 
Thus, the 2PP 
measurements in the 

ε(ω)=0 region provide information on the collective plasmonic excitation from single-particle spectra. 
 

DOE supported publications 2016-2018.  

Fig. 4. a) The surface and bulk band structure and 2PP excitation pathways in 
Ag(111). b) 2PP spectra of Ag(111) for different excitation energies showing the 
dominant SP transition, when ħω<3.8-3.9 eV is below the bulk plasmon at 
ε(ω)=0 energy. c) expanded spectra showing the 7.75 eV peak due to decay of 
two bulk quanta exciting electrons from EF. 
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Probing Condensed-Phase Structure and Dynamics in Hierarchical Zeolites and Nanosheets for
Catalytic Upgradation of Biomass

Neeraj Rai

330 Swalm Chemical, Mississippi State University, Mississippi State, MS, 39762

Email: neerajrai@che.msstate.edu

Program Scope

Understanding complex reactions at the molecular level in systems characterized by multiscale collective

coupling across time and space is a significant scientific challenge. This project is guided by the hypoth-

esis that interactions of oligomers, solvents and active sites can be tailored by a suitable choice of solvent

and also of pore architecture of solid-acid catalysts to promote chemical transformations during catalytic

conversion of biomass. The architecture is determined by the choice of hierarchical zeolites, which pro-

vide large channels for macromolecule diffusion and small pores for catalysis. A multiscale computational

approach will be used to elucidate physical and chemical interaction across multiple spatial and tempo-

ral scales. Furthermore, advanced first principles Monte Carlo algorithms will be developed to efficiently

sample configurational space. We will use advanced first principles Monte Carlo and molecular dynamics

simulations, and electronic structure calculations to answer fundamental scientific questions pertinent to

acid catalyzed hydrolysis and hydrogenolysis of cellulose and lignin, respectively, in ordered mesoporous

zeolitic structures. One outcome will be a better understanding of the fundamental interactions of reactant

and solid acid catalysts in the presence of solvents, enabling rational design of catalytic systems that can

upgrade biomass in a selective and energy efficient manner. Another outcome will be the development of

sampling tools essential to detangle interactions in complex, reactive phenomena.

Recent Progress

Diffusion of Glucose Molecules in Nanopores of Beta Zeolite in the Condensed Phase: Our initial focus has

been to understand diffusion of glucose and solvent molecules in the nanopores of zeolites

Figure 1. The snapshot of water (A) and glucose (B) molecules in the

nanopores of Beta zeolite. Plots on the right show number of glucose or water

molecules per unit cell as function of temperature and pressure.

Beta. We have conducted molecular

dynamics simulations in isothermal iso-
baric ensemble to elucidate the diffusion

mechanism. A model of zeolite supercell

was generated and the dangling bonds

were saturated with hydrogen atoms.

Glucose and solvent molecules were

subsequently added to the system. Simu-

lations were were started with no solvent

and glucose molecules in the nanopores.

As the simulation progresses, solvent

and glucose molecules diffuse in the pore

till the equilibrium is reached. Figure 1)

provides snapshot of the system after

equilibration. We find that number of glucose molecules in the pores increases as the temperature increased,

while the number of water molecules goes down. With respect to the pressure, however, there is not much

change in the pore filling. We also find that dynamics of solvent and glucose inside the pores slows down

by an order of magnitude compared to glucose solution outside the zeolite framework. Although water

molecules are able to diffuse into the smaller pores, glucose molecules reside primarily in the large pores

(pore diameter ≈ 0.7nm).

Effect of Nanosheet Surface Termination on Binding Modes of Model Compounds with Ether Linkage:
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Figure 2. Electron density difference plots during binding of lignin dimer HH and PE on (a) H:OH = 100:0 % , (b) H:OH = 50:50

%, (c) H:OH = 0:100 % terminated surface. Green and yellow represent regions of charge density depletion and accumulation,

respectively. The isosurface level is 0.002 e/a0
3 (where a0 is the Bohr radius) for all structures.

We have initiated electronic structure calculations to understand the binding modes of model compounds

with β-O-4 linkages (1-(4-hydroxyphenyl) 2-phenoxy-1,3-propanediol (HH) and 2-phenoxy-1-phenylethanol

(PE)) on MWW 2D zeolite nanosheets. Brønsted acid site was introduced by replacing one of the silicon

atoms with aluminum atom and the charge was compensated by introducing proton on the bridging oxygen

(see Figure 2). We have used PW91 and optB88-vdW density functionals for these calculations. The effect

of different surface termination (–H vs –OH) on electron charge density is shown in Figure 2. Although

the binding energies for PW91 functional are 10-15 kcal/mol smaller than the optB88-vdW functional, the

qualitative trends are similar, i.e. as we increase the density of –OH group on the surface of MWW 2D

nanosheet, the binding energy increases. We have also carried out ab initio molecular dynamics simula-

tions in the presence of solvents. We have investigated the effect of different terminated surfaces (H:OH

% = 100:0; 50:50; 0: 100 %), different temperatures (323, 353, 373 K), and different solvents (water and

methanol) on the binding modes by calculating physical parameters such as bond angles and bond length.

Our work shows that binding strength is enhanced by increasing number of hydroxyl groups on the surface,

and binding energy varies from 10 to 15 kcal/mol in the gas phase. Also, phenolic dimer shows better bind-

ing strength than the non-phenolic dimer and the presence of solvents has significant impact on the binding

configuration of both dimers. Overall, MWW framework is characterized by first principles DFT calcula-

tions, with the aim of gaining detailed insights into the different binding modes of β-O-4 linkages on the

catalytic surface to observe further complete reaction mechanisms for cleavage of β-O-4 linkages of lignin.

Effect of Molecular Structure of Phosphonium Based Ionic Liquids (ILs) on IL/Water Interface :
Phosphonium based phase-separable ionic liquids (PSILs) are promising green solvents for dissolution of

cellulose and lignin, a necessary step for conversion of biomass to fuels and chemicals. The knowledge of

interfacial behavior of ionic liquid/solvent systems is critical for designing efficient dissolution processes.

Molecular dynamics simulations were carried out for aqueous interface of tetraalkylphosphonium ionic

liquids with chloride and acetate as anions to investigate IL miscibility with water. The transition zone

from miscible to immiscible behavior was observed for alkyl chain lengths of 6 to 8. Emulsion phase was
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Figure 3. Snapshot at the end of 80 ns of MD simulation of phosphonium chloride (Figure A) and acetate (Figure B) IL?s and

TIP3P water mixture for alkyl chain length of 2, 4, 6, 8, and 12 (for the alkyl chain length of 12, a snapshot at the end of 190 ns is

shown in the figure).

observed for [P8888]+ ion and multiple IL/water interface was observed for [P12121212]+ phosphonium cation.

IL/water interface is observed to be enriched with solvated anions with phosphorous atom oriented towards

the aqueous phase. The diffusion of chloride and acetate ions into aqueous phase was observed as these ions

are better solvated in the aqueous phase. The analysis of selected pair interactions provides insights into the

nature of intermolecular forces and the role of the alkyl side chains on the interfacial properties.

Implementing Advanced Monte Carlo Algorithms in CP2K:
Our initial focus has been developing a suitable data structure that will be efficient for first principles sim-

ulations. As a result, we are representing complex molecules using graph data structure, where, each atom

represents a node of a undirected graph and each bond represents an edge of graph. This approach allows us

to efficiently schedule the growth of molecule in condensed phase. Similar to graph traversal mechanisms,

we are working on both breadth first search and depth first search approaches to grow the molecule starting

from a random atom. A molecule can be decomposed into multiple fragments based on functional groups,

backbones and rings. We are using a depth first search algorithm to detect the ring structure in a molecule.

In a graph data structure, each fragment corresponds to a node and fragment connectivity represents edge of

graph.

Future Plans
In the next year, we will look at the the diffusion mechanism of different solvent and probe molecules in

zeolites with topologies. Condensed phase simulations with oligomers will be started to understand the

effect of molecular structure on transport. Reaction mechanism for liginin depolymerization in the presence

of solvents will be started. We will test the sampling efficiency of advanced Monte Carlo algorithms on the

lignin model compounds on the surface of zeolite nanosheets.

List of Publications
This project has not resulted in any publications yet.
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MOLECULAR STRUCTURE, BONDING AND ASSEMBLY AT 
NANOEMULSION AND LIPOSOME SURFACES 

PI: Geraldine Richmond, 1253 University of Oregon, Eugene, OR 97403 
 Email: richmond@uoregon.edu 

Program Scope and Definition  
  Nanoemulsions and microemulsions enable solvation of oil into water (or vice versa), 
which provides a unique platform for many different biological and industrial applications. 
Nanoemulsions, unlike microemulsions, have seen little work done to characterize molecular 
interactions at their surfaces. With time, nanoemulsions destabilize and eventually separate into 
their respective phases with the process initialized by either coalescence or Ostwald ripening 
mechanisms. Molecular species, such as surfactants adsorbed to the droplet interface, can 
significantly extend nanoemulsion stability by increasing the steric hindrance or electrostatic 
repulsions between droplets, along with lowering the interfacial tension between the two phases. 
Although there have been many studies of nanoemulsion stability in bulk solutions there is a lack 
of understanding on a molecular level of how molecules assemble and bond at the oil/water 
junction at the surface of nanoemulsions.  

The objective of these studies is to advance our understanding of the molecular structure, 
orientation and bonding of surfactants at the surface of nanoemulsions and liposomes, and 
analyze the bonding characteristics of interfacial water near soft particle interfaces. Our approach 
involves measuring the surface vibrational spectroscopy of the surfactant coated particle surfaces 
in-situ using vibrational sum frequency scattering spectroscopy (VSFSS), with related 
complementary studies of these surfactant systems examined at the more well-defined planar 
oil/water interface by vibrational sum frequency spectroscopy (VSFS). Classical molecular 
dynamics (MD) calculations coupled with density functional theory (DFT) methods are 
employed to assist in spectral assignments and understanding solvation effects. Other 
experimental techniques such as dynamic light scattering (DLS), zeta potential (ZP), and surface 
tension (ST) are being used.  Our recent publication investigating AOT stabilized nanoemulsions 
provides a powerful demonstration of our approach.

1
 

 

Recent Progress on Synergistic Effects of Polymer-Surfactant Adsorption at Oil/Water  
 Polymer–surfactant (PS) mixtures stabilize nanoemulsions in drug delivery, food science, 

and industrial applications, among others. They can be classified into the categories of weakly 

interacting systems, composed of ionic surfactants and non-ionic polymers, and strongly 

interacting systems composed of oppositely charged ionic surfactants and polyelectrolytes. For 

the former, the dominating intermolecular interactions are hydrophobic, with weak electrostatic 

contributions. For strongly interacting PS mixtures – the focus of the studies described below – 

both electrostatic and hydrophobic forces appear to be important. Although the true molecular 

structure of these strong PS complexes at the nanodroplet surface is still unknown, we have made 

significant progress studying the assembly of these complexes at the planar oil/water (O/W) 

interface. Prior research using neutron scattering, x-ray scattering, and surface tension 

measurements at air/water interfaces suggests that strongly interacting PS systems form ordered 

interfacial layers. Several groups propose a layer-by-layer growth mechanism, where oppositely 

charged polyelectrolytes (PEs) are alternatively added to the nanoemulsions to create thicker 

polyelectrolyte “shells” on top of the pre-existing layered structures. The first layer is thought to 

be the most crucial with respect to subsequent layer structure. Systems showing multilayer 

adsorption (≥ 60 Å) are classified as “type 1”; those with monolayer of ~20 Å are labeled “type 

107



2”. Tetramethylammonium surfactants (CnTAB) coupled with anionic PEs can form either type 1 

or 2 depending on the chain length (n). We have chosen two systems for study this past year with 

the results detailed below. 
 
A. Cetyl trimethylammonium bromide (C16TAB) and Polystyrene Sulfonate (PSS) 

The C16TAB and PSS stabilized nanoemulsions are 

important to study due to their many uses, such as for drug 

delivery. Our studies of this PSS:C16TAB system
2
 have 

first examined the stabilization of nanoemulsions using 

C16TAB alone, where C16TAB forms stable nanoemulsions 

of ~200 nm ZP values near +80 mV. Figure 1 shows a 

VSFSS spectrum in the CH stretching region of the alkyl 

chains of C16TAB at the surface of 250 nm nanoemulsions 

for three C16TAB concentrations. Both methyl and 

methylene peaks appear, with the intensities of these modes 

indicating that C16TAB, in the mM concentrations range, 

the alkyl chains are considerably disordered. 
Upon addition of PSS to the 0.1 mM C16TAB 

emulsions, we find that the polymer readily adsorbs to the 
nanoemulsions surface, indicated by the decrease in ZP. 
When C16TAB and PSS monomers are present at equal concentrations, the ZP is approximately 

zero, indicating charge neutralization at the interface. With 
increased PSS, the ZP continues to decline until a 
PSS:C16TAB ratio of ~50, where the ZP plateaus around -
110 mV. The use of deuterated C16TAB allows 
measurement of only PSS alkyl signal with VSFSS. Figure 
2 shows the CH spectrum as a function of PSS:C16TAB 
ratio. PSS CH modes increase as the ratio moves from 0.1:1 
to 100:1. Once the ratio crosses the equimolar region, PSS 
CH modes appear, indicating that the polymer backbone is 
relatively well ordered. These studies show that at low PSS 
concentration C16TAB dominates the interface, but as PSS 
is added an ordered layer forms, induced by electrostatic 
interactions. Another interesting observation is the clear 
time dependence of polymer signal. The CH signal of the 
polymer at higher PSS/C16TAB ratios slowly grows in with 
time, reaching a stable signal after ~2 hours. This could be 
due to slow adsorption to the surface or a gradual 

reorientation of the adsorbed polymer, and will be explored in future work. It is clear, however, 
that we are able to monitor these adsorption processes, allowing us further studies to understand 
the balance between surface hydrophobic, hydrophilic and electrostatic factors of this important 
system. 
 
B. C16TAB + Polyacrylic acid (PAA)  

Polyacrylic acid (PAA) has been used industrially as a desiccant and emulsifier. PAA’s 
simple structure makes it a model polymer for studies involving carboxylate chelation and 
fractional polymer ionization. The interfacial activity of PAA at an oil/water interface exhibits 
pH-tunable behavior.

3
 Below pH 4.5, PAA forms an initial ordered polymer layer with 

108



subsequent disordered layers. Above pH 4.5, deprotonation of PAA’s carboxylic acid groups 
cause it to remain fully solubilized in the aqueous bulk. C16TAB and PAA exhibit extreme ST 
lowering at the oil/water interface, which make them promising candidates for emulsion 
applications. Interfacial studies of PAA/surfactant systems are rare, but indicate the two 
components interact through a mix of hydrophobic and electrostatic interactions. Furthermore, 
these interactions are extremely dependent upon concentration and pH, opening the possibility of 
precise interfacial tuning. 

In the most recent publication to come from this grant,
4
 the PAA/C16TAB surface 

structure was found to be highly dependent upon PAA concentration. By utilizing a fully 

deuterated surfactant, vibrational modes from each component (polymer, surfactant, and water) 

were isolated and studied with VSFS. Corroborating ST and ZP were used to thoroughly 

examine the bulk-to-surface partitioning of this unique system. Ultimately, the system was found 

to have 3 different “regimes” of interfacial structure, dependent upon PAA concentration, which 

are represented in Figure 4.  

At very low PAA concentration (Regime I), the system exhibits remarkable interfacial 

synergy, as indicated through a doubling in surface pressure over that of C16TAB alone. In this 

regime, however, only vibrational signatures from C16TAB and interfacial water are detected. 

PAA’s interfacial presence was revealed through a lowering of the surface tension and interfacial 

charge compared to C16TAB alone. In Regime I, the surface interactions between PAA and 

C16TAB are largely hydrophobic, and the dipoles of adsorbed PAA do not have a net orientation. 

We hypothesize that the structure of adsorbed PAA is that of a loose coil, as it is in bulk. As 

PAA concentration is increased to the equimolar point, surface tension drops sharply and the 

system enters Regime II. 

 In Regime II, an increasing PAA concentration leads to simultaneous decrease of surface 

tension and interfacial charge, along with an increase in COO
-
, COOH, and CH modes unique to 

the polymer. The uncoiled polymer has a net orientation at the interface in this and the next 

regime. C16TAB and PAA primarily interact through electrostatic binding. Though adding more 

PAA further increases adsorption, only the carbonyl and alkyl modes increase in signal, meaning 

additional carboxylate moieties exist on charged segments extending into the aqueous phase. At 

the system’s isoelectric point, the interface 

exhibits the highest degree of adsorption and 

lowest amount of interfacial charge. 

Beyond the isoelectric point, the system 

enters Regime III. A slight pH increase 

deprotonates PAA, and the net interfacial charge 

is negative. Like-charge repulsions prevent 

further PAA adsorption, and may serve to 

introduce interfacial disorder. However, the 

strong electrostatic binding between carboxylate 

and C16TAB headgroups keeps the polymer 

extended and oriented. At this concentration, the 

interface is saturated with PAA, and additional 

PAA stays in bulk. 
It is clear from this study that, even at low concentrations, both hydrophobic and 

electrostatic interactions dictate synergic interfacial properties. Structural observations made 
herein are relevant for efforts using polymers as emulsion stabilizers or interfacial templates. 
High polymer/surfactant ratio leads to interfacial overcharging due to a slight pH change, but 
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there is no evidence of multilayer formation at any concentration of polymer. Further interfacial 
layers would best interact with PAA’s oriented carboxylic acid groups. This summary has only 
scratched the surface of these findings, which provide much needed molecular details otherwise 
lacking in previous studies. 

 

Future Studies 
 In the coming year we will be working on several projects:   

• The studies involving C16TAB and PSS described above will be continued as we seek to 
understand the time dependence in the encapsulation of these C16TAB stabilized 
nanoemulsions with multiple layers of PSS.  The combination of VSFSS, ST and DLS 
will be important in these time dependent studies. 

• Another project currently in progress will examine the co-adsorption of 
dodecyltrimethylammonium bromide (D12TAB) with PSS.  We have begun this project 
with VSFS studies of co-adsorption at the planar oil/water interface.  Extension of these  
studies to  D12TAB/ PSS nanoemulsion interfaces will follow after full spectral 
interpretation and adsorption characteristics at the planar interface is determined. 

• We have just begun a new project involving sodium dodecyl sulfate (SDS) combined 

with polyethylenimine (PEI).  Co-adsorption of this polymer and surfactant can lead to 

very stable nanoemulsions but there is much uncertainty about the mechanism of 

adsorption.  We are interested in to exploring how changes to the pH, ionic strength and 

temperature affect the interfacial layering on the surface of nanoemulsions through 

VSFSS, ST and DLW.  This is motivated by the broad application of these 

nanoemulsions in a variety of medical and technological applications.  

• We will be continuing our computational studies that augment our VSFSS and VSFS 

studies and assist in spectral assignments as well as surfactant adsorption characteristics. 

To this goal we are developing a “stitching” method
"
 to compute C16TAB anharmonic 

frequencies, which will be used in conjunction with MD simulations and DFT 

calculations to model VSF data.  

Publications referenced above that have resulted from the studies sponsored by this grant. 

[1]  “Molecular characterization of water and surfactant AOT at nanoemulsion surfaces”. J.K. 

Hensel, A.P. Carpenter, R.K. Ciszewski, B.K. Schabes, C.T. Kittredge, F.G. Moore, G.L. 

Richmond, PNAS, 2017, 114 (51), 13351 

[2]  “Under wraps: molecular details of polyelectrolyte adsorption onto surfactant stabilized 

nanoemulsions”, A.P. Carpenter and G.L. Richmond, manuscript in preparation. 

[3]  “Come Together: Molecular Details into the Synergistic Effects of Polymer-Surfactant 

Adsorption at the Oil/Water Interface”, B. Schabes, R.M. Altman, G.L. Richmond, J. Phys. 
Chem. B, 2018, 122 (36), 8582-8590 
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Equilibrium Structure and Dynamics of Aqueous Solutions and Interfaces  
Richard Saykally (RJSaykally@lbl.gov), Musahid Ahmed (mahmed@lbl.gov), Phillip L. 

Geissler (plgeissler@lbl.gov), Kranthi Mandadapu (KKMandadapu@lbl.gov),  
and Teresa Head-Gordon (TLHead-Gordon@lbl.gov) 

Lawrence Berkeley National Laboratory, Chemical Sciences Division,  
1 Cyclotron Road, Berkeley, CA 94720 

 
Program Scope:   
 
Solvation of ions and molecules is central for governing chemical transformations in many energy 
technologies. Key processes include electrochemical transport, ion pair formation and 
crystallization, corrosion, as well as chemical reactions in solutions and at interfaces.  The goal of 
this work is to develop predictive models of electrolyte behavior in bulk solution, at interfaces and 
in confined environments.  
 
Recent Progress:  
 

Geissler has derived and verified finite size corrections for molecular simulations of 
interfacial solvation. 1  These corrections presume that dielectric continuum theory (DCT) 
accurately describes the polarization response of water at nanometer scales and above. The 
remarkable accuracy of this approach establishes a simple method for extrapolation to the 
thermodynamic limit, an important capability for computationally assessing the applicability of 
simplified theoretical models for ion solvation. Using this method to evaluate nonlinear solvent 
response to the charging of a solute, we find that DCT fails in important ways to describe the 
interfacial adsorption thermodynamics of small ions. Together, these results establish a length 
scale below which DCT breaks down, approximately 1-2 molecular diameters. At larger scales, 
DCT appears to be a realistic caricature of water even in the heterogeneous environment presented 
by the liquid-vapor interface.  

Saykally and coworkers examined ion adsorption to the model interface formed by water 
and graphene, comparing the results for this prototypical material interface to those from an earlier 
study with the Geissler group of the air/water interface.2 Deep UV second harmonic generation 
measurements of the SCN− ion, a prototypical chaotrope, determined a free energy of adsorption 
within error of that for air/water. However, unlike for the air/water interface, wherein 
repartitioning of the solvent energy drives interfacial ion adsorption, computer simulations reveal 
that direct ion/graphene interactions dominate the observed favorable enthalpy change. Moreover, 
the graphene sheets dampen capillary waves such that rotational anisotropy of the solute, if present, 
is the dominant (and unfavorable) entropy contribution, in contrast to the air/water interface.  
 As a route to further clarifying the mechanism that selectively drives ions to and away from 
the air/water interface, we have developed a new experiment (Deep UV Sum Frequency 
Generation) for measuring the complete charge transfer to solvent (CTTS) spectrum of interfacial 
anions, and have applied it to the prototypical cases of the iodide and thiocyanate anions.3 The 
spectra show significant differences from the bulk CTTS spectra, and provides a new variable for 
constructing general theoretical models to explain interfacial ion behavior, which are underway in 
the Geissler group.  Our studies of ion adsorption to solid-liquid interfaces were extended to 
polymer systems in a first study of aqueous ion adsorption to the water-polystyrene interface, using 
SHG scattering spectroscopy of polystyrene bead solutions.  
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 The powerful atom-selective probing of molecular interactions afforded by soft X-ray 
spectroscopy has been combined with the surface selective probing capability of second harmonic 
generation in the first demonstration of both resonant enhancement and surface selectivity of soft 
X-ray SHG at the Trieste free electron laser facility.4 5 The concomitant multiphoton absorption 
spectra of the carbon target was also quantified by both experiment and theory.  These results open 
the door for the general study of surfaces and interfaces by these powerful new approaches.  

Flexible nanoscale confinement of solvent is critical to understanding the role that bending 
fluctuations play on solvation processes where soft interfaces are ubiquitous.67 Head-Gordon and 
coworkers showed that the phase behavior of water confined between flexible and rigid graphene 
sheets are remarkably different, since flexible walls introduce a very different sequence of water 
phases due to the possibility of phase coexistence that is impossible to observe with rigid walls.8  

Mandadapu seeks to elucidate the complex dynamics of bulk systems and interfaces in and 
out-of-equilibrium using statistical mechanical principles. Mandadapu's research focus will be on 
understanding the dynamics of solids, particularly polycrystalline solids, which consists of single 
crystals oriented in different directions and solid-solid interfaces called grain boundaries. 
Mandadapu is currently studying the competition between crystallization and vitrification, where 
the size of the crystals and resulting dynamics of the grain boundaries in polycrystals depend on 
the formation protocols such as cooling rates. Slower cooling rates produce larger grains while 
higher cooling rates produce smaller grains and many a times result in glass formation. To this 
end, Mandadapu group developed a new model called “Arrow-Potts Model” (In preparation), 
which incorporates both the physics behind glassy dynamics and polycrystal dynamics (crystal-
crystal and crystal-liquid dynamics). This is being used to study different stages of the coarsening 
phenomena when the system is quenched or cooled from its liquid state to the crystalline state.  

Ahmed seeks to understand nucleation and crystallization from solutions where non-
equilibrium pathways for molecular growth may exist and may include multi-ion complexes, 
oligomeric clusters, crystalline or amorphous nanoparticles and monomer rich liquid drops. X-ray 
spectroscopy provides a local probe of a sample’s electronic structure with elemental and site-
specificity and is thus ideally suited for understanding the molecular mechanisms underlying phase 
separation and the formation of initial solid particles in an aqueous solution, and chemical reactions 
in aerosols.9 We have developed a photoelectron spectrometer to probe the electronic structure of 
aqueous nanoparticles in vacuum. X-ray photoelectron spectra of organic nanoparticles measured 
at the carbon K-edge demonstrate a strong low kinetic energy background, explained as emission 
of secondary electrons caused by inelastic scattering of Auger electrons. The observed spectral 
features from pure water, 0.038 M NaI solution and gas-phase water molecules were explained in 
terms of the coexistence of frozen and liquid nanoparticles and the perturbation of tetrahedral 
molecular coordination by iodide anions in a surface layer of nanoparticles prepared from NaI 
solution. 10  By varying the pH of an arginine solution, we have provided evidence that the 
guanidinium group is protonated even in a very basic solution, and explains why the arginine 
guanidinium group retains its positive charge under all physiological conditions.11 This work has 
now been extended to probe particle growth via self-assembly when different solutes are 
introduced into the solution. The valence and core level electronic structure dynamics for arginine 
solvation is being interpreted by calculations performed by Anna Krylov (USC). 
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Future Plans:  
 

Theoretical work to date has highlighted our incomplete understanding of charge 
asymmetry even in the bulk liquid phase. The simpler homogeneous environment already features 
substantial solubility differences between cations and anions of the same size, differences that 
dielectric theory cannot explain. Geissler and coworkers have found in simulations that quadrupole 
contributions can account for this discrepancy, and have identified the geometric relationship 
between water’s dipole and quadrupole as an important source of charge asymmetry. These 
observations suggest an elaboration of dipole field theory that resolves a microscopic quadrupole 
field as well. Incorporating constraints between these fields poses a substantial theoretical 
challenge. As first steps, mean field treatments we will examined as well as models informed 
empirically from atomistic simulations.  

The DUV-SHG experimental approach will be used by Saykally and coworkers to measure 
CTTS spectra of other surface-enhanced ions, emphasizing the study of counterion effects on the 
spectra.  The goal is to develop a complete model of ion adsorption to aqueous interfaces with the 
Geissler group. Studies of ion adsorption will be extended beyond graphene-water interfaces to 
interfaces with both hydrophilic and hydrophobic polymers, and ultimately, to water-metal 
systems, seeking to quantify entropy and enthalpy effects.  The use of the Trieste FERMI soft X-
ray free electron laser facility will be extended to the study of liquid interfaces, using the liquid 
microjet technology developed by this group.  The carbonate system previously investigated by 
X-ray absorption spectroscopy will be the first target. 

Head-Gordon and coworkers will continue the study of flexible interfaces, and explore 
different chemistries of the surfaces using graphene oxide or other 2-D materials, or a 
heterogeneous mixture of two different confining materials, as well as simulating a wrinkle or 
modify the bending curvature of graphene to explore steric effects and surface roughness on ion 
distributions near a solid-liquid interface of polymer systems with Saykally. 

Mandadapu plans to study the dynamics of solid-solid grain boundaries in polycrystalline 
solids. Preliminary results from the group using molecular simulations suggest that high-angle 
grain boundaries exhibit glassy dynamics, which is also observed in relatively few studies but not 
characterized. Future work entails detailed characterization of the phase-behaviors and the 
structure associated with these two-dimensional grain boundary interfaces in solids. To this end, 
Mandadapu plans to characterize the relaxation times of the motion of the persistent motion of 
atoms at the grain boundaries with respect to temperatures for different varieties of grain 
boundaries, which in turn provide us the molecular aspects of their large-scale mobility.  

Mandadapu plans to extend the recently discovered orderphobic (Katira et al. eLife 2016, 
5, e13150) effect to study solvation in crystalline materials.  Most chemical reactions occur either 
on the surfaces of polycrystals or at the grain boundaries. It is also well known that many impurities 
in solids are preferentially localized to the grain boundaries, which may then participate in the 
associated chemical reactions. Mandadapu group plans to study a novel mechanism by which the 
solutes may be driven to grain boundaries, primarily due to the competition between the proximity 
to liquid-crystal phase transition and the existing elastic forces. Drawing from the orderphobic 
effect, Mandadapu propose that solutes of certain size in a bulk crystalline solid can premelt their 
surroundings and induce a liquid domain in their vicinity when polycrystalline systems are in 
proximity to liquid-crystal phase transition. These solutes induce a liquid-crystal interface with a 
finite line tension, either leading to aggregation in the bulk crystal or being driven to the nearby 
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interface due to the disorder at the interface. This hypothesis provides an additional effect in 
comparison to elasticity theories to understand the solvation of impurities in crystalline solids. 

To probe the early stages of nanoparticle nucleation processes in solution (a liquid to solid 
transition), Ahmed proposes a multimodal strategy of interrogating free nanoparticles in space 
using X-ray spectroscopies coupled to Raman and Terahertz spectroscopy.  These spectroscopies 
are very sensitive to water phase change and will allow for determination of experimental 
conditions when aqueous aerosols exist either in liquid or in the solid phase. We will explore how 
the interface changes upon increase of the salt concentration and decrease of amount of water in 
the nanoparticle. We will utilize the quantitative ability of the recently developed VMI 
XPS/NEXAFS techniques to measure relative amounts of different chemical elements coupled 
with the depth profiling to characterize the aerosol interface. The extent of the angular distribution 
change is proportional to the depth at which the photoelectrons are emitted. Using the unique 
ability of our VMI apparatus to collect 4π distribution of emitted electrons as well as their angular 
distribution, we plan to assess electron attenuation lengths for various multiphase systems and use 
the obtained information to perform depth profiling of free nanoparticles in various stages of 
nucleation. This will allow for the detection of early stages of salt nucleation on the surface of 
aerosol nanoparticles. Complementary to Mandadapu’s theoretical program, probing nucleation 
and crystallization on size selected nanoparticles at various rates of formation should allow access 
to complex dynamics of solids in and out of equilibrium.  
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The overarching goals of the Molecular Theory & Modeling Program are: 1) development of a 

fundamental comprehension of the driving forces, processes and phenomena, such as solvation, 

nucleation, assembly, transport, and reaction, in complex condensed-phase, heterogeneous and 

interfacial molecular environments, and 2) development of theoretical and computational methods 

required to accelerate scientific advances in condensed-phase and interfacial molecular science. 

 

We continue to explore the strengths and limitations of efficient 

electronic structure coupled to statistical mechanical sampling, 

constantly balancing accuracy with efficiency.  To gain 

understanding, we generate experimental signals such as XANES 

to understand the solvation of aqueous Na
+
 ions [1,7] as well as 

EXAFS techniques [12] for assessing solvation structure. 

 

Recently we have focused on model systems to decompose the 

delicate balance between ion-water and water-water interactions.  

Many models of molecular interaction have been developed to 

describe the hydrogen bonding structure and fluctuations of bulk 

water. We have recently explored the ability of these models to 

respond to a hard sphere breaking up the solvation structure. [3] 

This includes both empirical as well as DFT models of molecular 

interaction. The factors that control the free energy balance of 

ion solvation involves the balance of this disruption of the 

hydrogen bonding network with the electrostatic stabilization of 

the ionic charge.  This decomposition has allowed us to better 

understand the competing processes that lead to a systematic 

estimate of ion free energies from first principle calculations. 

[9,10] 

 

In addition to the exploration of molecular interaction we are 

interested in understanding collective coordinates that lead to 

rate limiting collective phenomena such as ion pairing and water 

exchange. In particular, we are interested in exploring how 

processes change with broken symmetries such as at the water 

liquid-vapor interface. [2,11] Here we explore reduced 

Figure 1. The qualitative features of 

water exchange about BF4
-
 depends

on the description of molecular 

interaction; (top, Classical) empirical 

vs. (bottom AIMD) electronic 

structure. q represents ion-water 

distance, n is the water coordination 

number. On the right are “Marcus 

parabola” W(n). The top, W(q), is the 

potential of mean force along the q 
motion. 
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descriptions of dynamics characterized by a Generalized Langevin Equation. Traditionally, ion-water 

distance is chosen to characterize reactant and product states. Recently we have developed a rate theory 

in terms of water coordination about ions. The combination of this with the distance coordinate results in 

a clearer understanding of the reactive process, involving the combination of two steps, water 

rearrangement and solvation and ion-ion motion. This led to a "Marcus Theory of Ion-Pairing,"[6] that 

provided a clearer picture of the spectroscopy of solvation kinetics. [5] [See Figure 1] 

Much of our future efforts will concentrate on characterizing fluctuations, taking advantage of effective 

potentials of mean force and linear response kernels from density, charge and electromagnetic 

fluctuations. This will allow us to establish a connection between molecular detail and reduced 

frameworks for describing phenomena. In our recent work we employed electronic structure 

descriptions of molecular interaction coupled with statistical mechanical sampling to characterize mass 

density fluctuations at the vapor liquid interface. [8] Such analysis is essential to elucidate concepts of 

hydrophobicity. 

We will continue to explore mechanisms of nucleation in the condensed phase. In a recent experimental 

and computational effort, we developed a reduced model of ion interaction in a mean aqueous solvent 

field. [4] [See Figure 2.] This was combined with state-of-the-art Monte Carlo sampling techniques and 

an activity model to consider non-ideal solution behavior. The resulting reduced model recovered 

populations of clusters that were consistent with experimental measurement of XANES spectra. We 

concluded that the initial stages of nucleation of CaCO3 proceeds through a classical mechanism. In the 

future we will extend, refine and seek self-consistency of such approach in a variety of solute systems 

and conditions. 

 

Figure 2. (A) Free energies of CaCO3 cluster formation, comparing empirical potential (MM) to electronic 

structure (DFT) model of molecular interaction. (B) From the incremental free energies as a function of size, i. 

(right) the intercept recovers solubility while the slope recovers surface tension. 
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Program Scope:  One of the central themes of modern physical chemistry is elucidating the 

elementary steps associated with chemical reactions.  In the gas phase, our understanding is 

becoming largely complete.  In principle, knowledge of the potential energy surfaces and the initial 

reactant trajectories is sufficient to predict the details of the reaction mechanism.  In condensed 

phases, however, changes in reactant charge distribution or size during a reaction are strongly 

coupled to motions of the solvent molecules: solvent dynamics can stabilize (or destabilize) the 

energy of the transition state, controlling not only the effective barrier for a reaction but also how 

long that barrier persists.  In addition, ‘caging’ by the solvent can promote recombination of 

recently-broken chemical bonds. All of these solvent effects, which play a crucial role in determ-

ining the rate or possibly even the products of chemical reactions, take place on picosecond or sub-

picosecond time scales.   

 This program presents a description of both short- and longer-ranged studies designed to 

attack the frontiers of chemical reaction dynamics in the condensed phase.  The goal of this projects 

will elucidate the molecular basis for solvation, non-adiabatic relaxation, and multi-electron 

quantum mechanical effects in solution-phase chemical reactivity, with emphasis on the critical 

realms of equilibrium chemical bond dynamics and bond breaking/bond formation.   

 

Recent Progress:  We chose to begin our study by focusing on the Na2 molecule because it can 

be well described in mixed quantum/classical simulations; the molecule can be thought of as two 

classical Na+ cores that are held together by two quantum mechanical valence bonding electrons.  

In our simulations, we treat the two quantum mechanical bonding electrons using configuration-

interaction-with-singles-and-doubles (CISD),1 which is equivalent to full CI since only two 

explicit electrons are involved.  The interactions between the bonding electrons and the Na+ cores2 

and the THF3 or Ar4 solvent molecules are described using previously-developed pseudopotent-

ials. In this way, we can accurately calculate how immersion of Na2 in solvents like liquid Ar or 

THF affects the molecular electronic and vibrational structure of this relatively simple solute.   

Because there is relatively little exchange and correlation between the bonding electrons and 

those in the Na+ core, our MQC 

description of the Na2 molecule in 

the gas phase gives good  agreement 

with high-level quantum chemistry 

calculations.  Fig. 1a shows that the 

gas-phase Na2 valence electron 

density forms a symmetric ovoid 

around the Na2 center of mass, as 

expected from the ideas of 

 
Figure 1:  Representative snapshots of Na2 reveal deformation 

of the bonding electronic density in the condensed phase. 

 

a

Gas Phase

b

Liquid Argon

c

Liquid THF
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molecular-orbital theory. When we insert the Na2 molecule into solution, however, interactions 

with the solvent molecules produce a valence electron density that is deformed relative to that in 

the gas phase.  Fig. 1b shows that when Na2 is placed in liquid Ar, Pauli repulsion interactions 

from the surrounding cage of Ar atoms, on average, compress the solute's bonding electronic 

density leading to a stiffer, tighter chemical bond.5 

We also inserted the Na2 molecule into liquid THF, and when we did, we got a surprise.6  

THF molecules are known to chelate Na+ in solution, with THF oxygen sites forming metal-

oxygen dative bonds with a strength similar to that of a hydrogen bond, about 5 kcal/mol.  Figure 

1c shows that local interactions with the solvent displace the solute valence electron density to 

expose part of each Na+ core for chelation by the THF oxygen sites. The net effect of these dative 

interactions with the solvent is to cause the solute valence electron density to spill out away from 

the bond axis, leading to instantaneous dipole moments that are much larger than in liquid Ar.  

Also in contrast to the bond compression seen in liquid Ar, the THF—Na+ interactions lead to a 

large increase in the Na–Na bond length. 

To better understand the local interactions between Na2 and 

THF, the black curve in Fig. 2 shows the Na+–THF oxygen site 

radial distribution function, g(r).  The large peak at 2.35 Å that 

dominates corresponds to THF oxygen sites that coordinate the 

Na+ core.  Integration of g(r) reveals an average coordination of 

3.25 THF oxygen atoms making dative bonds per Na cation. 

To understand why the THF-solvated Na2 bond length is 

longer than in the gas phase or liquid Ar, we introduced a 

continuous coordination number, defined as the number of THF 

oxygen sites that lie in the main peak of g(r) around each Na+ 

core.  We then calculated the free energy of the molecule in THF 

as a function of this coordination number coordinate, shown in Fig. 3a.  The figure shows clearly 

that there are only a few stable Na2 coordination states, and that the free energy minima occur 

precisely at integer coordination numbers.  The figure also shows that these stable coordination 

the number of THFs coordinating one Na+ core remains fixed while the other Na+ core either 

gains or loses a single coordinating THF.   Figures 3b,c show 1-D slices along two of the 

coordination-state conversion pathways, revealing relatively large potential energy barriers (~8 

kBT high) that must be overcome to convert between coordination states.  Clearly, the coordination 

states at each free energy minimum can be thought of as distinct chemical species, with reactive 

pathways connecting the different species 

in equilibrium.  Thus, even though each 

Na+–THF dative bond has a strength that 

is similar only to that of a hydrogen bond, 

the collective interaction of the solute 

with the solvent produces a variety of new 

chemical species that are in equilibrium, 

each of which is distinguished only by the 

involvement of the solvent.   

How unique are the Na2 chemical 

species that differ only in their local 

coordination with the solvent?  In Fig. 4 

 
Figure 2: Pair distribution of 

THF oxygen’s around Na+ 

cores of Na2.   
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Figure 3:  (a) Free energy associated with different 
numbers of THFs coordinated to each Na+ core of Na2. (b) 

1-d slices from (a) along integer coordination numbers.   
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we compare the potential energy of the gas-phase Na2 

molecule (black curve) to the potentials of mean force 

(PMFs) for the molecule in liquid Ar (orange curve), in 

liquid THF on average (purple dotted curve), and for each 

of the stable THF-solvated coordination states (red, green 

and blue curves) as a function of the Na–Na bond 

distance; these are the potential energy surfaces that 

govern how the two Na atoms move in each of the 

respective environments.  The figure shows clearly that 

the overall PMF for the sodium dimer in liquid THF is not 

smooth; there are wiggles at the bottom of the well that 

result from the presence of the different (and distinct) 

solvent coordination states.  Thus, it makes much more 

sense to think of the Na2THF system as three different molecules in equilibrium: as summarized 

in Table 1, each THF-coordination state has a different Na–Na bond length (the position of the 

minimum in the PMF) and a different vibrational frequency (the curvature of the PMF around the 

minimum), verifying that each is a unique chemical species.  Indeed, the calculated UV-Vis and 

IR spectra for the three coordination states are quite distinct, so that it should be possible to 

observe them experimentally.6 

In summary, quantum simulations of Na2 in liquid THF reveal that the solvent plays an 

intimate role in the bond dynamics, electronic properties and indeed, chemical identity of simple 

solutes.  There is no simple way to explain the average properties of Na2 in THF except by 

thinking of each coordination state as a different molecule that undergoes a series of equilibrium 

chemical reactions, crossing free energy barriers of ~8 kBT to convert from one stable coordination 

state to another.  Moreover, each coordination species has a unique bond length, distinct bond 

dynamics, and different IR and UV-Visible absorption spectra, providing an experimental handle 

to test the idea that interactions with the solvent can induce changes in solute chemical identity.  

We close by reiterating that the local specific interactions responsible for this behavior, the 

formation of Na–THF oxygen dative bonds, are no stronger than the hydrogen bonds that help 

form the secondary structure of peptides and proteins or lead to clathrate formation in aqueous 

solutions.  This suggests that the concept of solvent participation in chemical identity, with 

chemical reactions converting between different local coordination states, is likely ubiquitous 

throughout solution chemistry and biochemistry.    

 

Future Plans:  For the immediate future, we plan on continuing our exploration of how local 

specific solvent interactions can alter molecular identity.  The fact that the dative bond interactions 

responsible for changing identity here are comparable to the strengths of H-bonds means that the 

idea of the solvent playing an explicit role in molecular identity is likely general to any chemical 

system with local specific interactions of about this strength.   

Over the longer term, we plan to address how the solvent alters molecular identity for 

intrinsically asymmetric molecules such as Na-K, which can be treated with the same level of 

theory but where the two halves of the molecule have different electron affinities and different 

sizes, and thus different potentials for chelation.  

 Over the shorter term, we plan to directly address all the questions discussed under the project 

scope by simulating the excited-state dissociation dynamics of Na2
+.  The dimer cation is not only 

easier to simulate (because CISD is not required), but its lowest singlet excited state is dissociative 

 
Figure 4:  Potentials of mean force of  
the different stable coordination states 

of Na2 in liquid THF.   
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(which is not the case for the neutral dimer).  By promoting these 

dimer cations to their lowest dissociative excited-state surface, we 

can see how the condensed environment, and the local specific 

interactions present in THF in particular, alter the 

photodissociation dynamics relative to that in the gas phase.  We 

already have the ground-state simulations completed, and have 

found (Figure 5) that the nature of the solvent coordination is 

different than for the neutral dimer (compare Fig. 3a).  This likely 

results from the fact that the solvent is more easily able to push the 

single bonding electron in the dimer cation out of the way, 

allowing for higher general levels of coordination.   Questions we 

will address include:  Does asymmetric coordination affect which 

Na+ core gets the bonding electron following dissociation?  How does coordination affect the 

probability for recombination and/or subsequent vibrational relaxation?   Can we simulate the 

properties/dynamics of Na2
+(THF)n, which should be readily obtainable experimentally in mass-

selected gas-phase molecular beams?   
 
Publications:   

1) D. Widmer and B. J. Schwartz, “Solvents can control solute molecular identity,” Nature 
Chem. S41557-018-066z, 1-7 (2018).  DOI: 10.1038/s41557-018-066-z.   

2) C.-C. Zho, V. Vlcek, D. Neuhauser and B. J. Schwartz, “Thermal Equilibration Controls 

H-Bonding and the Vertical Detachment Energy of Water Cluster Anions,” J. Phys. Chem. 
Lett. 9, 5173-8 (2018).  DOI: 10.1021/acs.jpclett.8b02152.   

      

References: 
1 Glover, W. J., Larsen, R. E. & Schwartz, B. J. First principles multi-electron mixed 

quantum/classical simulations in the condensed phase. I. An efficient Fourier-grid method for 

solving the many-electron problem. J. Chem. Phys. 132, 144101 (2010).  

2 Glover, W. J., Larsen, R. E. & Schwartz, B. J. The roles of electronic exchange and correlation 

in charge-transfer-to-solvent dynamics: many-electron non-adiabatic mixed quantum/classical 

simulations of photoexcited sodium anions in the condensed phase. J. Chem. Phys. 129, 1–20 

(2008).  

3 Smallwood, C. J., Mejia, C. N., Glover, W. R., Larsen, R. E. & Schwartz, B. J. A 

computationally-efficient exact pseudopotential method. 2. Application to the molecular 

pseudopotential of an excess electron interacting with tetrahydrofuran (THF). J. Chem. Phys. 
125, 9681–9691 (2006).  

4 Gervais, B. et al. Simple DFT model of clusters embedded in rare gas matrix: trapping sites and 

spectroscopic properties of Na embedded in Ar. J. Chem. Phys. 121, 8466–8480 (2004).  

5 Glover, W. J., Larsen, R. E. & Schwartz, B. J. How does a solvent affect chemical bonds? Mixed 

quantum/classical simulations with a full CI treatment of the bonding electrons. J. Phys. Chem. 
Lett. 1, 165–169 (2010).  

6 D. Widmer and B. J. Schwartz, “Solvents can control solute molecular identity,” Nature Chem. 
S41557-018-066z, 1-7 (2018).   

 

 
Figure 5: Free energy vs. 

coordination number for Na2
+ in 

liquid THF.   
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An Atomic-scale Approach for Understanding and Controlling Chemical Reactivity 
and Selectivity on Metal Alloys 

 

E. Charles H. Sykes (charles.sykes@tufts.edu) 
Department of Chemistry, Tufts University, 62 Talbot Ave, Medford, MA 02155 

 

Program Scope: 

Catalytic hydrogenations and dehydrogenations are critical steps in many industries including 
agricultural, chemicals, foods and pharmaceuticals. In the petroleum refining industry, for instance, 
catalytic hydrogenations are performed to produce light, hydrogen rich products like gasoline. Hydrogen 
activation, uptake, and reaction are also important phenomena in fuel cells, hydrogen storage devices, 
materials processing, and sensing. Typical heterogeneous catalysts involve nanoparticles composed of 
expensive noble metals or alloys based on metals like Pt, Pd, and Rh. Our goal is to alloy these reactive 
metals, at the single atom limit, with more inert and often much cheaper hosts and to understand how the 
local atomic geometry affects reactivity.   

The CPIMS program has supported Sykes lab work in developing a new class of model alloy catalysts 
that we have termed Single-Atom Alloys (SAAs) and understanding their ability to activate H2 and 
enable spillover of hydrogen to the support where ultra-selective reactions can occur. Spurred by our 
fundamental studies, many research groups around the world have now shown that our SAA concept is 
valid in real catalysts working under ambient conditions. For example, selective hydrogenation of 
acetylene, butadiene, and acrolein, as well as Uhlmann coupling have been demonstrated. Our goal is to 
now push this work beyond hydrogenation chemistry and study the ability of SAAs to perform C-H 
activation chemistry and dehydrogenation reactions, as well as probing the ability of larger metal alloy 
ensembles to enable selective oxidations. Mostly recently we have demonstrated that SAAs are robust 
and efficient C-H activation and alkane dehydrogenation catalysts as described in detail below.  

Recent Progress: PtCu Single-Atom Alloys as coke-resistant catalysts for efficient C-H activation 

The recent availability of shale gas has led to a renewed interest in C-H bond activation as the first step 
towards synthesis of fuels and fine chemicals. Heterogeneous catalysts based on Ni and Pt can perform 
this chemistry but deactivate easily due to coke formation. Cu- based catalysts are not practical for this 
chemistry due to high C-H activation barriers, but their weaker binding to adsorbates offers resilience to 
coking. Methyl iodide (CH3I) provides a simple method for adding methyl groups to our alloy surfaces 
and TPR studies of subsequent methane evolution allows us to examine C-H activation energetics.  TPR 
spectra resulting from the reaction of 4.5 Langmuirs CH3I on pure Cu, 0.01 monolayers (ML) 
Pt/Cu(111) SAA and 1 ML Pt/Cu(111) are presented in Figure 1c. The major desorption product for 
each surface is methane. Ethene, ethane, and propene are also produced. Desorption of intact CH3I is not 
detected at these exposures.  For clarity, only traces for methane and ethene are displayed in Figure 1c. 
Desorption of these products is reaction rate limited as small hydrocarbons normally desorb from 
Cu(111) at very low temperatures. The black spectra correspond to the reaction of CH3I on Cu(111) and 
agree well with previously published results on this surface. Methane and the larger hydrocarbons 
desorb at ~450 K. It has been previously demonstrated that the rate limiting step to form these products 
is the activation of C-H bonds in methyl groups to produce methylene and adsorbed H. Methane is 
formed by facile hydrogenation of remaining methyl groups, while the coupling of methylene and 
methyl forms larger hydrocarbons. These coupling reactions allow Cu(111) to avoid coking. The red 

128



spectra in Figure 1c correspond to CH3I on a 0.01 ML Pt/Cu(111) SAA alloy. On the SAA surface, 
methane and carbon coupling products desorb at ~350 K, 100 K cooler than on the pure Cu(111) 
surface. Because the rate limiting step in methane evolution is C-H activation, this 100 K temperature 
shift reveals that single Pt atoms in the Cu surface significantly lower the barrier to C-H activation in 
CH3. The formation of ethene, ethane and propene implies the Pt/Cu SAA maintains the ability of Cu to 
avoid coking via C-C coupling. Experiments adding deuterium to the surfaces verified that C-H 
activation was still the rate limiting step on the SAA. The blue spectra in Figure 1c correspond to the 
reaction of CH3I on a surface where 1 ML of Pt has been deposited on Cu(111). The majority of 
methane desorbs at ~250 K, a temperature close to that of methyl decomposition on a Pt(111) crystal. 
Despite activating C-H bonds at a low temperature, on Pt(111) methylene groups do not couple and 
eventually decompose to surface bound carbon and gas phase H2. No coupling products are observed at 
250 K on the 1 ML Pt/Cu(111) surface, showing that this alloy is more similar to Pt(111) than Cu(111). 
Hydrogen from methylene decomposition desorbs at high temperature similar to Pt(111). No hydrogen 
desorbs from Cu(111) or the Pt/Cu(111) SAA surfaces, confirming their resistance to coking.  

 

Figure 1. Methane evolution as a reporter for C-H activation in methyl groups, experiment and simulations. (a) 
STM image of a 0.01 ML Pt/Cu(111) SAA surface. (b) Wide-scale image of the SAA surface showing that Pt is 
distributed across both terraces and at regions near step edges. Scale bar = 1 nm. Inset shows an atomic resolution 
image of the alloy surface. Scale bar = 0.5 nm.  (c) TPR traces taken with a heating rate of  1 K·s-1 showing the 
evolution of methane (solid lines) and ethene (dashed lines) from Cu(111) (black), 0.01 ML Pt/Cu(111) (red) and 
1.0 ML Pt/Cu(111) (blue) surfaces following deposition of 4.5 L of CH3I.  

We also performed STM experiments to examine reaction intermediates not detectable in the TPR 
experiments and to confirm that no coke is formed on the Pt/Cu SAA surface. Figure 2a-h shows a series 
of images taken after annealing the system to progressively higher temperatures for both Cu(111) and 
0.01 ML Pt/Cu(111). After an 80 K anneal, below the temperature necessary for C-I bond cleavage, 
intact CH3I appears in the images as disordered clusters on both surfaces (Figure 2a and b). Annealing 
either surface to 120 K results in new ordered structures (Figure 2c and d). On both surfaces there are 
intermixed bright and dark features arranged in large well-defined 2D clusters forming a √3𝑥𝑥√3 𝑅𝑅30° 
structure. The clusters exhibit similar behavior to pure methyl groups formed via pyrolysis of 
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azomethane on Cu(111). The bright features are iodine atoms while the darker features are CH3. For the 
Pt/Cu surface shown in Figure 2d, some individual iodine atoms are separated from clusters, marking 
positions where iodine is absorbed on Pt atoms. Annealing to higher temperatures between 350-450 K 
causes notable changes in the adsorbate structures on Cu(111) vs. 0.01 ML Pt/Cu(111) (Figure 2e and f). 
On Cu(111) both bright and dark features are on the surface, while on Pt/Cu(111) only bright features 
remain in a  √3𝑥𝑥√3 𝑅𝑅30° structure. This is consistent with the TPR results which reveal that on 0.01 ML 
Pt/Cu(111), C-H activation of CH3 occurs at 350 K followed by immediate desorption of methane and 
coupling products. Figure 2f shows that after annealing to 350 K, the Pt/Cu(111) SAA surface contains 
only patches of iodine atoms  which appear as bright protrusions in a √3𝑥𝑥√3 𝑅𝑅30° structure, in 
agreement with previous reports.   However, annealing the Cu(111) surface to 350 K is insufficient to 
activate C-H bonds and so methyl groups are still observed in Figure 2e; while for Pt/Cu(111) in Figure 
2f, the C-H bond has been activated leaving only adsorbed iodine atoms. Importantly, no other species 
besides iodine are observed on the Pt/Cu(111) surface, indicating it does not suffer from coking by 
carbon like pure Pt(111). Annealing the Cu(111) surface further to 450 K (Figure 2g) allows for C-H 
bond activation, hydrocarbon desorption, leaving only iodine on the surface. On the Pt/Cu(111) surface 
no change is observed after annealing to 450 K (Figure 2h). Iodine is very stable on Cu(111) and 
desorbs above 800 K. Annealing either surface results in a clean Cu(111) surface further demonstrating 
that the surface is not contaminated by carbon as is the case for Pt catalysts. 

 

Figure 2. STM imaging of reaction intermediates on Cu(111) and Pt/Cu SAA surfaces revealing lower 
temperature C-H activation on Pt/Cu SAAs than Cu. (a-h) STM images at 5 K show the various stages of the 
reaction of CH3I on Cu(111) and 0.01 ML Pt/Cu(111) surfaces (top and bottom rows respectively) after annealing 
to various temperatures. Scale bars = 3 nm. Panels a and b show clusters of intact MeI molecules. In panels (c-h) 
dissociated iodine atoms appears as higher, brighter protrusions, while methyl groups appear as darker 
protrusions. (i) High resolution STM images of mixed phase methyl (darker protrusions) and iodine (brighter 
protrusions) after a 120 K anneal on Cu(111) and (j) iodine on Cu(111) after a 450 K anneal. Scale bars = 1 nm 
for (i) and (j). These STM images confirm what was predicted by the TPR results, namely that the Pt/Cu SAA 
surface is able to activate C-H bonds in methyl groups at lower temperature than Cu while still avoiding carbon 
deposition. 

130



Future Plans: 

Despite the many heterogenous catalysis groups that have taken up Single-Atom Alloys we, with the 
exception of the Trenary group at UIC doing RAIRS, are the only group performing UHV surface 
science work on SAAs. Our approach offers the opportunity to study the atomic-scale composition and 
structure of active sites and relate this information to their ability to activate, spillover and react 
industrially relevant small molecules. We continue to work closely with theorists (Stamatakis and 
Michaelides at UCL) enabling us to predict and test new SAA combinations in well defined 
environments and guide the heterogenous catalysis community. Our future work is aimed at: 
 
 

1) Studying RhCu single-atom alloys which are predicted by DFT to have even lower C-H 
activation barriers than PtCu.  

2) Make and test trimetallic SAA model catalysts to investigate if the bifunctional nature we have 
demonstrated for 2 component SAAs can be extended to “3 site” model catalysts. 

 

3)  Examining the structure sensitivity (or lack thereof) on SAA surface chemistry by extending 
the surface science studies to (100) and (110) facets as well as stepped crystals.  

 
DOE-Sponsored Research Publications in the Last Two Years: 

1) "Pt/Cu Single-atom Alloys as Coke-resistant Catalysts for Efficient C-H Activation" M. D. 
Marcinkowski, M. T. Darby, J. Liu, J. M. Wimble, F. R. Lucci, S. Lee, A. Michaelides, M. Flytzani-
Stephanopoulos, M. Stamatakis, E. C. H. Sykes Nature Chemistry 2018, 10 325 (The surface science part 
of this project (Sykes) was solely funded by CPIMS – collaborator MFS was funded by DOE DE-FG02-
05ER15730 for the catalysis side of the project) 

2) "Lonely Atoms with Special Gifts: Breaking Linear Scaling Relationships in Heterogeneous Catalysis 
with Single-Atom Alloys" M. Darby, M. Stamatakis, A. Michaelides, E. C. H. Sykes The Journal of 
Physical Chemistry Letters 2018, 9, 5636 [featured cover] (The Sykes lab contribution to this manuscript 
was funded solely by CPIMS, computational investigations by collaborators at UCL were supported by 
IMASC EFRC DE-SC0012573) 

3) "Elucidating the Stability and Reactivity of Surface Intermediates on Single Atom Alloy Catalysts" M. T. 
Darby, R. Reocreux, E. C. H. Sykes, A. Michaelides, M. Stamatakis ACS Catalysis 2018, 8 5038 
(computational investigations of this work were supported by IMASC EFRC DE-SC0012573) 

4) Carbon Monoxide Poisoning Resistance and Structural Stability of Single Atom Alloys" M. T. Darby, E. 
C. H. Sykes, A. Michaelides, M. Stamatakis Topics in Catalysis 2018, 61 428 (The Sykes lab 
contribution to this manuscript was funded solely by CPIMS, DFT collaborators had European funding) 

5) "Controlling Selectivity in the Ullmann Reaction on Cu(111)" E. A. Lewis, M. D. Marcinkowski, C. J. 
Murphy, M. L. Liriano, A. J. Therrien, A. Pronschinske, and E. C. H. Sykes Chemical Communications 
2017, 53 7816-7819 

6) "Selective Formic Acid Dehydrogenation on Pt-Cu Single Atom Alloys" M. D. Marcinkowski, J. Liu, C. 
J. Murphy, M. L. Liriano, N. A. Wasio, F. R. Lucci, M. Flytzani-Stephanopolous, and E. C. H. Sykes 
ACS Catalysis 2017, 7, 413-420 (The surface science part of this project (Sykes) was solely funded by 
CPIMS – collaborator MFS was funded by DOE DE-FG02-05ER15730 for the catalysis side of the 
project) 

7) "Tackling CO Poisoning with Single Atom Alloy Catalysts" J. Liu, F. R. Lucci, M. Yang, S. Lee, M. D. 
Marcinkowski, A. J. Therrien, C. T. Williams, E. C. H. Sykes, and M. Flytzani-Stephanopoulos     
Journal of the American Chemical Society 2016, 138, 6396-6399 [featured cover] (The surface science 
part of this project (Sykes) was solely funded by CPIMS – collaborator MFS was funded by DOE DE-
FG02-05ER15730 for the catalysis side of the project) 
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Excitons in Low-Dimensional Perovskites 
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Massachusetts Institute of Technology, Cambridge, MA 02139 
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Research Goals 
The goal of this research effort is to obtain a deeper understanding of strongly bound excitonic states in 
low-dimensional halide perovskites. We will study how excitons in these quantum-confined materials 
move, how they interact with the polar lattice, and how their behavior can be manipulated through 
chemical or structural modification. This effort will be organized into three parallel thrusts: 
1) Synthesis of low-dimensional perovskites with tunable excitonic properties: Using a suite of 

nanomaterials chemistry approaches, we will synthesize low-dimensional perovskite structures 
exhibiting varying degrees of quantum and dielectric confinement. In particular, we will compare the 
excitonic properties of 2D colloidal nanoplatelets to their solid-phase (Ruddlesden-Popper) 
analogues. Additionally, we propose a series of azulene and chalcogen ring-based organic cations for 
varying lattice polarizability. 

2) Exciton transport in low-dimensional perovskites: Using temperature-dependent transient 
photoluminescence (PL) microscopy and broadband transient absorption (TA), we will study exciton 
dynamics in quantum confined perovskite nanostructures of varying dimensionality. We will make 
extensive use of a superresolution photoluminescence microscopy technique that we developed for 
spatiotemporal visualization of exciton transport in molecular and inorganic semiconductor films, and 
back focal plane imaging to determine the transition dipole orientation. 

3) Exciton-lattice interactions in low-dimensional perovskites: In metal halide perovskites, charge 
carrier motion is coupled to the highly polarizable lattice through the formation of large polarons, 
which contribute to defect-tolerance and long carrier lifetimes. In low-dimensional perovskites – 
where dielectric confinement promotes strongly bound (0.2-0.5 eV) neutral excitonic states – the role 
of charge-lattice interactions is less clear. To explore these interactions, we will perform femtosecond 
stimulated Raman scattering (FSRS) and broadband transient absorption (TA) studies on carefully 
chosen low-dimensional perovskite structures with varying lattice polarizability and dielectric 
confinement. 

 
Publications 
There are no publications to report because this is a new award with a start date of September 1, 2018. 
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 Water’s rich hydrogen bonding (H-bonding) dynamics allow ionic species, particularly the 

proton, to integrate and transport rapidly along the H-bond network. These properties make 

aqueous systems ideal for alternative energy sources such as fuel cells and water oxidation 

catalysis. The aim of our research program is to study the molecular details of vibrational energy 

dissipation and H-bond reorganization in water and how these processes impact the behavior of 

ions in the aqueous phase. 

 Research in the past year has focused on revealing structural and dynamical properties of 

the aqueous excess proton with ultrafast IR spectroscopy, which was enabled by the development 

and improvement of broadband IR sources spanning the entire mid-IR (1000–4000 cm
–1

). 

Additionally, simultaneous collection of the polarization dependence in 2D IR and transient 

absorption spectra has allowed us to study orientational dynamics of ionic solutes in water, 

uncovering key details about aqueous charge transport and ion pairing. Reactive classical 

molecular dynamics simulations from the Voth group (UChicago) have also proven to be an 

invaluable resource for interpreting IR spectra.  

 Development of high-quality, broad excitation and detection pulses around 1200 cm
–1

 

allowed us to interrogate the IR response of the aqueous proton in this region. We found that the 

2D IR feature at 1200 cm
–1

 exhibits an unusual negative anharmonicity, where the excited-state 

absorption (ESA) is located at higher frequency than the ground-state bleach (GSB). This doublet 

is consistent with an asymmetric nuclear potential with steep walls and a low barrier. We assigned 

the feature to the stretching vibration of the excess proton shared between two waters in a Zundel-

like arrangement. Based on our results, the potential for this proton stretch mode must be 

asymmetric with respect to the special pair O-O axis to explain the frequency spacing between the 

ESA and GSB. Furthermore, this absorption is elongated along the diagonal of the 2D IR spectrum, 

which indicates a relatively persistent inhomogeneous distribution of environments around the 

aqueous proton. These characteristics all point to an excess proton that is strongly interacting with 

two water molecules, with the minimum of the potential residing asymmetrically between the two 

waters, and a broad distribution of structures that persist beyond the lifetime of the vibrational 

excitation of ~200 fs.  

 We have extended this measurement to span the entire broadband 2D IR spectrum of 

H
+(aq), covering all of the stretching and bending vibrations of the excess proton from 1000–3000 

cm
–1

. Cross peaks appear between all of the different regions of the 2D IR spectrum at the earliest 

measurable waiting times, which indicates that all proton vibrations are strongly coupled. This 

implies that the spectrum arises from one dominant structural motif, rather than Eigen and Zundel 

species coexisting separately in solution and giving rise to different aspects of the spectrum. We 

additionally observe that the proton continuum that spans the region from ~2000–3000 cm
–1

 in the 

133



linear IR spectrum consists of overlapping features from the proton bend at 1750 cm
–1

, a 

particularly broad feature centered at 2400 cm
–1

 from OH stretches of waters flanking the excess 

proton, and redshifted OH stretches at ~3000 cm
–1

 from waters in the first solvation shells of the 

aqueous proton complex. Polarization-sensitive detection of 2D IR cross peaks reveal that the 

shared proton stretch and proton bend exhibit parallel transition dipoles along the Zundel O-O axis 

and are roughly perpendicular to the flanking water stretches, consistent with assignments for a 

Zundel-like hydration complex.  

 One of the distinctive characteristics of the aqueous excess proton is its extremely high 

polarizability, which results to a significant extent from the large degree of structural 

reorganization possible in its solvation structure. An important question when studying the 

structure of the H
+(aq) complex is the specific role of the counter anions in solution, how they 

affect the excess proton. If the anion is in close proximity to the excess proton, or if perhaps it is 

in direct contact, in the form of an ion pair, it might play a significant role in reshaping the solvation 

structure of the excess proton, and perhaps change its nature entirely. To study this effect, we have 

performed a series of 2D IR measurements on nitric acid solutions as a function of concentration. 

At very high concentrations, higher than approximately 4M, we observe a distinct intermolecular 

cross peak between the asymmetric stretch mode of the nitrate ion and the acid bending mode, 

indicative of the formation of a significant population of contracted ion pairs. These ion pairs are 

structurally distinct from undissociated nitric acid molecules, but have a similar concentration 

dependence. Furthermore, this intermolecular cross peak appears on the high-frequency side of the 

acid bending band, around 1800 cm
–1

 rather than 1750 cm
–1

, suggesting that the proximity of the 

nitrate ion results in the excess proton taking on a more hydronium-like structure as opposed to 

the more symmetrically shared Zundel-like structure observed when the excess proton is not 

participating in an ion pair. This demonstrates the structural adaptability of the solvation complex 

of the excess proton in water. 

In addition to disentangling structural information about the excess proton, we have used 

polarization anisotropy experiments to interrogate proton transfer kinetics. By exciting the bend 

modes of the aqueous proton and detecting the polarization-sensitive transient absorption, we 

observe reorientation kinetics that persist on a 2.5 ps timescale, approximately ten times longer 

than the proton bend vibrational lifetime. The orientational information is preserved in the hot 

ground state, a spectroscopic signal that arises from the relaxation from the protonated bend into 

low-frequency modes. Given that the aqueous proton bend dipole is parallel to the O-O axis and 

the 2.5 ps timescale is consistent with aqueous H-bond reorganization, we conclude that the 

reorientation of the hydrated proton bend reports on irreversible proton transfer kinetics from one 

Zundel-like structure to another.  

 We have expanded the above experiment to multiple temperatures ranging from 5–55 °C 

and concentrations of 1M–4M to learn about the energetic barriers associated with the proton 

transfer process. We find that protonated bend reorientation follows Arrhenius kinetics, with 

barriers ranging from 2.6 kcal/mol in 1M HCl decreasing monotonically to 1.6 kcal/mol in 4M 

HCl. The 1M HCl reorientation barrier agrees with values of the proton diffusion barrier 

determined from NMR relaxation experiments (2.4 kcal/mol) and MS-EVB simulations (2.7 

kcal/mol), reinforcing the notion that proton bend reorientation reports on proton transfer. The 

proton transfer barrier is more than 1 kcal/mol less than the barrier for H-bond reorganization in 

neat water (3.8 kcal/mol), which is counterintuitive given the relatively strong H-bonding around 

the excess proton. This likely suggests that a low-frequency, low-barrier coordinate such as 

intermolecular O-O compression significantly contributes to the proton transfer process. 
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Additionally, the measured proton transfer rate is inversely related with the solution viscosity, 

consistent with strong coupling to the solvent in accordance with Kramers theory. This suggests 

that the proton transfer process also relies on a collective solvent coordinate, but the identity of 

this coordinate has not been determined yet. These findings underscore the dominant role of the 

aqueous H-bond network in driving proton transfer. 

 

 

DOE Supported Publications September 2016 to September 2018 

1. “Molecular Modeling and Assignment of IR Spectra of the Hydrated Excess Proton in 

Isotopically Dilute Water,” Rajib Biswas, William Carpenter, Gregory Voth, and Andrei 

Tokmakoff, Journal of Chemical Physics, 145 (2016) 154504-1-12.  

2. “IR spectral assignments for the hydrated excess proton in liquid water,” Rajib Biswas, 

William Carpenter, Joseph A. Fournier, Gregory Voth, and Andrei Tokmakoff, Journal of 
Chemical Physics, 146 (2017) 154507-1-11.  

3. “Delocalization and stretch-bend mixing of the HOH bend in liquid water,” William B. 

Carpenter, Joseph A. Fournier, Rajib Biswas, Gregory A. Voth, and Andrei Tokmakoff, 

Journal of Chemical Physics, 147 (2017) 084503-1-10.    

4. “Picosecond proton transfer kinetics in water revealed with ultrafast IR spectroscopy,” William 

B. Carpenter, Joseph A. Fournier, Nicholas H.C. Lewis, and Andrei Tokmakoff, Journal of 
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Program Scope 
We aim at obtaining a molecular-level understanding of solution chemistry and condensed phase 
phenomena using gas phase clusters as model systems. Clusters occupy an intermediate region between 
gas phase molecules and the condensed states of matter and play an important role in heterogeneous 
catalysis, aerosol chemistry, and biological processes. We use electrospray ionization (ESI) to generate a 
wide variety of molecular and ionic clusters to simulate key species involved in the condensed phase 
reactions and transformations, and characterize them using cryogenic negative ion photoelectron 
spectroscopy (NIPES) and high-resolution velocity-map imaging (VMI) photoelectron spectroscopy. 
Inter- and intra-molecular interactions and their variation as function of size and composition, important 
to understand complex chemical reactions and nucleation processes in condensed and interfacial phases 
can be directly obtained. Experiments and ab initio calculations are synergistically combined to   

 Explore new concepts and chemistries unique to cluster domain and distinctly different from 
isolated molecules and bulk; 

 Probe ion specific effects in hydrated anion and neutral clusters, and stepwise salt dissolution 
processes; 

 Obtain a molecular-level understanding of the solvation and stabilization of Hofmeister anions 
important in condensed phases;  

 Study temperature-dependent conformation changes and isomer populations of complex clusters;  
 Investigate intrinsic electronic structures of environmentally and catalytically important species 

and reactive diradicals;  
 Quantify thermodynamic driving forces resulting from hydrogen-bonded networks formed in 

aerosol nucleation processes and enzymatic catalytic reactions;  
 Unravel new physics of photodetachment of multiply charged anions beyond the prevailing 

conventional model. 

The central goal of this research program lies at obtaining a fundamental understanding of environmental 
materials and solution chemistry important to many primary DOE missions, and enhances scientific 
synergies between experimental and theoretical studies towards achieving such goals. 

 
Recent Progress 
Electronic Structure and Stability of [B12X12]2- (X=F−At): A 
Combined Photoelectron Spectroscopic and Theoretical 
Study: The  stability and electron loss process of numerous 
Multiply Charged Anions (MCAs) have been traditionally 
explained in terms of the classical Coulomb interaction 
between spatially separated charged groups. An understanding 
of these processes in MCAs with not well-separated excess 
charges is still lacking. We report the surprising properties and 
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physical behavior of [B12X12]2-, X = F, Cl, Br, I, At, which are MCAs with not well-separated excess 
charges and cannot be described by the prevailing classical picture. In this series of MCAs, comprised of 
a “Boron core” surrounded by a “Halogen shell”, the sign of the total charge in these two regions changes 

along the halogen series from X=F-At. With the aid of experimental photoelectron spectroscopy (PES) 
and highly correlated ab-initio electronic structure calculations, we demonstrate that the trend in the 
electronic stability of these MCAs is determined by the interplay between the Coulomb (de)stabilization 
originating from the “boron core” and “halogen shell” and the extent of the overlap between the orbitals 
from both regions. The second excess electron is always taken from the most positively charged region, 
viz. the “Boron core” for X = F, Cl, and the surrounding “Halogen shell” for X = I, At. This change in the 

physical behavior is attributed to the position of the Highest Occupied Molecular Orbital (HOMO), which 
dwells in a region that is spatially separated from the one containing the excess negative charge. The 
unusual intrinsic electronic structure of the [B12X12]2- MCAs provides the basis for a molecular level 
understanding of their observed unique physical and chemical properties and a new paradigm for 
understanding the properties of these MCAs with not well-separated charges that departs from the 
prevailing model used for spatially separated charges that is based on their classical Coulomb interaction. 
(J. Am. Chem. Soc. 139, 14749-14756 (2017)).  
Photoelectron Spectroscopy Study of Quinonimides. Structures and energetics of o-, m- and p-
quinonimide anions (OC6H4N ) and quinoniminyl radicals have been investigated by using negative ion 
photoelectron spectroscopy.  Modeling of the photoelectron spectrum of the ortho isomer shows that the 
ground state of the anion is a triplet, while the 
quinoniminyl radical has a doublet ground state with a 
doublet-quartet splitting of 35.5 kcal/mol.  The para 
radical has doublet ground state, but a band for a 
quartet state is missing from the photoelectron 
spectrum indicating that the anion has a singlet ground 
state, in contrast to previously reported calculations.  
The theoretical modeling is revisited, and it is shown 
that accurate predictions for the electronic structure of 
the para quinonimide anion require both an accurate 
account of electron correlation and a sufficiently 
diffuse basis set.  Electron affinities of o- and p-
quinoniminyl radicals are measured to be 1.715 ± 
0.010 and 1.675 ± 0.010 eV, respectively.  The 
photoelectron spectrum of the m-quinonimide anion shows that the ion undergoes several different 
rearrangements, including a rearrangement to the energetically favorable para isomer. Such 
rearrangements preclude a meaningful analysis of the experimental spectrum (J. Am. Chem. Soc. 139, 
11138-11148 (2017)).  

Formation of (HCOO−)(H2SO4) Anion Clusters: Violation of Gas-Phase Acidity Predictions: 
Sulfuric acid is commonly known to be a strong acid and, by 
all counts, should readily donate its proton to formate, which 
has a much higher proton affinity. This conventional wisdom is 
challenged in this work, where temperature-dependent negative 
ion photoelectron spectroscopy and theoretical studies 
demonstrate the existence of a (HCOO−)(H2SO4) pair at an 
energy slightly below the conventional (HCOOH)(HSO4

−) 
structure. Analysis of quantum-mechanical calculations 
indicates that a large proton affinity difference (~36 kcal/mol), 
favoring proton transfer to formate, is offset by a gain in inter-molecular interaction energy between 
HCOO− and H2SO4 through the electron delocalization and formation of two strong hydrogen bonds. 
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However, this stabilization comes with a severe entropic penalty, requiring the two species in precise 
alignment. As a result, the population of (HCOO−)(H2SO4) drops significantly at higher temperatures, 
rendering (HCOOH)(HSO4

−) as the dominant species. This phenomenon is consistent with the 
photoelectron data, which shows depletion in the spectra assigned to (HCOO−)(H2SO4), and has also been 
verified by ab initio molecular dynamics (AIMD) simulations. (J. Am. Chem. Soc. 139, 11321-11324 
(2017)).  

Experimental and Theoretical Studies of the F• + H‒F Transition-State Region by Photodetachment 
of [F−H−F]−: The transition-state (TS) region of the simplest heavy-light-heavy type of reaction, F• + 
H−F → F−H + F•, is investigated in this work by a joint experimental and theoretical approach. 
Photodetaching the bifluride anion, [F…H…F]–, generates 
a negative ion photoelectron (NIPE) spectrum with three 
partially resolved bands in the electron binding energy 
(eBE) range of 5.4 – 7.0 eV. These bands correspond to 
the transition from the ground state of the anion to the 
electronic ground state of [F‒H‒F]• neutral, with 
associated vibrational excitations. The significant 
increase of eBE of the bifluride anion, relative to that of 
F−, reflects a hydrogen bond energy between F− and HF 
of ~46 kcal/mol. Theoretical modeling reveals that the 
antisymmetric motion of H between the two F atoms, 
near the TS on the neutral [F‒H‒F]• surface, dominates the observed three bands, while the F‒H‒F 

bending, F‒F symmetric stretching modes, and the couplings between them is calculated to account for 
the breadth of the observed spectrum. From the NIPE spectrum, a lower limit on the activation enthalpy 
for F• + H−F → F−H + F can be estimated to be H‡ = 12 ± 2 kcal/mol, a value below that of H‡ = 14.9 
kcal/mol, given by our G4 calculations (J. Phys. Chem. A. 121, 7895-7902 (2017)).  
 
Future Directions 
The main thrust of our BES program will continue to be on cluster model studies of condensed phase 
phenomena in the gas phase. The experimental capabilities that we have developed give us the 
opportunity to attack a broad range of fundamental chemical physics problems pertinent to ionic 
solvation, solution chemistry, homogeneous / heterogeneous catalysis, aerosol chemistry, biological 
processes, and material synthesis. The ability to cool and control ion temperature and wavenumber energy 
resolution of VMI capability enable us to study different isomer populations and conformation changes of 
environmentally important hydrated clusters. Another major direction is to use gaseous clusters to model 
ion-specific interactions in solutions, ion transport, inert compound activation, ion-receptor interactions in 
biological systems, and initial nucleation processes relevant to atmospheric aerosol formation.  
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Program Scope: 
The influence of nanoscale disorder on individual electrochemical processes is an important problem that 
remains to be completely understood. Disorder due to variations in local electrolyte composition or  
irregular interfacial geometries can influence chemical dynamics and thereby lead to heterogeneous 
chemical reactivity. It is difficult to asses the importance of this heterogeneity using traditional theoretical 
approaches (such as those based on the developments of Gouy, Chapman, and Stern) because these 
approaches are primarily based on mean field approximations, and thus omit the explicit effects of 
molecular/nanoscale disorder. The development of theoretical techniques that are capable of modeling 
these effects and quantifying their influence on chemical processes thus have the potential to provide 
important new physical insight.  

Reactive electrochemical systems are inherently out of equilibrium. Active processes, such as interfacial 
electron transfer, influence both the static and dynamic properties of the interfacial environment, and 
ultimately drive the flux of reactive species across the electrochemical interface. Understanding and 
characterizing the nonequilibrium response of the interfacial environment is thus essential for predicting 
and quantifying these effects. The primary goal of this program is to investigate the static and dynamic 
properties of electrochemical interfaces driven out of equilibrium, and to determine how these 
nonequilibrium systems are affected by the presence of nanoscale disorder.  

Our approach utilizes all-atom molecular simulation and coarse grained modeling to explore the 
properties of electrolytes under changing conditions of the electrostatic environment. We utilize general 
phenomenological models that provide the capability to explicitly evaluate the theoretical assumptions 
that underlie traditional electrochemical theories. Unlike traditional theoretical frameworks our models do 
not rely on the assumption that the electrochemical environment is a rapidly relaxing homogeneous 
continuum. Instead, our models explicitly treat the spatial fluctuations of charged species that drive 
individual electrochemical processes.  

Our simulations also include a stochastic model of interfacial charge transfer to simulate active model 
electrochemistry. This allows us to explicitly evaluate the interplay between charge mobility within the 
electrolyte and charge creation/annihilation at the electrochemical interface. By exploring this interplay, 
and how it is affected by nanoscale disorder at the interface, we aim to reveal fundamental physical 
insight into the microscopic processes that drive reactivity at driven electrochemical interfaces.  

Recent Progress: 
We have made progress in this program on two scientific fronts. The first is the development of 
simulation tools that are capable mapping the nonequilibrium response of electrolytes in both space and 
time. The second is the development of a phenomenological model for simulating nanoscale 
electrochemical cells under driven electrochemical conditions. Both of these developments are described 
in more detail below.  

Simulation tools for measuring nonequilibrium electrostatic potentials in electrolyte solutions: 
We are currently developing of a new set of techniques that can be used for quantifying the 
nonequilibrium response of liquid electrolytes from molecular simulation. These techniques are designed 
to map the space and time dependent properties of the electrostatic environment. We quantify these 

properties based on the Madelung potential, , which describes the time dependent value of the Ui(t)
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electrostatic potential experienced by the th particle within a point-charge system. The Modeling 
potential is defined as,  

  

where  is the elementary unit of charge,  is the vacuum permittivity, the summation is taken over all 

other particles in the system, each with charge  and position . This definition of the potential 

provides an instantaneous and species specific snapshot of the electrostatic environment.

Our simulation tools provide the statistics of  for specific species within an electrolyte solution 

before, during, and after a non equilibrium perturbation. With these statistics we can characterize the 
equilibrium and nonequilibrium properties of electrolyte systems. Our initial efforts have focused on the 
simple nonequilibribum perturbation that is illustrated in Fig. 1. Specifically, we simulate a single 
Lennard-Jones (LJ) particle immersed in bulk liquid water. The system is initially equilibrated under the 

condition that the LJ particle is neutral and then, at time , the charge on the LJ particle is changed. 
This change puts the system out of equilibrium, which initiates a subsequent relaxation. By computing 

 for the oxygen atoms in the system, we can quantify how the system feels the initial nonequilibrium 

perturbations and the dynamics of the systems subsequent response.

i

Ui(t) = e
4πϵ0 ∑

j≠i

qj(t)
| ⃗ri(t) − ⃗rj(t) |

,

e ϵ0
qj(t) ⃗rj(t)

Ui(t)

t = 0

Ui(t)

Time
0

+ +

Figure 1. A schematic illustration of a simulation scheme for studying water’s 
nonequilibrium response to electrostatic perturbations. In this scheme an originally neutral 
particle is assigned a permanent charge of +1 at time zero.
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Figure 2. Probing the electrostatic relaxation in water around a point charge particle. (a) The dynamics of the 
Madelung potential on a single water oxygen near a LJ particle with variable charge. The blue line shows the case 
where the charge on the LJ particle changes from 0 to +1 at time t=0 and the red line shows the dynamics from the 
same initial configuration but without the change in charge. (b) Averaging the dynamics over many trajectories, 
each started from the same initial configuration (i.e., isoconfiguration averaging) enables smooth relaxation curves 
to be generated for each oxygen in the system. (c) A histogram of relaxation times for water molecules in the first 
solvation shell of the LJ particle.
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Figure 2 illustrates our approach with data generated for water oxygens around a LJ particle that is 
spontaneously charged to be either positive, as in panel (a), or negative, as in panel (b). Individual 
trajectories feature large fluctuations that are difficult to analyze, as illustrated in Fig. 2(a). We have found 
that by performing isoconfigurational averaging, in which we run many trajectories each launched from 
the same nuclear configuration (but with slightly different momenta), we can converge the relaxation 
dynamics that are inherent to a given configuration, as illustrated in Fig. 2(b). By sampling over many 
individual initial configuration we can generate statistics of relaxation dynamics that directly characterize 
the effects of molecular heterogeneity within the system, as illustrated in Fig. 2(c). 

Coarse grained model of a driven electrochemical interface: 
We are developing a theoretical framework for simulating the dynamics of active electrochemical 
interfaces. This framework explicitly describes both the effects of molecular disorder that are inherent to 
dilute electrolyte systems and the dynamic effects of interfacial charge transfer. The model also includes 
an explicit description of interfacial charge transfer, and thus offers a realistic simulation of the driving 
forces that control the flow of current in an electrochemical cell. As illustrated in Fig. 3(a), our model 
combines three basic ingredients: (1) a constant potential electrode, (2) an explicit model of an 
electrolyte, and (3) an empirical model of interfacial charge transfer. We combine these three ingredients, 
as illustrated in Fig. 3, to simulate the flow of current in model electrochemical cells. 

In our model, we formulate the interfacial electron transfer rate as a function of the applied electrode 
potential and of the characteristics of the local electrostatic environment. This means that different micro-
environments can yield different rates of charge transfer, as illustrated in Fig. 3(b). As a result, 
heterogeneity in the local rate of electron transfer occurs naturally in our system due to fluctuations in the 
local composition of the ionic environment. Furthermore, our model can describe how the distribution of 
interfacial electron transfer rates changes when current is flowing across the electrode. 

With this model we simulate the static and dynamic properties of electrochemical system under different 
conditions. To illustrate the capability of our model to simulate nonequilibrium dynamics we consider an 
electrochemical system, originally equilibrated under neutral electrodes, that is subject to a gradient in
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Figure 3. (a) A schematic illustration of our coarse grained model of a driven electrochemical cell. The 
model contains variable potential electrodes that are capable of exchanging electrons with redox-active 
model species in the electrolyte region. The dynamics of these species thus mediate the flow of charge 
through the model system. (b) Variations in micro-environment lead to variations in charge transfer rates. 
This figure shows the distribution of electronic energy levels in the electrode (grey line) and the average 
over all Li-ions (dashed blue line). The distribution for individual ions (solid blue lines) can differ from the 
average distribution due to variations in micro-environment, for example arising from differences in local 
ionic coordination. Our methodology will treat these variations explicitly, so that local configuration 
directly influences charge transfer rates. 
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applied electrode potential. Figure 4
(a) illustrates the electrostatic 
potential computed along a slice 
through the system. The electrodes 
impose potential gradient across the 
system and the ion positions shape 
this potential gradient. Figure 4(b) 
contains a plot of the density of 
redox active species after the 
potential is applied. This efficient 
coarse grained model can be used to 
s i m u l a t e t h e d y n a m i c s o f 
experimentally relevant systems. 
For example, Fig. 4 shows the 
evolution of the cell-wide ion 
density field in a model potential 
jump experiment.  

Future Plans: 
Future plans for this program will combine our newly developed simulation tools and coarse grained 
model to explore the properties of driven electrochemical systems. Specifically, we will focus on 
investigating the structural and dynamical properties of the electrochemical double layer, and how these 
properties vary when systems are out of equilibrium. We will apply our newly developed simulation tools 
and coarse grained models to study the screening response of electrolytes systems, such as that illustrate 
in Fig. 5, that are forced out of equilibrium by some external bias. 

Publications: 
We have not yet produced any publications under this award.
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Figure 5. The screening response of an electrolyte confined between two constant potential electrodes. (A) 
When an applied electrode potential is introduced to an electrolyte that is initially at equilibrium, a linear 
potential gradient drives the flow of ions. (B) The equilibrium response of the electrolyte to an applied 
potential includes a buildup of excess ionic charge at each electrode compensates the electrode charges, 
screening the potential gradient in the regions away from the electrode surfaces.

Figure 4. (a) Snapshots from our model reveal heterogeneity in the 
electrostatic potential (as indicted by shading). Ions perturb this 
potential and ultimately arrange themselves to screen the influence of 
charged electrodes. (b) The density profile of a redox active species 
after the application of a constant electrochemical driving force 
between electrodes at position 0nm and 2nm. At early times (dark blue) 
the density profile is roughly uniform and at later times (yellow) the 
density profile reflects the presence of a electrode-induced chemical 
potential gradient.
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Figure 2. Convergence of the 
uncorrected 4- through 7-body terms in 
the many-body expansion of (H2O)7 for 
the various basis sets. 
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Program scope. This project aims to develop a comprehensive theoretical and 
computational framework to address a new class of emergent room-temperature 
photophysical and photochemical processes afforded by molecular polaritons 
(MPs), namely, hybrid states arising from the strong coupling of organic dye 
electronic/vibronic excitations and confined electromagnetic modes. Recent 
experimental progress on MPs prompts for the development of robust theoretical 
tools that can describe the novel phenomenology afforded by these systems 
under realistic dissipative conditions. Our project aims to fill this gap. The 
molecular or photonic components of MPs can be tuned to rationally modify the 
physicochemical properties of molecular matter. In this work, we will first pioneer 
formalisms based on open-quantum systems theory to address the low-energy 
dynamics of MPs in the presence of room-temperature realistic conditions such 
as in the presence of static and dynamic molecular disorder as well as 
absorptive losses in the electromagnetic environment. This framework will allow 

us to harness 
MPs to design 
control strategies 
of great interest to 
the missions of 
DOE-BES such 
harvesting of 
triplet excitons 
(Fig. 1, work in 
progress), or even 
exotic paradigms 
for the remote 
control of 

chemical 
reactions (Fig. 2, 
work in progress) 
in condensed 

phases. Given the emergent many-body flavor of the problems of interest where 
many electrons, vibrations, and photons interact with one another, our approach 
will construct effective Hamiltonian theories that can capture the essential 
dynamical features of the problems in question. To ensure relevance to 
experiments, we will routinely supplement our models with parameters obtained 
from computational quantum chemistry and from spectroscopic data in the literature or from our experimental 
collaborators.   

There are no publications to report because this is a new award, with a start date of September 1, 2018. 

 

Fig. 2. Schematic of remote control of 

infrared-induced conformational 

isomerization of HONO. a, Without 

excitation of 'remote catalyst' (RC, blue) 

Tc-glyoxylic acid, the 'probe' laser pulse 

impinging on the mirror of the cavity 

containing reactant (R, red) cis-HONO is 

reflected; the reaction does not occur. b, 

First, a pump laser pulse impinging on the 

mirror of the RC cavity excites a polariton 

whose character is predominantly this 

cavity and the strongly coupled OH (light 

blue) stretch of RC. Within <100 ps, 

coupling between this vibration and 

solvent modes induces relaxation from the 

eigenstate to optically uncoupled (dark) 

RC states. Next, the 'probe' pulse 

efficiently excites a polariton whose 

character is predominantly the impinged 

cavity and the strongly coupled OH (light 

red) stretch of R; R is subsequently 

converted into the product (P, gold) trans-

HONO. 

 

Fig. 1. Schematic of polariton-assisted triplet harvesting. a, 

Electrical injection of excitons produces statistical populations of 

75% triplet and 25% singlet excitons. The former do not emit light 

unless they can transfer their population into singlet states. b, 

Strong coupling an optical cavity with the singlet excitons 

generates a lower polariton which has sufficiently low energy to 

harvest population from the triplets, thus potentially enhancing the 

electrical to photon conversion efficiency.  
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FUNDAMENTAL ADVANCES IN RADIATION CHEMISTRY 
Principal Investigators: 

DM Bartels (bartels.5@nd.edu), I Carmichael, I Janik, JA LaVerne, S Ptasińska 
Notre Dame Radiation Laboratory, University of Notre Dame, Notre Dame, IN 46556 

SCOPE 
• Research in fundamental advances in radiation chemistry is organized around two themes. First,

energy deposition and transport seeks to describe how energetic charged particles and photons
interact with matter to produce tracks of highly reactive transients, whose recombination and escape
ultimately determine the chemical effect of the impinging radiation. The work described in this part is
focused on fundamental problems specific to the action of ionizing radiation. Particular projects
include completion of a radiolysis model for high temperature water,  experimental and theoretical
investigation of the VUV spectra of liquids up to supercritical conditions, chemistry of highly excited
states in spur and track recombination in aromatic hydrocarbon liquids, and quantitative
characterization of a novel radiation source, the atmospheric pressure plasma jet. The second thrust
deals with structure, properties and reactions of free radicals in condensed phases. Challenges being
addressed include the experimental and theoretical investigation of solvated electron reaction rates,
determination of the redox potentials of hyper-reduced transition metal ions, analysis of the structure
and reactivity of aqueous halide ion oxidation products; and characterization of the structure and
properties of the CO2

– radical.

PROGRESS AND PLANS 
In previous years it has been demonstrated that the equilibrium (1)  •OH + H2 ⇄ H2O + H• is the 
most critical in controlling the radiolytic production of corrosive oxidizing species in pressurized 
water-cooled nuclear reactors, by the addition of excess H2 to the water. Last year we reported an 
extensive series of experiments using high dose rates from 2.5 MeV electrons, in the range 0.5 to 
8 kGy/s,  to measure the steady state H2 in neat water from room temperature to 350oC.  We have 
a tentative value for the equilibrium constant (K1) at 250-350oC. The value of K1 is smaller than 
we previously considered possible, on the assumption that the ΔGhyd for OH radical would be 
smaller (less negative) than that of water itself at all temperatures.  This makes intuitive sense 
given that water can make four hydrogen bonds but OH can only make three, and it agrees very 
well with room temperature data.  The implication of the new measured equilibrium constant 
above 250oC, is that OH radicals are more strongly solvated than water molecules at these high 
temperatures.  This calls for some simulation of the OH radical solvation in high temperature 
water, presumably with ab initio MD methods. 

The steady state H2 produced at pH 11 in our high dose rate radiolysis experiment, starting just 
above room temperature, is much larger than can be accounted for with the accepted radiolysis 
mechanism.  This pH was chosen to help determine the reaction rate (2) for (e-)aq with •O2- , 
which has only been reported at room temperature.  The assumption has always been that the 
immediate product is O2

= , which then is neutralized by proton transfer from water giving HO2- 
and OH− .  However, the H2 measurements in our experiment require more oxidation of •O2- . 
We tentatively concluded from our modeling that an oxidation of •O2- by (e-)aq is the only 
reaction that can explain our observations, i.e. (e-)aq + •O2- => O2 + H2 + OH−.  In the past year 
we carried out experiments in alkaline aerated formate solutions to test this hypothesis. The 
experiment made use of a burst of microsecond electron pulses from our linac, and involved 
measuring the (e-)aq absorbance during the pulses as O2 was converted quantitatively to •O2-.  Up 
to 100oC, the rate constant k2 is found to be slightly smaller than the reaction rate for (e-)aq with 
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O2.  Measurement of the H2 product at 100oC in this chemical system failed to demonstrate the 
“oxidation” mechanism that we postulated. We are left at this time with no explanation for the 
large steady state H2 concentrations measured at alkaline pH.  

To probe the mechanism of halide oxidation by OH radicals, transient DC conductivity with 
simultaneous detection of optical absorption signals in (pseudo)halide solutions (Cl−, Br−, I−, 
SCN−) was carried out for the first time. For that purpose we designed and constructed a tandem 
fast DC conductivity/optical flow cell/setup.  No conductivity change is observed in chloride 
solutions. Bromide, iodide and thiocyanate OH-induced oxidation in acidic solutions resulted in 
decrease of apparent transient conductivity due to proton and double (pseudo)halide ion uptake, 
offset by X2

− formation (X=Br, I, SCN). Qualitative comparison of kinetic traces of 
optical/conductivity change in acidic and basic solutions of (pseudo)halides indicates that 
bromide solutions undergo a slightly different mechanism of OH-induced oxidation. The 
conductivity signal decrease in acidic bromide solutions, unlike in iodide or thiocyanate 
solutions, does not produce an optical signal growth. Moreover, quantitative DC conductivity 
signal increase did not account for 100% conversion of OH radicals into OH−. We propose that 
92% of OH radicals react with Br− via electron transfer and the remaining 8% of OH radicals add 
to Br− , which is reflected in fast optical growth of BrOH− at 350 nm. Quantitative interpretation 
of the kinetics obviously requires accurate dosimetry of the conductivity signals. We recognized 
in the course of these experiments that chloromethane as well as DMSO dosimetry used 
routinely in past studies were giving unphysical results. MeCl undergoes gradual decomposition 
during storage in commercial containers. DMSO requires reevaluation of earlier reported 
radiation chemical yields of proton formation. We found that both thiocyanate and iodide 
solutions can be used as convenient dosimeters in acidic conditions instead of the problematic 
MeCl and DMSO dosimeters. 

Partial molar volume changes in formation of hemibonded symmetric and asymmetric 
(pseudo)halide radical anions were measured at room temperature for the first time. To do this 
we designed and constructed an optical flow cell/setup for pulse radiolysis studies operating at 
pressures up to 2kbar. It has been found that in the reaction of di(pseudo)halide radical anions 
X•+X−  X2

•− (X=Br, I, SCN, SeCN), the partial molar volume of the products decreases by a 
few cc/mol in relation to the respective substrates. Following our recent reevaluation of the 
equilibrium for ClOH•− formation in water, we examined the pressure effect on the  Cl•+OH− ⇄ 
ClOH•− equilibrium constant. The partial molar volume of ClOH•− was determined as 
41.83 cc/mol which is almost 30% larger than the sum of •OH (14.4 cc/mol) and Cl− 
(17.83 cc/mol) partial molar volumes. This confirmed that ClOH•− is a very loosely bound 
radical and qualitatively agrees well with our earlier temperature studies as well as a number of 
prior literature computational reports. 

The temperature dependence of the vacuum ultraviolet charge-transfer-to-solvent (CTTS) 
absorption spectra of aqueous halide and hydroxide ions was measured up to 300 °C in 
subcritical water. With increasing temperature, absorption spectra are observed to broaden and 
redshift, much in agreement with previous measurements below 100 °C. These changes can be 
described alongside classic cavity models of the solvated species, where a gradual increase in 
cavity size is observed as a function of temperature while the Gibbs energy of hydration is 
largely unaffected. The changes in solvation properties can be considered in the context of recent 
studies of the ultraviolet spectroscopy of subcritical water and earlier investigations into the 
CTTS absorption. 
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For further characterization of the atmospheric-pressure plasma jet (APPJ) being used in many 
applications, we explored the possibility of applying an interferometry technique.  We 
investigated the influence of plasma discharge in He gas flow in the APPJ using a Michelson 
interferometer and compared results with Schlieren photography. Both cases showed that the 
plasma discharge followed the He flow in the open atmosphere; however, the plasma discharge 
also affected the gas flow, indicating a transition from laminar to turbulent flow. One possible 
explanation of this effect may be gas heating; however, to achieve this increase in flow, the gas 
temperature must be significantly increased. The optical emission spectroscopy of the gas 
temperature ruled out thermal heating as a major or sole cause of this transition, indicating that 
more complex phenomena such as electrodynamic coupling of the applied electrical field and 
ions are likely to be involved. Currently, we are continuing introducing advanced techniques to 
better characterize APPJs, e.g., acoustic characterization, which will lead to deeper 
understanding of low-energy interactions in APPJ. 

To tackle the challenge of short-lived plasma species characterization, we have developed in situ 
absorption spectroscopy with an acidified ferrous sulfate (Fricke) solution as a molecular probe 
of oxidative species formed due to plasma interaction. Our experimental results indicated that the 
total number of reactive species formed increased with plasma frequency and voltage, but 
decreased with increased frequency per pulse. To obtain a better understanding of the processes 
and species involved in the chemical reactions due to plasma exposure, we performed 
calculations for several scenarios in which the most likely reactive species were involved. In 
addition, to correlate the effects observed in Fricke solution with biological effects, we 
performed a study, in which other molecular probes such deoxyribonucleic acid was irradiated 
by plasma. These studies allowed us to investigate plasma-induced chemistry under different 
plasma experimental conditions in order to verify the usefulness of both the Fricke solution as a 
molecular probe to characterize plasma for future applications. 

One thrust of work at the NDRL is to provide a comprehensive understanding of low-energy 
electron interactions, with a particular focus on dissociative electron attachment (DEA) to model 
biomolecular systems in the gas phase.  The majority of biomolecules studied in the last decade 
consist of 5- or 6-membered rings. Therefore, it is important to indicate what factors drive the 
specific fragmentation reactions initiated by DEA to those ring compounds. Our study 
commenced with an investigation of imidazole, the simplest heterocyclic compound having a 5-
membered aromatic ring with two nitrogen atoms, and was performed in collaboration with the 
Innsbruck group. In this study, the most abundant fragment was a dehydrogenated anion formed 
via H loss at the N1 position. This process occurred at electron energies of ~1.5 and ~2 eV, while 
other anions were formed dominantly above 7 eV. Among these anions, multiple 
dehydrogenation reactions were observed resulting in the loss of 2, 3 or 4 hydrogens, leading to a 
complete dehydrogenation of the imidazole molecule. Quantum chemical calculations revealed 
that these multiple dehydrogenation reactions were responsible for ring opening. We also studied 
DEA to a more complex compound, i.e., nicotine, which is a bicyclic compound containing 5- 
and 6-membered rings linked to each other as well as to its two individual component fragments, 
i.e., pyridine and methylpyrrolidine. DEA to nicotine did not result in the formation of a stable 
dehydrogenated molecular anion as was the case for other similar biomolecules. However, it was 
prone to complex dissociation pathways involving the cleavage of the pyrrolidine ring and 
isomerization mechanisms. Furthermore, for each dissociation channel in nicotine, an analogous 
pathway in N-methylpyrrolidine was observed. Based on this mass spectrometric study and 
quantum chemical calculations, we proposed possible fragmentation pathways for each fragment. 
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Our results showed that the pyrrolidine ring is particularly susceptible to fragmentation due to 
low-energy electron impact. In contrast with nicotine and N-methyl-pyrrolidine, the dominant 
pathway in DEA to pyridine was dehydrogenation. These results provide important new 
information about the stability of nicotine and its constituent parts, that can further advance our 
understanding of other ring compounds. Further systematic investigations are underway for gas 
phase 5-membered rings (e.g., oxazole, iosoxazole, thiozole) in which positions of hetero atoms 
vary in their isomers.  
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Program Scope 
 

The radiation chemistry of organic compounds can vary widely because of the vast 
variety of elemental compositions and yet some aspects of their decomposition can be 
obtained by observations of the fundamental processes occurring. This program elucidates 
the complete decomposition scheme of selected simple organic compounds with the goal 
of finding simple trends that can be applied to general classes of compounds in order to 
give predictive capability of their overall radiation stability. All radiation-induced 
processes in organic compounds are initiated by ionization, which is followed by 
neutralization to populate the whole manifold of excited states. These excited states and 
their subsequent reactions are responsible for product formation. The lowest energy triplet 
states of aliphatic compounds tend to readily decompose to a wide variety of radical 
species. These compounds are quite sensitive to radiation as exhibited by the high yields 
of products. On the other hand, aromatic compounds are thought to be radiation inert 
because of the low yields of final products. (Roder 1981) Recent studies from our 
laboratory have shown that aromatic compounds can in fact undergo extensive radiolytic 
decomposition under certain conditions. (Baidak, Badali et al. 2011; La Verne and Baidak 
2012) The radiation stability of aromatic compounds can now be questioned. This program 
seeks to understand the mechanism underlying how aromatic compounds decompose when 
exposed to ionizing radiation and to identify the final products formed and their variation 
under different radiolytic conditions. Characterization of the conditions under which 
aromatic compounds are likely to be sensitive to radiation is an important part of this 
effort. Mixed organic compounds are found throughout the DOE complex. They are vital 
components of resins used in radioactive waste separations and the polymers used in 
construction components and waste storage containers. Aromatic entities are found in 
many of the solvents used in extraction processes including the newer “designer solvents” 
made from ionic liquids. Many building blocks of cells including DNA contain aromatic 
components so this research is also important for radiation protection purposes. The 
research focuses on the radiation chemistry of a variety of simple aromatic liquids 
containing different heteroatoms or aliphatic side chains. Molecular hydrogen production 
is the primary probe of radiation sensitivity, but a wide variety of spectroscopic and 
chromatographic techniques are also used to obtain detailed mechanisms on a few select 
compounds. This effort differs substantially from the conventional radiation chemical 
approach in that heavy ion radiolysis is used extensively as a tool for the elucidation of 
mechanisms.  
 
Recent Progress 
 

Aromatic compounds are found to be radiation inert when exposed to conventional 
gamma rays, but under certain heavy ion radiolysis conditions they exhibit substantial 
decomposition. This program tries to identify the characteristics under which aromatic 
compounds decompose and the mechanism involved. Since the decomposition of aromatic 
compounds is observed under heavy ion radiolysis this program relies extensively on 
exploiting the detailed characteristics of the track structure of radiation to probe the 
mechanisms involved. Ionizing radiation deposits energy along its path in localized regions 
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leading to a nonhomogeneous distribution of reactive species that constitutes the radiation 
track. The general effects of track structure on the radiolysis of materials in the condensed 
phase are reasonably well understood. (LaVerne 2004) With increasing linear energy 
transfer (LET, equal to the stopping power, -dE/dx) the density of energy deposition 
becomes greater about the particle path. This increase in local energy density leads to 
higher concentrations of reactive species than are obtained using conventional fast electron 
or gamma radiolysis. Yields of products that are formed due to second order reactions will 
be enhanced with increasing LET while those due to first order processes will be 
unaffected. Therefore, the yield dependence on LET can be used as a convenient probe of 
mechanisms in radiolysis. These so-called track effects elucidate the dominant process 
from the many possible pathways for product formation in the radiolysis of organic 
compounds. Studies on benzene and its analogs found a substantial increase in the 
production of H2 on increasing the LET of the incident radiation. (LaVerne and Araos 
2002; Enomoto, LaVerne et al. 2007) Organic radiolysis is primarily initiated by C-H bond 
breakage so the observation of H2 implies that modification to the parent molecule 
decomposition must be occurring.  

Previous work on molecules consisting of an aromatic and an aliphatic component 
found that with increasing aliphatic fraction the yield of H2 also increased signifying an 
increase in radiation sensitivity. However, the total decomposition was still far below that 
observed with aliphatic compounds. For instance, the yield of H2 with benzene is only 0.04 
molecules/100 eV while that of cyclohexyl-benzene increases to about 0.3 molecules/100 
eV, which is far below the value of 5.6 molecules/100 eV found for cyclohexane itself. The 
results suggest that even though the probability of initial energy deposition in the 
cyclohexyl-benzene is equal for the aliphatic and aromatic components, the energy is 
shifted to the aromatic moiety, which drives the subsequent chemistry. A mixture of 50% 
hexane and 50% benzene gives an almost identical yield of H2 as the cyclohexyl-benzene. 
Although the energy deposition between the aromatic and aliphatic moieties are similar, 
one system involves intermolecular energy transfer while the other is an intramolecular 
energy transfer. Surprisingly, these two energy transfer are equally efficient. The results at 
LET definitely show that the process leading to H2 formation is second order in aromatic 
compounds. (Baidak, Badali et al. 2011) The data further suggests that high-energy excited 
states are leading to H2 formation, which is contrary to contemporary thought that the 
lowest level excited states are responsible for radiolytic decomposition. The increase in 
local concentration of excited state species within the particle track is promoting a 
substantial amount of reaction between them before they would normally decay to ground. 
The implication of this observation is that high-energy excited states can undergo extensive 
chemistry, but that chemistry can be somewhat restricted because of the short lifetimes of 
these states.  

Previous studies with aromatic compounds containing heteroatoms was limited to 
pyridine and analine. Both of these compounds have about the same radiation sensitivity 
as benzene, and toluene, respectively, suggesting that it is the aromatic nature of the 
compound that is leading to the observed effects and not the heteroatom. This work was 
further extended by the examination of radiation sensitivity of cyclic rings of different sizes 
by comparing six member rings (pyridine, pyrimidine, and piperidine) with five member 
rings (pyrrole, imidazole, and pyrrolidine). Radical scavengers I2 and CCl4 were used to 
elucidate reaction mechanisms of the H atoms. The pyridine and pyrrole show no 
dependence of H2 on H atom scavenger concentration suggesting the H atom is not a 
precursor to H2 but rather the pathway involves high-energy excited states. The H2 yield 
with pyrrole is low as expected with an aromatic compound, but still about an order of 
magnitude higher than for pyridine possibly because of the increased strain in the smaller 
ring structure. On the other hand, piperidine and pyrrolidine have high H2 yields 
comparable to a simple aliphatic like cyclohexane indicating their relative sensitivity to 
radiation. Both compounds show a strong dependence of H2 yields on H atom scavengers 
suggesting the strong role of H atom abstractions reactions as the leading mechanism. The 
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aliphatic compounds, piperidine and pyrrolidine show no LET dependence while pyrrole 
and pyridine show the typical significant increase in H2 yield with increasing LET 
indicating the role of second order reactions of high-energy excited states. 

DNA bases are composed of aromatic rings with N atom heteroatoms. Some of 
them also contain O atoms, the effects of which on the relative radiation sensitivity of 
aromatic compounds have not yet been examined. As expected from the work with simple 
aromatic compounds with N heteroatoms in the ring, the DNA bases do not significantly 
decompose in gamma radiolysis. The yields of H2 in the gamma radiolysis of the bases, 
adenine, guanine, cytosine, thymine, and uracil are about an order of magnitude lower than 
found with pyridine indicating their extreme stability to radiation. However, as the LET is 
increased the production of H2 increases dramatically, much in the same trend as found 
with pyridine and benzene. Clearly, the DNA bases are not radiation inert under all 
radiolytic conditions. The increased sensitivity of the bases with the higher LET radiation 
is of the same order as the radiation quality factor and may be the reason that the relative 
biological effectiveness increases with increasing LET. 

 
Future Plans 
 

A wide variety of types of aliphatic and aromatic compounds has been examined 
and several trends noted. The LET dependence clearly shows that the H2 is due to a second 
order reaction but the nature of the precursor is still unknown. The rate of transfer of energy 
from an aliphatic to an aromatic entity is extremely fast and independent of intermolecular 
or intramolecular processes. The initial state and the mechanism for energy transfer lies at 
the core of the radiation stability of aromatic compounds and fundamental approaches will 
be used to elucidate the mechanisms involved. The higher energy states are extremely short 
lived and present a challenge to experimental and theoretical methods. Deuterated mixtures 
may shed some information on the underlying processes. The goal is to examine the 
isotopic distributions of hydrogen in order to determine the site of H2 production especially 
at high LET were the aromatic entity seems to dominate the productions of H2. 

The N heteroatomic aromatic molecules follow the same trends with LET as the 
simple carbon atom analogs suggesting similar mechanisms are involved. Many molecules 
in nature also have oxygen heteroatoms and a sample of these species will be examined to 
see if they generally follow the same trend as nitrogen and carbon atom analogs. 
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Program Scope 
Advances in the development of nuclear power and in the maintenance of our present fleet 

of reactors requires fundamental radiation chemistry studies on complex systems containing 
water, organics, and interfaces. This program is an extension of studies on fundamental radiation 
chemical effects in homogeneous media that have been and continue to be a major effort at the 
NDRL. The extensive knowledge obtained for water, aqueous solutions, and organic liquids is 
being expanded to more directly address specific needs in the nuclear power industry. The 
program probes reactor water chemistry at operating conditions of BWR and PWR reactors, as 
well as the radiation chemistry at the molecular level occurring on interfaces. Development of 
newer separation systems that are more efficient and economic are being aided by fundamental 
studies on the organic separation media as well as the aqueous phases containing the high 
concentration of salts commonly associated with these systems. 

Recent Progress and Future Plans 
Oxidation of reactor components by H2O2 produced in the radiolysis of the water coolant 

is of major concern in the nuclear power industry. One of the more common methods for mediation 
of the production of H2O2 employs the addition of H2 in order to suppress the combination reactions 
of OH radicals to form H2O2. The kinetics of the formation and reaction of H2O2 in the long time 
gamma radiolysis of water is examined using a combination of experiment with model 
calculations. Escape yields of H2O2 on the microsecond time scale are easily measured with added 
radical scavengers even with substantial amounts of initial added H2O2. The gamma radiolysis of 
aqueous H2O2 solutions without added radical scavengers reach a steady state limiting 
concentration with increasing dose, and that limit is directly proportional to the initial 
concentration of added H2O2. The dose necessary to reach that limiting H2O2 concentration is also 
proportional to the initial concentration, but dose rate has a very small effect. The addition of H2 
to aqueous solutions of H2O2 leads to a decrease in the high dose limit that is linear with the initial 
H2 concentration, but the amount of decrease is not stoichiometric. Proton irradiations of solutions 
with added H2O2 and H2 are more difficult to predict because of the decreased yields of radicals; 
however, with a substantial increase in dose rate there is a sufficient decrease in radical yields that 
H2 addition has little effect on H2O2 decay. More studies with selective radical scavengers will be 
employed to piece out their relative contributions and high LET (Linear Energy Transfer = −dE/dx) 
radiolysis will be performed. An extensive deterministic modeling effort is currently underway to 
help elucidate the underlying mechanisms involved in these systems.  

A major source of water radiolysis in light water reactors comes from the 10B(n,α)7Li 
reaction. Borate is used as a “shim” for fine control of the neutron flux, and this fission reaction 
can amount to 30% of the total dose at the start of a new fuel cycle. Astonishingly there has been 
no measurement of the yields of product (g values) from the high-energy alpha and lithium recoil 
ions. In the last year we have been able to measure the room temperature g value for H2 molecule 
production using low energy neutrons from the NIST neutron imaging facility. Irradiation of a 
0.1M borate solution with low energy neutrons was carried out for up to several hours, and then 
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dissolved H2 was measured with the mass spectrometric technique used at Notre Dame for many 
years. The neutron exposure was measured by including Na+ ions to capture some neutrons in the 
borate solution, and then counting the 23Na gamma signal the day after the experiment. Using well-
known neutron cross-sections, this technique gives the number of fission events the water was 
exposed to. Division of the H2 produced by the total fission energy gives the room temperature g-
value for H2 as 1.35±0.03 molecules/100 eV. For these high LET fission particles, the yield of 
H2O2 in the water is probably equal to the H2, with virtually no free radicals escaping the tracks. 
We expect in the next beam period to be able to make measurements at the reactor temperatures 
of interest, 200-350oC. 

Systems for the separation of various metals from radioactive wastes are often mixed 
aqueous-organic phases in which the element of choice is dissolved in a concentrated nitric acid 
solution and then extracted into an organic liquid phase using selective ligands. Separation systems 
involve an aqueous phase of dissolved metals of interest with very high (up to 6M) nitrate 
concentrations. Nitrites formed from the radiolytically induced dissociation of the nitrates have 
been suggested to interfere with many of the ligands currently in use and for several of those 
proposed for future use. High nitrate concentration can also modify water radiolysis from that 
observed in the more commonly used dilute solutions. The role of excited states in the radiolysis 
of water can become important at high nitrate concentrations. Comparison of experimental 
measurements of the yield of H2 produced in the gamma radiolysis of water and aqueous nitrate 
solutions with predictions of a Monte Carlo track chemistry model shows that the nitrate anion 
scavenging of the hydrated electron, its precursor, and hydrogen atom cannot account for the 
observed decrease in the yield at high nitrate anion concentrations. Inclusion of the quenching of 
excited states of water (formed by either direct excitation or reaction of the water radical cation 
with the precursor to the hydrated electron) by the nitrate anion into the reaction scheme provides 
excellent agreement between the stochastic calculations and experiment demonstrating the 
existence of this short-lived species and its importance in water radiolysis. Energy transfer from 
the excited states of water to the nitrate anion producing an excited state provides an additional 
pathway for the production of nitrogen containing products not accounted for in traditional 
radiation chemistry scenarios. Such reactions are of central importance in predicting the behavior 
of liquors common in the reprocessing of spent nuclear fuel and the storage of highly radioactive 
liquid waste prior to vitrification. Further experiments will explore the results with high nitric acid 
concentrations at high LET. 

Most of the focus on the radiolysis of separation systems has concerned the aqueous phase. 
Organic radiolysis has mainly examined the stability of the ligands used to extract the actinides 
and lanthanides. However, a major portion of these systems is the organic solvent, which has 
traditionally been kerosene with the more modern systems using dodecane. A program to examine 
the radiation chemistry of dodecane has been started. Initial focus has been on the production of 
H2 because it gives a measure of the overall sensitivity of the medium and the data is useful for 
establishing safety working limits due to its flammability. The yields of H2 have been measured in 
the radiolysis of dodecane and hexane following radiolysis by gamma rays and a variety of heavy 
ions. Hexane has been examine because there are previous studies on it that can be used to verify 
experimental protocols. Measured yields with gamma rays are found to be slightly higher than 
literature values and decrease by about 25% on aeration of the sample. Increasing the LET from 
gamma rays to radiolysis with protons results in a decrease of H2 yields by about 15% due to the 
increased importance of second order H atom combination reactions. A further increase in LET 
results in a slight increase in hydrogen yields. Scavenging of radical precursors using I2 resulted 
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in a net loss of H2, but the corresponding quantitative yields of HI were not reproducible. The 
formation of HCl in scavenging reactions of CCl4 seems to indicate that both H atom combination 
and H atom abstraction reactions are occurring with the latter being more dominate. 

There is a renewed interest in the radiolysis of aqueous solutions of highly concentrated 
chlorides and bromides due to the possible use of seawater as a coolant in emergency conditions. 
The main concern is the reaction of halogens with H2O2, which is the main stable oxidizing species 
produced in water radiolysis. Simple addition of halogens to aqueous solutions of H2O2 leads to 
its decomposition due to a thermal reaction that may well be acid catalyzed. For instance the half-
life of H2O2 with 2 M bromide is about 400 hours. Further efforts are underway to determine the 
dependence of H2O2 on bromide and acid concentration and model studies will be used to 
determine rate constants. Initial efforts to examine the radiation dependence of H2O2 concentration 
on bromide concentration found an increase in H2O2 production with increasing bromide 
concentration. Bromide reacts with the OH radical and should decrease H2O2 production. Further 
examination determined that Br2 or Br3

- produced in radiolysis interferes with the iodide method 
used to determine H2O2. Other methods to circumvent this obstacle are being explored. Pulse 
radiolysis of concentrated bromide solutions found that the normally expected kinetics at low 
halogen concentration is different at higher concentrations. An equilibrium, Br2 + Br−  Br3

−, is 
quickly established that seems to control much of the observed kinetics. Further pulse radiolysis 
will be used to establish the exact mechanisms and models will be developed to extract the kinetics.  
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