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FOREWORD 
 
This volume  summarizes  the  scientific  content of  the Twelfth Research Meeting on Condensed Phase and  Interfacial 
Molecular Science (CPIMS) sponsored by the U. S. Department of Energy (DOE), Office of Basic Energy Sciences (BES). The 
research meeting is held for the DOE laboratory and university principal investigators within the BES CPIMS Program to 
facilitate scientific interchange among the PIs and to promote a sense of program awareness and identity. 
 
This year’s speakers are gratefully acknowledged for their investment of time and for their willingness to share their ideas 
with the meeting participants.  
 
The abstracts in this book represent progress reports for each of the projects that receive support from the CPIMS program. 
Therefore, the book represents a snapshot in time of the scope of CPIMS‐supported research. The CPIMS 12 agenda also 
features  two speakers who receive support  for  their research  from  the BES Computational and Theoretical Chemistry 
(CTC) Program: Mark Gordon and Adam Wasserman, whose presentations will take place on Friday, November 4, and 
whose abstracts are contained in a special, CTC section of this book. Moreover, several speakers receive co‐funding for 
their work from both the CPIMS and CTC programs, including Christine Isborn (who speaks on Wednesday, November 2), 
Aurora Clark (who speaks on Thursday, November 3), and Sapna Sarupria (who speaks on Friday, November 4). Finally, 
several speakers in radiation chemistry receive support from the Solar Photochemistry program, including Sylwia Ptasinska 
(who speaks on Wednesday, November 2), and Andrew Cook and Jay LaVerne (who both speak on Thursday, November 
3); their abstracts are contained in a Solar Photochemistry section of the book. 
 
A recent tradition is the use of the cover of this book to display research highlights from CPIMS investigators. This year, 
we have included six research highlights on the cover. These images were selected from highlights and abstracts submitted 
by CPIMS investigators during the past two years. We thank the investigators for allowing us to place their images on the 
cover of  this book, and we  thank all CPIMS  investigators who  submitted  research highlights. CPIMS  Investigators are 
encouraged to submit highlight of their results; we will continue to receive these stories of success with great pride. We 
thank  Joshua Haines  for his creative advice during assembly of  this volume, and his  tireless efforts  in assembling and 
editing highlights for the program. 
 
We are deeply  indebted to the members of the scientific community who have contributed valuable time toward the 
review of proposals and programs. These thorough and thoughtful reviews are central to the continued vitality of the 
CPIMS Program. We appreciate the privilege of serving in the management of this research program. In carrying out these 
tasks, we learn from the achievements and share the excitement of the research of the many sponsored scientists and 
students whose work is summarized in the abstracts published on the following pages. 
 
Special thanks are reserved for the staff of the Oak Ridge Institute for Science and Education, in particular, Connie Lansdon 
and Tim Ledford. We also thank Diane Marceau, Michaelena Kyler‐Leon, and Gwen Johnson  in the Chemical Sciences, 
Geosciences, and Biosciences Division for their indispensable behind‐the‐scenes efforts in support of the CPIMS program.  
Finally, we thank Gail McLean, who has served as Acting Director for the Chemical Sciences, Geosciences, and Biosciences 
Division for the past several months; her dedication while she has continued to serve her existing role as Team Lead for 
the Photo‐ and Bio‐Chemistry Team has been remarkable. 
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Twelfth Condensed Phase and Interfacial Molecular Science (CPIMS) Research Meeting 
Gaithersburg Marriott Washingtonian Center, Gaithersburg, Maryland 

 
Tuesday, November 1 
3:00-6:00 pm  **** Registration **** 
6:00 pm  **** Reception (No Host, Lobby Lounge) **** 
6:30 pm  **** Dinner (on your own)   **** 
 
Wednesday, November 2 
7:30 am  **** Breakfast (Salon A-C) **** 
 

All Presentations Held in Salon D-F 
8:30 am Introductory Remarks and Program Update 
  Gregory Fiechtner, DOE Basic Energy Sciences 
 
Session I Chair: Greg Kimmel, Pacific Northwest National Laboratory 

9:00 am Spectroscopic Imaging of Molecular Functions at Surfaces 
Wilson Ho, University of California, Irvine 

9:30 am A Single Atom Alloy Approach to Selective Dehydrogenations 
E. Charles H. Sykes, Tufts University 
 

10:00 am  **** Break **** 
 
Session II Chair: L. Robert Baker, Ohio State University 

10:30 am Observing the Molecular Dynamics of Catalysis at Solid-Liquid Interfaces 
Tanja Cuk, Lawrence Berkeley National Laboratory 

11:00 am Charge Transfer Processes at Water/Semiconductor Interfaces 
Sylwia Ptasinska, Notre Dame Radiation Laboratory/University of Notre Dame 

11:30 am The Interfacial Chemistry of Droplets and Nanoparticles 
Kevin Wilson, Lawrence Berkeley National Laboratory 

 

12:00 pm  **** Lunch (Salon A-C) **** 

1:30 pm–4:00 pm  Free/Discussion Time 
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Session III Chair: Andrei Tokmakoff, University of Chicago 

4:00 pm Exploring Electron Delocalization on the Femtosecond Timescale: Experiment 
Munira Khalil, University of Washington 

4:30 pm Exploring Electron Delocalization on the Femtosecond Timescale: Theory 
Niranjan Govind, Pacific Northwest National Laboratory 

5:00 pm Modeling Excited States in the Condensed Phase 
Christine M. Isborn, University of California, Merced 

 
5:30 pm **** Reception (No Host, Lobby Lounge) **** 
6:00 pm  **** Dinner (Salon A-C) **** 
 

 

Thursday, November 3 

7:30 am  **** Breakfast (Salon A-C) **** 

 

Session IV Chair:  Christopher Mundy, Pacific Northwest National Laboratory 

8:30 am Graph Theory Strategies for Interrogating Intermolecular Interactions and Reaction Coordinates 
Within Quantum Dynamics Data 
Aurora Clark, Washington State University 

9:00 am Intermolecular Interactions of Water in the Gas and the Condensed Phase 
Sotiris Xantheas, Pacific Northwest National Laboratory 

9:30 am Theoretical Studies of Ionic Hydrogen Bonds: The Role of Electric Field Effects 
Kenneth Jordan, University of Pittsburgh 

 
10:00 am  **** Break **** 
 

 
Session V Chair:  Caroline Chick Jarrold, Indiana University 

10:30 am Spectroscopic Properties of Ionic H-Bonds: From Ionic liquids to the Grotthuss Mechanism in Water 
Mark Johnson, Yale University 

11:00 am Formation and Spectroscopy of Weakly-Bound Clusters: Electronic Couplings and Solvation Effects 
Etienne Garand, University of Wisconsin-Madison 

11:30 am Probing Molecular Growth Processes and Solvation with Mass Spectrometry and Photoelectron 
Spectroscopy 
Musahid Ahmed, Lawrence Berkeley National Laboratory 

 
12:00 pm  **** Lunch (Salon A-C) **** 

12:30 pm–3:30 pm  Free/Discussion Time 
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Session VI Chair:  James Wishart, Brookhaven National Laboratory 

4:00 pm CO2 in Room Temperature Ionic Liquids and Supported Ionic Liquid Membranes 
  Michael Fayer, Stanford University 
4:30 pm Exceptionally Rapid Capture of Radical Cations Made by Pulse Radiolysis 

Andrew R. Cook, Brookhaven National Laboratory 
5:00 pm Radiolysis of Water-Metal Oxide Interfaces 

Jay LaVerne, Notre Dame Radiation Laboratory 
 
5:30 pm  **** Reception (No Host, Lobby Lounge) **** 

6:00 pm  **** Dinner (Salon A-C) **** 

 

 

Friday, November 4 

7:30 am  **** Breakfast (Salon A-C) **** 
 

Session VII Chair:  Shawn Kathmann, Pacific Northwest National Laboratory 

8:30 am Accurate Calculations on Large Species: Theory and Applications. 
Mark Gordon, Iowa State University and Ames Laboratory 

9:00 am Fixing delocalization and static-correlation errors with Partition Density Functional Theory 
Adam Wasserman, Purdue University 

9:30 am Sampling Rare Events in Aqueous Systems Using Molecular Simulations 
Sapna Sarupria, Clemson University 
 

9:55 am  **** Break **** 
 

Session VIII Chair:  Amber Krummel, Colorado State University 

10:25 am Selective Adsorption of Ions to Aqueous Interfaces: Air/Water vs. Graphene 
Richard Saykally, Lawrence Berkeley National Laboratory 

10:55 am Role of Dispersion on Water Ordering about Ions and Hydrophobic Solutes at High Pressure 
  John Fulton, Pacific Northwest National Laboratory 
11:25 am Closing Remarks 

Gregory Fiechtner, DOE Basic Energy Sciences 
 
12:00 noon  **** Meeting Adjourns **** 
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Program Title: Theoretical Developments and Applications to Surface Science, 
Heterogeneous Catalysis, Heavy Elements, and Intermolecular Interactions 
 
Principal Investigator: Mark S. Gordon, 201 Spedding Hall, Iowa Sate University and 
Ames Laboratory, Ames, IA 50011; mark@si.msg.chem.iastate.edu 
 
Program Scope. Our research effort combines new theory and code developments with 
applications to a variety of problems in surface science and heterogeneous catalysis, 
heavy element chemistry, and the investigation of intermolecular interactions, including 
solvent effects in ground and excited electronic states and the liquid-surface interface. 
Many of the surface science studies are in collaboration with Dr. James Evans. Much of 
the catalysis effort is also in collaboration with Professors Evans, Marek Pruski and Igor 
Slowing. 
 
Recent Progress. Chemical processes on and with the Si(100) surface have been one 
research focus. The diffusion of Ga on Si(100) was studied using an embedded cluster 
model and multi-reference electronic structure methods, including CASSCF explorations 
of the doublet and quartet potential energy surfaces and improved energies with multi-
reference perturbation theory2. The details of the potential energy surfaces depend 
critically on the presence of the bulk that is represented by molecular mechanics (MM). 
Only when edge effects are minimized by embedding the quantum mechanics (QM) 
region in a much larger MM region, using our SIMOMM method, does a consistently 
realistic picture emerge. It appears that Ga can form metal wires on the Si(100) surface. 
Studies of surface growth are greatly enhanced through collaborations with the Evans 
group so that the morphology of surface processes can be better understood.  
 
A significant effort involves the development of efficient methods that can be applied to 
large systems, such as surfaces, nanoparticles and liquids. One such method is the 
effective fragment potential (EFP) method whose accuracy for intermolecular 
interactions rivals that of second order perturbation theory (MP2). The EFP method, a 
highly sophisticated model potential, can be combined with essentially any electronic 
structure method to, for example, provide insights about solvent effects and liquid 
behavior. Recently, the EFP method has been combined with nonlinear time-dependent 
density functional theory to facilitate the investigation of solvent effects on nonlinear 
optical properties4. The EFP method has also been combined with our spin-flip TDDFT 
method to study solvent effects on the location and energy profile of conical 
intersections, which have a profound effect on excited states, photochemistry and 
photobiology. EFP molecular dynamics (MD) simulations have been employed to study 
the aqueous solvation of the hydronium ion7 and to predict the melting temperature of 
ice9. In the latter study, the EFP method was shown to outperform density functional 
theory (DFT) methods. 
 
Another (fully quantum) fragmentation approach is the fragment molecular orbital 
(FMO) method. The FMO method divides a large species into fragments to facilitate 
accurate QM calculations on very large systems. The FMO method can be used in 
concert with any electronic structure method in GAMESS. In order to optimize 
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geometries using the FMO method, or to perform molecular dynamics (MD) simulations, 
it is necessary to derive and code fully analytic gradients for each method that is 
combined with the FMO, such as Hartree-Fock (HF) or DFT. Fully analytic FMO/HF, 
FMO/DFT, and FMO/MP2 gradients have been derived and implemented in GAMESS, 
to enable geometry optimizations and MD simulations11,13. We have shown previously 
that one can do FMO/HF MD simulations with periodic boundary conditions and that 
fully analytic gradients are absolutely essential. An invited review of fragmentation 
methods has appeared in a high impact journal.5 The FMO method is also highly scalable, 
because the calculation for each fragment can be performed on a separate compute node. 
Advances have also been made in high performance computational chemistry. An 
INCITE grant has enabled us to have access to the BlueGene /Q at Argonne, where we 
have demonstrated that the FMO method allows essentially perfect scaling to the 
petascale (more than 262,000 processors)13. The EFP and FMO methods have both been 
used to study problems related to biomass conversion to useful energy1. One bottleneck 
in the FMO method is that FMO3 calculations with explicit three-body interactions are 
computationally demanding. This problem has been solved in two ways. The entire FMO 
code has been made essentially file-less, with virtually no I/O overhead13. Also, a new 
method, the effective fragment molecular orbital (EFMO) method has been developed 
that replaces the bath potential with the EFP14. This incorporates the EFP induction 
component that includes many body interactions. It has been shown that the EFMO 
method is both more accurate and faster than the FMO2 method. Fully analytic EFMO 
gradients have been derived and implemented14. 
 
Another approach to making high-level electronic structure calculations is to use 
localized molecular orbitals (LMOs), because correlation is local. So, one can design 
LMO domains or subsystems and only perform the correlation calculation within those 
domains. Carter (Princeton) has developed a multi-configurational (MR) configuration 
interaction (CI) code called TigerCI to perform such calculations. In collaboration with 
the Carter group, a preliminary parallel version of TigerCI code has been 
implemented6.The TigerCI code has now been incorporated into GAMESS. A manuscript 
that describes this effort is in preparation. Another LMO-based fragmentation method, 
developed by the Piecuch group, called cluster-in-molecule (CIM) has been implemented 
in GAMESS. The CIM method is primarily intended to work with MP2 and coupled 
cluster methods, such as CCSD(T) and CR-CC(2,3). The bottleneck in the CIM method is 
the need to perform a HF calculation on the entire system to obtain the LMOs. This 
problem has been alleviated by the development of a combined FMO-CIM method, so 
that only the orbitals on each fragment need to be localized10. 
 
Mesoporous silica nanoparticles (MSN) have received increasing attention due to their 
catalytic capabilities. Because the MSN species are very important for their selective 
heterogeneous catalytic capability, we have an ongoing effort to model these complex 
species, in collaboration with the Evans, Pruski and Slowing groups. Electronic structure 
theory calculations have been combined with the non-equilibrium statistical mechanics 
methods of the Evans group to provide insights about processes that occur within a 
MSN8. The FMO method has been used to study the formation of carbinolamine, 
catalyzed by a section of MSN12. 
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A combined experiment/theory study of the Ce atom reaction with ethylene has been 
completed15. The existence of two band systems has been attributed to spin-orbit 
coupling, and the nature of the bonding has been analyzed. 
 
Current and Future Plans. Having completed an FMO study of the heterogeneous 
catalysis of carbinolamine formation inside a MSN cage, an examination of the full 
mechanism for this reaction will be investigated. It was demonstrated that small models 
of the MSN catalyst do not capture the correct chemistry, so larger cages, with thousands 
of atoms will be required. These calculations will be made feasible by an existing 
INCITE grant and by an exascale computing project (ECP) grant that us scheduled to 
begin in FY17. 
 
An interface between the GAMESS electronic structure program and the FMS program 
from the Martinez group has been implemented. The combined GAMESS-FMS 
methodology will now be used to study excited state phenomena, such as conical 
intersections that are ubiquitous in photochemical processes. In order to fully analyze 
surface crossings and conical intersections, one needs the ability to calculate non-
adiabatic coupling matrix elements (NACME) that couple multiple surfaces when they 
are in close proximity. For large systems, TDDFT and SF-TDDFT are the most efficient 
methods for exploring excited state phenomena, so the derivation and implementation of 
TDDFT and SF-TDDFT NACME are in progress. 
  
A collaboration with the Evans group at the Ames Laboratory on reactions that occue on 
the Pd surface will combine accurate electronic structure theory with kinetic Monte Carlo 
studies. These studies are complicated by the existence of several spin states of varying 
multiplicities, even for large Pd clusters. 
  
The collaboration with the Yang group at the University of Kentucky on the Ce-ethylene 
reaction will be expanded to other lanthanide elements. 
 
References to publications of DOE sponsored research 2013-present 
1. A. Devarajan, S. Markutsya, M.H. Lamm, X. Cheng, J.C. Smith, J.Y. Baluyut, Y. 
Kholod, M.S. Gordon, and T.L. Windus, “Ab Initio Molecular Dynamics Study of 
Molecular Interactions in a Cellulose Iα Μicrofiber”, J. Phys. Chem. B, 117, 10430(2013) 
2. D.-J. Liu, D.M. Ackerman, X. Guo, M.A. Albao, L. Roskop, M.S. Gordon, J.W. 
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EE Fall 2011 (MRS, Pittsburgh, 2012). 
3. J. Wang, A. Garcia, D.M. Ackerman, M.S. Gordon, I.I. Slowing, T. Kobayashi, M. 
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reaction yield: Statistical mechanical modeling for conversion reactions with restricted 
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Partition Density Functional Theory (PDFT) is a formally-
exact method to calculate the ground-state energy and 
density of molecules via self-consistent calculations on 
isolated fragments [1]. After a brief introduction to PDFT, I 
will explain our recent work [2] demonstrating how PDFT 
can be used to fix the delocalization and static-correlation 
errors that plague density-functional calculations of 
stretched molecules. For example, the figure shows the 
cases of stretched  and . No existing approximation 
to the XC-functional can get both of these correctly within 
standard KS-DFT.  The local-density approximation (LDA, in 
blue) underestimates the binding energy of the ion due to 
delocalization error and overestimates it in the neutral 
dimer due to static-correlation.  PDFT (in green), with a 
simple overlap approximation for the partition energy and 
LDA for the fragments, almost entirely corrects both.  I will 
explain why, emphasizing the importance of the ensemble 
treatment of fragment energies. 

I will also discuss our recent efforts to develop a non-decomposable, non-additive, non-interacting 
kinetic energy functional for use within PDFT [3], and a useful classification of energy errors [4]. 

1. J. Nafziger and A. Wasserman, Density-based Partitioning Methods for Ground-
state molecular calculations, J. Phys. Chem. A 118, 7623 (2014).  

2. J. Nafziger and A. Wasserman, Fragment-based treatment of delocalization and 
static-correlation errors in Density Functional Theory, J. Chem. Phys. 143, 234105 
(2015). 

3. J. Nafziger, K. Jiang, and A. Wasserman, Non-decomposable, non-additive, non-
interacting kinetic energy for covalent and non-covalent bonds, to be submitted.  

4. A. Wasserman, J. Nafziger, K. Jiang, M.C. Kim, E. Sim, and K. Burke, The importance 
of being self-consistent, Annu. Rev. Phys. Chem., in press (2016). 
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DOE‐BES CPIMS 
Condensed Phase and Interfacial Molecular Science  
PI Heather C. Allen 
Ohio State University 
Dept. of Chemistry and Biochemistry 
100 W 18th Ave 
Columbus OH 43210  
 
Program Scope  

Controlling Aqueous Interfacial Phenomena of Redox‐Active Ions with External Electric Fields. Our central 
hypothesis,  based  on  literature  precedents  and  our  own  prior  research  is  that  an  externally  applied 
electric field will markedly  influence  ion hydration properties and  interfacial water organization at the 
air/aqueous interface. Redox ions are an important class of ions in which their multivalent states provide 
the  potential  for  significant  interfacial  impact,  with  and  without  an  externally  applied  field.  At  the 
air/aqueous interface of FeCl2 and FeCl3 solutions, ions and water are not distributed homogeneously, but 
current expectation is that these ions will spontaneously form an electric double layer. We expect that 
multivalent ions will be influenced, and that hydration water and unbound water within the interface will 
be anomalously perturbed  in an externally applied electric field such that our observations could alter 
currently held assumptions about organization at such interfaces. 

Our  goal  for  the  proposed  research  is  to  show  proof  of  concept  experiments  for  a  fundamental 
understanding of the organization of, and induced by, redox ions Fe(II) and Fe(III) and externally applied 
electric  fields  at  the hydrophobic  air  /water  interface. These  investigations of  acidity,  co‐anion,  ionic 
strength, electric field strength and electrode polarity, as well as the associated perturbations to hydration 
and organization to these redox ion interfacial systems are imperative in order to develop this knowledge. 
Methods further developed and employed  include vibrational sum frequency generation spectroscopy, 
glancing  angle Raman  spectroscopy,  surface  tension  and  surface potential  instrumentation.  Expected 
outcomes include instrumentation development and advances in surface‐sensitive spectroscopy.  

Recent Progress 

As a preliminary surface potential (SP) study, we investigated Fe2+ and Fe3+ binding to a lipid to test our 
current SP  instrument sensitivity and for  initial training purposes. Previous studies have demonstrated 
interactions  of  Na+,  K+,  Mg2+  and  Ca2+  with  lipids.  However,  there  is  no  current  understanding  of 
multivalent transition metal interaction with these lipids. Hence, the Fe2+/Fe3+ pair is proposed as cations 
of  interest  in the binding  interaction with a model  lipid. To understand binding between Fe2+/Fe3+ and 
polar headgroups of phospholipids,  it  is essential to note the charge,  ionic radius, degree of hydration, 
and  orbital  geometry  as  parameters  used  to  evaluate  binding.  Multivalent  cations  form  stronger 
complexes than monovalent cations, which have lower charge density. Cations involved in complexation 
must  lose most of their hydration sphere. Therefore,  larger,  less hydrated metal  ions often bind more 
strongly than do the smaller, more hydrated ones. When considering ions of a given charge type, such as 
Na+ vs. K+ and Mg2+ vs. Ca2+, smaller cations are considerably more strongly hydrated relative to  larger 
cations where charge is dispersed over a larger surface area.  

In interaction with lipids, Fe2+ and Fe3+  ions are not expected to bind in a manner analogous to Ca2+ and 
Mg2+ respectively due to the potential for d‐orbital coordination. However, initial interaction of charge‐

6



charge attraction is expected. It is known that Mg2+ is strongly hydrated and it is energetically unfavorable 
to remove the surrounding water molecules before making an ionic complex with a negatively‐charged 
headgroup of a phospholipid such as PA. Additionally, Ca2+ has been shown to have a stronger binding 
affinity than Mg2+, which is indicated by a large surface excess of Ca2+ at the air/water interface. Compared 
to Fe2+, Fe3+ has a higher charge density and polarizability, and so will be more strongly hydrated, similar 
to  Mg2+.  However,  while  the  Fe2+/Fe3+  interactions  with  phospholipid  headgroups  might  first  appear 
similar  to  Mg2+/Ca2+,  it  should  be  noted  that  Fe  has  complex  relationship  with  water,  which  is  pH 
dependent and can result in formation of precipitates, particularly Fe(OH)3 (Ksp 2.79×10−39, insoluble at pH 
7).  Given  an  iron‐phospholipid  system,  pH  plays  a  crucial  role.  It  controls  the  interfacial  charge  by 
protonation/deprotonation of  the phosphate group and also determines the  types of Fe‐complexes  in 
solution. A recent study involving such a system has shown that the calculated percentage of soluble Fe 
(Fe3+, Fe(OH)2+) is present below pH ~2.2. 

In our  first  study under  this DOE grant, a vibrating plate  surface potential was used  to quantitatively 
measure the extent of condensation of the phospholipid by iron. From this, the surface dipole orientation 
and the surface charge density  is also determined. Using dipalmitoylphosphatidylcholine (DPPC) as our 
model,  Fe2+  interaction was  studied  at  three mean molecular  areas  (m.m.a.) of  the  lipid. Preliminary 
surface potential  (SP) measurements obtained from the air – aqueous 1mM ferrous chloride  interface 
showed significant SP enhancement (668 mV, 1mM) of the DPPC monolayer at 45 m.m.a., compared to 
the neat water subphase (569 mV) and those of other divalents, such as Mg2+ (687 mV, 1M) and Ca2+ (734 
mV, 1M). Calculated Debye lengths for divalents for two different calculations (1mM: 170.63 Å; 1M: 5.40 
Å) show that the impact of Fe2+ SP with a greater Debye length is almost equivalent to Mg2+/Ca2+.  

C. Y. Tang, Z. Huang, H. C. Allen; J. Phys. Chem. B. 2011. 115(1), 34‐40  
C. Y. Tang, Z. Huang, H. C. Allen; J. Phys. Chem. B. 2010. 114(51), 17068‐17076  
Stickland, F. G. W. J. Colloid Interface Sci. 1973, 42, 96. 
Wang, W.; Park, R. Y.; Meyer, D. H.; Travesset, A; Vaknin, D.; Langmuir 2011 27 (19), 11917‐11924 
Gaines, G. L., Jr. Insoluble monolayers at liquid‐gas interfaces; Interscience Publishers, Inc.: New York, 1966; Chapter 4, p 136 
 

Future Plans 

Instrumentation planning is underway for developing a radioactive decay based surface potentiostat to 
detect bare  aqueous  Fe  solution  surfaces. The  expected higher  sensitivity  and  increased  signal/noise 
relative  to  the  vibrating plate method  currently being used  in our  laboratory  is necessary  to achieve 
reproducible lower intensity air‐aqueous salt solution SP data. Our intention is to determine the potential 
of the double layer of Fe2+/Fe3+ without a lipid monolayer. In addition, for our sum frequency generation 
(SFG)  instrument, a  lower groove density compressor grating  is scheduled to be  installed and tested  in 
mid‐November  to  enable  larger  spectral  region  acquisitions  for  expanded  view  of  the OH  stretching 
region. We are also planning low frequency glancing angle Raman (GAR) testing with a newly order CW 
CrystaLaser 532 laser for this application. The GAR spectroscopy will delineate interfacial iron speciation 
and low frequency modes of hydrogen bonding. Postdoctoral Associate Lu Lin (start date Nov 1, 2016) will 
be leading the SFG OH bandwidth expansion and second year graduate student Tehseen Adel is leading 
the  surface  potential  instrumentation  subproject.  We  plan  to  begin  preliminary  SFG  OH  stretch 
experiments from the Fe(II, III) solution in January 2017. 

Publications. None. (Grant start date: 09/01/2016) 
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Program Scope 
 
This research program seeks to establish the charged micro-droplet environment as a medium for 
studying photochemical reactions. The confined droplet environment has capacity to accelerate 
chemical reactions using only picomoles (10-12 mol) of reactants. The hypothesis is that the effect 
of electric fields used during charged droplet generation, the effect of concentration achieved by 
solvent evaporation from the resultant charged droplets, and the effect of droplet exposure to a 
highly intense and coherent visible laser source will enable the production of unique, reactive 
photo-chemical species for novel pathways that might be difficult to access in traditional bulk, 
condensed-phase conditions. Unlike traditional gas-phase reactions conducted under reduced 
pressure, the ionic environment of the charged droplets exists at the interface of solution-phase 
and the gas-phase, yielding information that is directly transferrable to large scale chemical 
synthesis. The main focus of our work has been the development of novel devices for charged 
droplet manipulation and real-time product detection by mass spectrometry (MS). Chemical 
systems of interest involve the study of interfacial 
oxidation of amines.  
 
Recent Progress 
 
We have developed a novel contained-electrospray 
(ES) ionization device (Figure 1A) that is capable of 
(i) reactant confinement in charged droplets, and (ii) 
manipulation of the droplet reaction environment with 
a variety of stimuli (photons, electrical discharge, and 
heat). We studied catalytic dehydrogenation of 
tetrahydroquinolines using a simplified device 
(Figure 1B) involving nano-electrospray ionization 
(nESI) that mimicked only the outlet portion of the 
contained-ES apparatus. By coupling a portable laser 
source with nESI MS, we have established the first 
MS-based picomole-scale real-time photoreaction 
screening platform. This platform can be used for 
direct and rapid screening of chemical 
transformations, and results are available within 
seconds of reaction initiation. With this approach, we discovered an effective photocatalytic 
pathway involving the dehydrogenation of 1,2,3,4-tetrahydroquinolines to the corresponding 

 
Figure 1. (A) Experimental set-up for the contained-
ES emitter for generating charged droplets, and their 
subsequent modification with various stimuli light. 
(B) Simplified experimental set-up representing the 
outlet portion of the contained-ES apparatus for 
studying the effect of charge (or electrical potential) 
and photo-catalyst on amine oxidation  

Visible Laser Source
(5 mW)

MS

D1

D2

kV

Mixture of analyte 
and photo-catalyst

(B)

N2

Reactive Vapor
(headspace)

MSAnalyte

kV

Laser Source

(A)

ESI emitter 

ESI Primary
Droplets

8



quinolines. The reaction was catalyzed by the common visible-light-harvesting complex [Ru-
(bpy)3]Cl2 (bpy=2,2'-bipyridine) under ambient conditions. Detailed mechanistic studies revealed 
that the main active species in the electrospray reaction environment is the superoxide anions (O2

•–

) produced during the process of photo-catalyst regeneration (Scheme 1), and that electrochemical 
effect on reaction yield is minimal. 
 
Using this mechanistic insight, we began a detailed 
investigation of the new ruthenium-based photoreaction by 
performing the reaction in bulk solution under the ambient 
loading conditions of [Ru-(bpy)3]Cl2 photocatalyst; 
however, the laser light source was replaced with a common 
energy saving lamp (23 W) and sunlight. The results of 
these bulk-phase reactions are in agreement with those 
obtained from the electrospray-based condition. Linear 
amines were converted into the corresponding imines in 
high yields >96% when irradiated with the lamp for 1.5 h. 
For tetrahydroquinolines, the fully dehydrogenated 
quinolines were formed in >86% yield under sunlight for 2 h 
at 35 oC. These results are significant because, for the first 
time, aerobic amine oxidation can be achieved in air at ambient 
temperature in direct sunlight, or with the aid of an energy-
saving lamp using an off-the-shelf [Ru-(bpy)3]Cl2·6H2O 
photo-catalyst.  
 
The identification of O2

•– as the active species suggests that 
different energy sources (aside from visible light) may be 
utilized to achieve this industrially important dehydrogenation 
reaction. For example, ionic wind generated by an electrical 
discharge has been shown to contain O2

•– anions, which are 
formed by attachment of thermalized electron to oxygen in air. 
Indeed, complete conversion of tetrahydroquinolines into the 
corresponding quinolines was achieved in less than 2 min after 
exposure of droplet present on a hydrophobic paper to corona 
discharge (Figure 2). In this case, the presence of graphite 
particles increased reaction efficiency. Although this enhanced 
reaction rate may be due to reactant confinement and 
concentration effects resulting from solvent evaporation, we 
believe the observed catalytic effect is heterogeneous in nature, 
occurring mostly at the surfaces of the graphite particles. The 
combined effect is expected to limit the diffusion of the dihydroquinoline intermediates and allow 
rapid conversion into the final product. This expectation was further investigated by employing 
linear primary amines (R-CH2NH2) such as hexylamine and decylamine. Depending on reaction 
conditions, primary amines can be converted into three possible products: (i) imine  
(R-CH=NH) via the removal of two hydrogen atoms, (ii) nitriles (R-C≡N) through the removal of 
four hydrogen atoms, and (iii) R-CH2N=CH2-R via the elimination of ammonia in a self-coupling 
reaction between imine and unreacted amine. Formation of nitriles in aerobic oxidation is rare 
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Scheme 1. Proposed mechanism governing 
the aerobic photo-redox reaction involving 
the conversion of 1 → 2  

 
Scheme 2. Conversion 3 to 4 in ambient 
air using high voltage (HV) and graphite 
(C) particles 

 
Figure 2. Paper spray mass spectra 
recorded after 2 min exposure to 
electrical discharge in the (A) absence 
and (B) presence of graphite particles  
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because of intrinsic self-coupling properties of primary amine substrates. In our experiments with 
corona discharge, however, nitriles were formed exclusively suggesting the current reaction 
condition is energetic and occurs faster compared with the traditional aerobic dehydrogenation 
reactions which require hours of reaction time.  
 
Future Plans 
 
The focus of our work will remain (i) the development and refinement of methodologies to 
“process” ions at atmospheric pressure, where processing includes ion formation, ion stimulation, 
ion reaction, and product collection, and (ii) attempts to advance understanding of the 
fundamentals of photo-redox catalysis, and ion chemistry at interfaces and atmospheric pressure, 
using these new methodologies. Of particular interests are the elucidation of the complete 
mechanism governing the photo-redox reaction to enable the creation of new pathways for other 
substrates. For example, a key feature of the current mechanism includes a tautomerization step, 
yielding secondary amine with sp3 hybridized orbital in the nitrogen atom for a second round of 
oxidation. This hypothesis will be investigated further using experiments and density functional 
theory calculations. Experiments will involve tetrahydroisoquinolines which we predict to resist 
tautomerization. In this case, we expect the photo-redox reaction to stop after the removal of 2 
hydrogen atoms. Accordingly, we will study this hypothesis by utilizing various isomers of 
dihydroisoqionoline and evaluate their susceptibility to dehydrogenation. We plan to tune the 
reactivity of tetrahydroisoquinolines by varying the electron density on the nitrogen. We will 
achieve this objective, for example, by placing electron withdrawing (EW) and donating (ED) 
groups on an N-substituted phenyl tetrahydroisoquinolines derivative. We will study this induction 
effect by varying the position (ortho, meta and para) and type [i.e., EW (halides, -CN, -NO2) versus 
ED (-NH2, -OH, -OR)] of groups on the phenyl substituent. 
 
Detailed experiments are also needed to fully characterize the source of the O2

•– reactive species. 
To be certain of this reaction direction, we will first study the effect that radical scavengers (e.g., 
benzoquinone) have on the amine oxidation when using [Ru(bpy)3]2+ with blue visible light. 
Benzoquinone can trap superoxide anions by an electron transfer mechanism and reduced reaction 
yield is expected. We will also employ 5,5-Dimethyl-1-Pyrroline-N-Oxide (DMPO) as a spin 
trapping reagent. In this case, DMPO is expected to react with O- and N- centered radicals present 
in the reaction system to form stable adducts that can be detected and characterized by MS. These 
experiments will provide both molecular and kinetic information. This result will encourage the 
development of novel electrospray-based methods that impose electrical discharge on 
illumination.  The combined effect should make it possible to utilize highly abundant first row 
transition metal (e.g., copper and iron) complexes as catalyst for amine oxidation. 
 
In particular, we are interested in in-situ preparation of active catalysts from simple salts (e.g., 
CuBr2) and free ligands (e.g., 2,2'-bipyridine). For example, a previous report on a systematic 
investigation of the effect of different components in the Cu salt/bpy catalytic system showed 
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better performance under basic (e.g., N-methylimidazole (NMI)) and stable radical (e.g., 2,2,6,6-
tetramethylpiperidinyloxy (TEMPO)) conditions.[82] Spectroscopic investigation suggested the 
presence of [Cu(bpy)(NMI)O2]+ and oxygen-bound dimer, [Cu(bpy)(NMI)(O2)Cu(bpy)(NMI)]2+, 
all indicating the importance of reactive oxygen species. Through negative mode electrospray, we 
will simplify the compositional complexity of this catalytic system. Solvent effects will be studied 
systematically on-line using the contained-ES apparatus. That novel and highly reactive chemical 
species can be generated under the charged micro-droplet environment motivates us to screen other 
first row transition metal salts including those of Ni and Fe. We have unique opportunity to vary 
a multitude of reaction conditions within a short time period. For this, we will electrospray various 
selected halides from different solvent compositions. Effects from confinement, photon and 
electrical discharge is expected to generate different micro-solvated [MLn]n+ species (L = halide, 
H2O, CH3CN, OCH3, OHCH3, etc.) with various oxidation states, some of which will be expected 
to have catalytic activities. Intermediate detection and characterization will be achieved by using 
a novel transmission-mode desorption electrospray (TM-DESI) ion source, which enables rapidly 
moving charged droplets, of microseconds lifetimes, to be analyzed by MS. 
 
By selecting appropriate photo-catalyst we will be able to explore the entire visible spectrum. We 
are particularly interested in the development of metal-free photo-catalytic strategies for 
dehydrogenation. We will test several off-the-shelf organic dyes to assess their susceptibility 
toward amine oxidation.  Given the major limitations of organic dyes as photo-catalysts (including 
thermal instabilities, poor efficiencies, and slow reaction rates), we expect the droplet environment 
to facilitate their reactivity. Evaporative cooling and reagent concentration that results after pure 
solvent evaporation from the charged droplets are expected to accelerate organic dye photo-
catalysis. In principle, excited organic dye can interact directly with amine reactant through an 
electron transfer reaction. Alternative pathways will include electron transfer reactions involving 
either water or oxygen molecules to generate oxidized products such as OH–, O2.–, and 1O2. We 
recognized that, just like electrical discharge, organic dyes can be combined with organometallic 
photo-catalysts to provide a cooperative photo-redox pathway through which elusive chemical 
reactions can be realized. Herein, we will study the effect of each photo-catalyst (organic versus 
organometallic) on our contained-ES apparatus, and the TM-DESI setup will be sued to detect 
reactive intermediates when using the organic and organometallic photo-catalysts in combination.  
 
Recent Publications 

1. Suming Chen, Qiongqiong Wan and Abraham K. Badu-Tawiah “Picomole-Scale Real-
Time Photoreaction Screening: Discovery of the Visible-Light-Promoted Dehydrogenation 
of Tetrahydroquinolines under Ambient Conditions” Angew. Chem. Int. Ed. 2016, 55, 9345  

 
2. Kathryn M. Davis and Abraham K. Badu-Tawiah “Direct and Efficient Dehydrogenation 

of Tetrahydroquinolines and Primary Amines using Ionic Wind Generated on Ambient 
Hydrophobic Paper Substrate” submitted 2016  
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Probing Ion Solvation and Charge Transfer at Electrochemical Interfaces Using 
Nonlinear Soft X Ray Spectroscopy 
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1. Program Scope 
 Interfacial charge transfer at the electrode-electrolyte interface is a scientifically and technologically 
relevant chemical process that underlies the overall efficacy of batteries, photocatalytic systems, fuel cells, and 
solar-energy technology. To improve the efficiency of these important energy conversion applications requires a 
fundamental understanding of the interfacial electronic structure and the state-dependent charge transfer kinetics 
at the electrode–electrolyte interface. In many of these systems, kinetics are limited by the charge separation and 
injection at the electrode surface as mediated by exciton formation, charge transport, polaron formation and 
trapping as well as by structural reorganization of the redox-active species (i.e., solvent reorganization, surface 
restructuring). Additionally, other technologies such as batteries operate via the bias-driven charge transfer of ions 
across the interface between a solid electrode and liquid electrolyte. In these systems ion solvation and de-
solvation dynamics at the electrode–electrolyte interface largely control the kinetics of energy storage and release. 
Accordingly, the goal of this project is to probe charge carrier dynamics (i.e. both electrons and ions) with 
chemical state resolution and interface specificity in order to understand how surface electronic structure mediates 
interfacial charge transfer and energy conversion efficiency.  
 Toward this goal, we have constructed a tabletop ultrafast X-ray spectrometer with the capability to 
perform 8.1o near-grazing angle reflectivity with ~50 fs time resolution, and in the near future non-linear, two-
wave mixing of an optical and a soft X-ray laser pulse. Our instrument is the first of its kind to perform transient 
reflectivity measurements, where the strength of grazing angle reflectivity experiments is that it is sensitive to the 
near-surface region of condensed media. This instrument uses a high-harmonic generation (HHG) light source for 
the production of soft X-rays within the 30–100 eV range - a spectral window which has been shown to provide 
elemental, oxidation state, and spin state specificity for transition metal centers.1 Coupling the chemical state 
resolution of soft X-rays with the surface specificity of near-grazing incidence reflectivity and (in the near future) 
second order nonlinear mixing allows us to probe the electronic structure of surface states and the near-surface 
region with ultrafast time resolution and chemical state resolution in electrochemically relevant systems.  
 In this progress report we describe the results of recent grazing-angle reflectivity studies we have 
conducted that show surface charge carrier dynamics in single crystal and polycrystalline hematite (α-Fe2O3) 
films. Thermodynamically, hematite is a promising candidate for photoelectrocatalytic water oxidation due to its 
high earth abundance, near-optimum bandgap, which exhibits a high absorption cross-section within the visible 
spectrum, and valence band edge that lies below the 
oxidation potential of water.2-5 Kinetically, however, high 
overpotentials are required to observe appreciable current 
densities for the water oxidation reaction (Figure 1) due in 
part to poor charge mobility within the catalyst. This has 
led to doping of the catalyst, primarily by Ni2+, to reduce 
the overpotential.2 Spectroscopically, hematite serves as an 
excellent model system for our initial transient X-ray 
reflectivity studies as its surface charge carrier dynamics 
are poorly understood, and a surface-sensitive 
spectroscopic probe of the intrinsic charge transfer 
properties will be valuable for understanding how to 
improve the charge mobility of this system. Furthermore, 
unlike in recent transmission experiments which probed 
the bulk carrier dynamics of hematite, X-ray reflectivity 
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Figure 1. Overpotential for water oxidation at various current
densities for pure Ni oxide and Ni-doped α-Fe2O3 at various Ni
dopant concentrations 
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spectroscopy offers the strong advantage of surface 
sensitivity.6  
 
2. Recent progress 
 This past year has seen the completion of the 
ultrafast X-ray spectrometer, and the successful collection 
of static and transient soft X-ray reflectivity spectra of 
hematite at near-grazing incidence angle (8.1o). A 
photograph of the instrument is given in Figure 2. 
Coherent X-ray pulses are prepared by HHG, whereby a 
pulsed 800 nm laser is focused onto a flowing stream of 
noble gas (i.e., argon, neon, or helium). Tunnel ionization 
of the gas within the intense electric field of the laser pulse 
leads to generation of a coherent X-ray beam.  Two-color 
generation enables the production of both even and odd laser harmonics for collecting high-resolution spectra. 
Within our attainable spectral range (30–100 eV), the M2,3-edge transition of the first row transition metals may 
be probed with element specificity.  

Shown in Figure 3A are static X-ray reflectivity spectra for single crystal (red) and polycrystalline (blue) 
hematite. The single crystal sample shows two overlapping peaks with centers of 53.8 and 56.2 eV, whereas the 
polycrystalline sample shows a single well-defined peak at 56.8 eV and a low energy shoulder at ~ 53.8 eV. 
Contrary to measurements made for transmission spectra, the smoothness of a surface plays a critical role in the 
overall outcome of the spectroscopic lineshape recorded in reflectivity as the angle-dependent interference 
between photons upon reflection, and the wavelength-dependent penetration depth of the electromagnetic 
radiation, can lead to a distortion relative to its transmission spectrum.7 This distortion inherently arises due to 
competing effects in simultaneously measuring the real and imaginary parts of the refractive index.  
 Figures 3B and C show the transient reflectivity spectra for polycrystalline and single crystal hematite, 
respectively, for select time-points between 0 and 10 ps 
after photoexcitation with a 400 nm laser pulse. The time 
resolution in these measurements is 100 fs. In both 
samples, the initial excited state spectrum reveals a 
transient bleach observed at 56.6 and 55.8 eV for 
polycrystalline and single crystal samples, respectively. 
This transient bleach subsequently blue shifts by 
approximately 1 eV and a positive transient absorption 
feature at lower energy rises with a corresponding time 
constant. Fits of the transient data to a two-step kinetic 
model shows that the lifetime of the initial state for 
polycrystalline and single crystal hematite is 480 and 531 
fs, respectively, and the lifetime of the second state is 
greater than the temporal window accessible by our 
instrument (~500 ps).  

The extent to which it is possible to probe core-
hole resonances in an X-ray reflection experiment, where 
the spectrum represents a convolution of both the real and 
imaginary components of the dielectric function, has been 
an ongoing question.8 Of particular importance is to what 
extent absorptive loss of the reflected beam in the 
evanescent wave region imposes an absorption-like 
spectrum on the reflected intensity as well as how to treat 
line-shape distortions arising from the wavelength-
dependent Fresnel factor in reflection.  Both of these 

Figure 3. (A) Static soft X-ray reflectivity spectra of 
polycrystalline (blue) and single crystal (red) hematite. The
transient reflectivity spectra for polycrystalline (B) and single
crystal (C) are shown between 0 and 10 ps. 

Figure 2. Home-built transient X-ray reflectivity spectrometer 
in the Baker group 
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questions are critical for proper interpretation of ground 
state and transient spectral features in soft X-ray 
reflectivity spectroscopy. We have recently demonstrated 
that Kramers–Kronig transformation of a simulated 
absorption spectrum can qualitatively reproduce our 
spectral reflectivity results only when an appropriate term 
for absorptive loss is included (see Figure 4).  These 
equations show that absorptive loss is significant, 
indicating that the X-ray reflectivity experiments are 
directly probing resonant core-hole excitations with 
interface specificity. Because these element specific core-
hole resonances are extremely sensitive to oxidation state 
and local bonding structure of metal centers, which we 
now probe with surface specificity by near-grazing 
incidence reflectivity, full interpretation of these spectral 
kinetics is expected to provide detailed chemical insight 
into the charge transfer dynamics at the hematite surface.  

One goal of this effort has been to develop a 
general method to convert the observed resonant 
absorption, which is nominally measured via the real part 
of the refractive index (n), to a transmission spectrum, 
which is primarily a measure of the imaginary part of the 
refractive index (k). Figure 4A shows a comparison 
between the reflectivity spectrum of single crystal 
hematite with the experimental transmission spectrum of α-Fe2O3.6 The latter can be readily obtained using 
CTM4XAS, a program which utilizes charge-transfer multiplet theory to simulate core-valence X-ray transitions.9 
Since spectral simulation is readily attainable in the form of a transmission spectrum, we have focused our efforts 
on the correct conversion of a resonant transmission spectrum into a reflectivity spectrum. In our modeling, we 
utilize the Kramers-Kronig relations to attain n and k. Once obtained, the Fresnel equation can be used to convert 
the complex refractive indices into a reflection spectrum. However, at a resonant absorption (i.e., a quantized 
transition), the real and imaginary parts of the refractive index change rapidly with the frequency of radiation 
(Figure 4B), and thus only approximate expressions for the Fresnel equation are obtained.  

 

Ā

 
 We find that qualitative agreement with experimental results is obtained upon modeling the spectrum with 
the Fresnel equation for a damped harmonic oscillator, scaled by the wavelength-dependent fraction of light 
absorbed (Equation 1). In Equation 1, R is the Fresnel coefficient, N is the complex refractive index (N = n + ik), θ 
is the incidence angle with respect to the surface normal, β is the attenuation length at θ, and d is the penetration 
depth of the radiation. Here, d is our only adjustable parameter for which we empirically find that a value of 3–5 
nm must be used to achieve qualitative agreement with the measured spectrum (see Figure 4C). We interpret the 
value of d as a measure of the average penetration depth of the X-ray beam in α-Fe2O3, an observation, which 
confirms the near surface-sensitivity of these measurements. These early results confirm that we can selectively 
probe the charge transfer dynamics within the near-surface region of electrocatalytically relevant materials with 
oxidation state, coordination environment, and spin-state sensitivity on the femtosecond timescale.  
 
3. Future directions 
 Our current progress has demonstrated that core-hole resonances can be probed with surface sensitivity on 
the ultrafast time scale using soft X-ray reflectivity in the 30–100 eV energy range. Work is ongoing to finalize 
the successful conversion of simulated transmission spectra to reflectivity in order to aid in the interpretation of 

(1) 

Figure 4. Transformation of the simulated transmission
spectrum of α-Fe2O3 into a reflectance spectrum. (A) 
Comparison between experimental reflectance and
transmission highlights the red-shift of the peak 
maximummeasured in reflectance. (B) Kramers-Kroning
conversion of a simulated transmission spectrum gives both the 
real (red) and imaginary (blue) refractive indices of hematite. 
(C) The reflectance simulation (black) is then obtained from n 
and k by Equation 1. 
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ground state and transient spectra in solid-state materials. This ability will enable us to utilize ultrafast soft X-ray 
reflectivity to investigate a number of other catalytically-relevant metal oxides, including NiO and Ni-doped 
Fe2O3, which important applications for efficient, low-cost water oxidation catalysis. Continued investigation of 
single crystalline and polycrystalline metal oxides will allow us to build a library on the reflectivity spectra of 
metal oxides, which will aid in the future analysis of more complex systems.  

As shown above, we are currently probing carrier dynamics within an approximately 3–5 nm region of a 
surface, which provides us with near-surface sensitivity. However, we note that given the lattice constant for these 
materials, this probe depth still represents approximately ten or more atomic layers.  To further improve surface 
sensitivity in these time-resolved experiments, we are working to develop soft X-ray SFG as a method for probing 
core-hole resonances with surface sensitivity. The goal of these experiments is to perform 2-wave mixing of soft 
X-ray pulse created by high harmonic generation (HHG) with an optical laser pulse and to use this process as a 
probe of surface electronic structure and charge carrier dynamics at a range of interfaces.  This work will extend 
traditional sum frequency generation (SFG) spectroscopy from the infrared region to the XUV and soft x-ray 
spectral regions in order to probe core electron resonances with interface specificity.  Soft X-ray SFG will provide 
surface-sensitive visualization of buried interfaces with detailed chemical and electronic state specificity.  Using 
this method, we will extend our studies in surface-sensitive soft X-ray spectroscopy of carrier dynamics in 
hematite.  

We are also currently in the process of fabricating a graphene working electrode deposited onto a 
spectroscopically transparent silicon nitride membrane. This will enable us to use soft X-ray reflectivity and SFG 
spectroscopy to probe the solvation dynamics of metal ions in an electrochemical double layer during bias-driven 
solvation and de-solvation that mediates ion adsorption onto the graphene surface. Using Fe2+ ions suspended in 
water, we hypothesize that as we increase the applied negative bias at the graphene working electrode, diffusion 
of the ion to the electrode and the interfacial adsorption of the ion onto the electrode will both increase. This will 
lead not only to an increase in signal as a function of applied potential, but ion de-solvation dynamics will be 
readily apparent in these electrochemical experiments. Reversing the applied bias will lead to restoration of the 
ground state (i.e., 0 applied bias) of hydrated Fe2+ and diffusion back into the bulk of the solution. Accordingly, 
development of this cell will enable in operando spectroelectrochemical characterization of ion dynamics in the 
electrochemical double layer in the soft X-ray spectral region.  

 
4. Publications 
N/A 
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Program Scope
This scientific program focuses on the molecular-level investigation of interfaces under operating 
conditions. This is essential for developing a fundamental understanding of heterogeneous reactions at 
solid/vapor, solid/liquid, and liquid/vapor interfaces. Soft X-ray based ambient pressure X-ray 
photoelectron spectroscopy (APXPS) and scanning transmission X-ray microscope (STXM) are the main 
techniques that are used for these investigations. The high surface sensitivity of APXPS combined with 
tailored in situ cells enables the correlation of the surface chemistry of a solid or liquid with other reaction 
parameters (e.g., yield, conversion) for a wide variety of pressing problems, such as ion segregation at 
liquid surfaces, the heterogeneous chemistry of fuel cell electrodes, and ultrafast charge transfer across 
interfaces. STXM provides spatially-resolved molecular information on materials important for energy 
sciences and complements the APXPS investigations by expanding the probe depth and pressure range. 
The unique capabilities in this program enable cutting-edge research in operando interfacial chemistry 
across a wide range of areas of research, from alternative energy devices to aerosol chemistry. The PI’s 
collaborate with scientists from Sandia National Laboratory (X-ray absorption flame measurements), 
Pacific Northwest National Laboratory (fundamental atmospheric chemistry) and Berkeley Laboratory 
(chemical catalysis, X-ray spectroscopy of liquids and electrolytes, photosynthetic systems, and time-
resolved X-ray spectroscopy).

Progress Report
Interface Chemistry Studied With Soft X-ray Spectroscopy. The program focuses on the investigation of 
solid/vapor (including ice/vapor) and liquid/vapor interfaces under operating conditions of gas pressure 
and composition, temperature, electrical bias, and other parameters relevant to heterogeneous catalysis, 
electrochemistry, energy generation and environmental and atmospheric science. Interfaces of interest are 
shown in Fig. 1, here illustrated on the example of aqueous interfaces, which are ubiquitous in nature and 
technology. Processes at aqueous interfaces are paramount to the understanding of the most challenging 
questions in, e.g., atmospheric science, geochemistry, electrochemistry, and corrosion, yet our knowledge 
of their fundamental physical chemistry is very limited compared to that of solid surfaces. The program
addresses these and related scientific questions and technical challenges through innovative technological 
approaches and the development of new experimental capabilities and strategies, in collaboration with a
diverse range of leaders in interface science, including heterogeneous catalysis (Salmeron), ultrafast 
charge-transfer processes at interfaces (Gessner, Cuk), physical chemistry of liquid/vapor interfaces 
(Wilson, Saykally), heterogeneous reactions on model atmospheric aerosols (Wilson), and heterogeneous 
chemistry of liquid/solid interfaces (Salmeron, Gessner). In the following a specific examples for
interface studies are provided.

Figure 1. Schematic illustrating interfaces explored in this program, ranging from solid/vapor (including ice/vapor) 
to liquid/vapor.
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Reaction of Water Vapor with Vanadium. The interaction of water vapor with metals drives atmospheric 
corrosion reactions and is of great technological importance. We have studied the reaction of water vapor 
with a polycrystalline vanadium surface using APXPS under isobaric conditions at p(H2O) ranging from 
0.01 to 0.50 Torr and temperatures from 625 K to 260 K, i.e. up to a relative humidity (RH) of ~15%. 
Water vapor exposure leads to oxidation and hydroxylation of the vanadium foil already at a pressure of 
10-6 Torr at 300 K (RH ~ 4x10-6 %). The vanadium oxide layer on the surface has a stoichiometry of 
V2O3. Initial adsorption of molecular water on the surface is observed at RH > 0.001%. Above a RH of 
0.5% the amount of adsorbed water increases markedly. Experiments at increasing temperatures show 
that the water adsorption process is reversible. Depth profile measurements show a thickness for the 
vanadium oxide layer of 3–5 monolayers (ML) and for vanadium hydroxide of 1–1.5 ML over the whole 
RH range in the isobar experiments. The thickness of the adsorbed water layer was found to be in the sub-
ML range for the investigated RH's.

Adsorption of 2-propanol on Ice. The interaction of 2-propanol with ice was examined by APXPS to 
investigate whether the molecule adsorbs intact or dissociates. Isothermal uptake experiments were 
performed on vapor deposited ice at 227 K in the presence of the equilibrium water vapor pressure of 0.05 
Torr and 2-propanol partial pressures ranging from 5x10-5 to 2x10-3 Torr. The C 1s APXPS spectra of 
adsorbed 2-propanol show two characteristic peaks associated with the alcohol group and methyl groups 
in a 1:2 ratio, respectively. Coverage increased with 2-propanol partial pressure and followed first order 
Langmuir kinetics with a Langmuir constant of K = 6300 Torr-1. The 1:2 ratio of COH:CMe remained 
constant with increasing coverage, indicating that there is no chemical reaction upon adsorption. The 
observed Langmuir kinetics using APXPS is consistent with previous observations of other small chain 
alcohols via indirect adsorption methods using, e.g., Knudsen cell and coated wall flow tube reactors.

Proxies for Sea Salt Aerosol Aging. Chloride displacement reactions occur in sea salt aerosol produced 
by wave action in the ocean when strong atmospheric acids (i.e. nitric & sulfuric acid) condense onto 
particles during transport. Previously, we reported that much weaker organic acids can also result in 
chloride depletion via hydration/dehydration cycling. To explore the impact of phase, these experiments 
were extended to quantify the reactions of liquid-like and semi-solid secondary organic carbon (SOC) 
generated from ozonolysis of limonene (LSOC) and α-pinene (PSOC) with NaCl. Micro-spectroscopic 
analyses showed chloride depletion in the condensed phase, release of gaseous HCl, and formation of 
organic salts. Analogous reactions also occur in mixed SOC/NaNO3 particles. An increase in the organic 
mass fraction in the internally mixed SOC/NaCl particles leads to higher chloride depletion. The reaction 
extent depends on SOC composition, particle phase state and viscosity, mixing state, temperature, relative 
humidity and reaction time. The formation of organic salts from these overlooked reactions can change a
particle’s physicochemical properties and may affect its reactivity and ability to serve as cloud 
condensation and ice nuclei. The release and potential recycling of HCl and HNO3 from reacted aerosol 
particles may have important implications for atmospheric chemistry.

Water Vapor Uptake Effects on Bonding, Viscosity, and Phase. Atmospheric aerosols can undergo 
phase transitions including liquid liquid phase separation as a response to changes in ambient relative 
humidity. In the atmosphere, mixtures of salts and secondary organics are common and understanding 
their mixing behavior as a function of relative humidity is essential to predict bulk and surface 
composition. Laboratory surrogates of ammonium sulfate (AS) mixed with either a) limonene secondary 
organic carbon (LSOC), b) 4-dihydroxy-3-methoxybenzeneaceticacid (HMMA), or c) polyethylene glycol 
400 (PEG 400) aerosols were examined over the RH range of 4%-99%. In situ chemical imaging 
experiments using STXM showed that all of these mixtures formed core-shell structures. In all cases, the
ammonium sulfate dominated the core composition and the lower surface tension component, the organic,
was presently largely in the shell at all relative humidities above deliquescence. Chemical imaging with 
STXM showed that both LSOC/AS and HMMA/AS particles never homogeneously mixed at relative 
humidities above the deliquescence point. While the majority of the organic component was located in the 
shell there was also substantial inorganic present in the shell. The shell composition was estimated as 
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65:35 organic: inorganic in LSOC/AS and as 50:50 organic: inorganic for HMMA/AS. In contrast, PEG-
400/AS particles were fully homogeneous mixtures at high relative humidities and phase separated at ~ 
90% relative humidity with an estimated 70:30% organic to inorganic mix in the outer phase. These 
studies indicate the potential for in situ analysis of the hygroscopic behavior, phase separation, and 
measuring the core and shell composition of aerosol particles.

Proposed Work 
Chemical Reactions at Aqueous Solution/Vapor Interfaces. The properties of liquid/vapor interfaces 
strongly influence the abundance and reactivity of trace gas molecules that are important for many 
heterogeneous processes in atmospheric and environmental chemistry. To date, little is known about the 
concentration of solution phase species at the liquid/vapor interface, which can significantly differ from 
the bulk solution concentration and is an important quantity in the modeling of heterogeneous reactions at 
liquid/vapor interfaces. These open questions will be addressed by developing new methods to study the 
surface and subsurface chemistry of liquid/vapor interfaces with the same level of detail and control as in 
the case for solid/vapor interfaces. At the heart of the experiments is the correlation between bulk 
chemical composition, surface chemical composition, and gas phase composition under reaction 
conditions, where some of the reaction parameters are: time, bulk liquid composition at the beginning of 
the experiment, gas phase composition, UV irradiation, and liquid temperature. The basic concept is to 
use APXPS and partial electron yield (PEY) NEXAFS for surface measurements, and X-ray emission 
spectroscopy (XES) as well as fluorescence yield (FY) NEXAFS to investigate the bulk composition. 
Using droplet trains reactions can be studied on the microsecond time scale, while for slower reactions 
static droplets will be investigated, either deposited on an unreactive substrate or suspended in an optical 
or acoustic trap. One of the first experiments will address the uptake of SO2 by water as a function of pH, 
an important problem in environmental science. 

Water Vapor Uptake Effects on Bonding, Viscosity and Phase. Understanding how bonding and 
viscosity change as a function of evaporative loss and relative humidity is essential for predicting 
partitioning of semi-volatile organic compounds in atmospheric aerosols between the aerosol and the 
surrounding vapor. Historically, models assumed liquid phase aerosols with rapid mass transport. 
However, recent observations indicate that organic atmospheric aerosols may be liquid, semisolid or even 
solid under some atmospheric temperatures and relative humidities depending upon the gas phase 
precursors. Current debate focuses on whether viscosities might be high enough and consequently 
diffusivities low enough that under some conditions mass transfer shifts from facile to kinetically limited.
If aerosols are solid or semi solid the uptake and release rates of semi-volatile organics may be slowed 
enough to hinder equilibrium on timescales relevant for atmospheric processes. The mass labilities of 
films of secondary organic material (representative of atmospheric secondary organic material) generated 
via oxidation of gas phase precursors will be determined by measurements of evaporation rates and vapor 
mass concentrations. Changes in chemical composition, with a focus on C:O ratios will be determined 
using a range of soft x-ray spectroscopies. By probing these as a function of relative humidity, mass loss 
rates can be determined and resulting changes in effective diffusion rates estimated. 

Metal Ion Coordination Complexes and Clusters: Developing and Exploring the Continuum from Gas-
Phase to Bulk Solution Chemistry. The fundamental chemistry of metal ions in solution is central to 
technological, environmental, and biological processes. Efforts to understand solution properties of metal 
ions suffer from complexities introduced by inner-sphere solvation and coordination, and interactions 
with outer-sphere molecules and ions. An effective approach for probing interactions in metal ion 
complexes is soft X-ray absorption spectroscopy (XAS) at core levels of light atoms (C, N, O) in 
coordinating ligands and of the metal ions. The objective is to explore metal ion coordination chemistry 
from solution and gas-phase perspectives, using solution XAS and gas-phase VUV/soft X-ray 
spectroscopies to understand metal ion chemistry in solutions using the special core-level XAS
spectromicroscopy at the Molecular Environmental Sciences Beamline at the ALS. This will be 
accomplished by studying bonding in systems that span a range of complexity from gas-phase systems 
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that can be modeled, to bulk solutions where a multitude of interactions with solvent molecules, 
coordinating ligands, and counter-ions need to be considered. Bridging dimensionality from gas-phase to 
bulk solution, the research will provide new insights into solution chemistry of metal ions based on a 
bottom-up approach that incrementally introduces complexity, ultimately describing metal ions in realistic 
solutions. Initial efforts will also conduct simpler, VUV photoionization studies of selected metal ion 
systems using the capabilities of the Chemical Dynamics Beamline at the ALS. The proposed metal ion 
solution coordination research program links strongly to LBNL CPIMS size-selected metal ion cluster 
research and has a future objective to develop and conduct metal ion near-edge X-ray absorption via 
action spectroscopy with the new ion trap mass spectrometer. This research will incorporate an essential 
collaborative theoretical component with D. Prendergast (LBNL) and other theorists within the LBNL
program. Experimental efforts will complement those of Saykally (UC-Berkeley/LBNL).
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FIG. 1. Two-pulse correlation measurements 
at coverages of 0.24, 0.64 and 0.75 ML. The 
CO desorption probability was measured as a 
function of delay between two incident 
pulses, where positive delay indicates that the 
more weakly-absorbed (s-polarized) pulse 
arrives before the more strongly-absorbed (p-
polarized) pulse. The lines are simulations 
using a temperature-dependent electronic 
friction to describe the energy transfer. 

Surface Chemical Dynamics 

N. Camillone III and M. G. White 
Brookhaven National Laboratory, Chemistry Department, Building 555, Upton, NY  11973 

(nicholas@bnl.gov, mgwhite@bnl.gov) 

1. Program Scope 

This program focuses on fundamental investigations of the dynamics, energetics and morphology-
dependence of thermal and photoinduced reactions on planar and nanostructured surfaces that play key 
roles in energy-related catalysis and photocatalysis. Laser pump-probe methods are used to investigate the 
dynamics of interfacial charge and energy transfer that lead to adsorbate reaction on metal and metal 
oxide surfaces. State- and energy-resolved measurements of the gas-phase products are used to infer the 
dynamics of product formation and desorption. Time-resolved correlation techniques follow surface 
reactions in real time and are used to infer the dynamics of adsorbate–substrate energy transfer. 
Measurement of the interfacial electronic structure is used to investigate the impact of adsorbate-surface 
and cluster-support interactions on the activity of thermal and photoinduced reactions. Capabilities to 
synthesize and investigate the surface chemical dynamics of arrays of supported metal nanoparticles 
(NPs) on oxide surfaces include the deposition of size-selected gas-phase clusters as well as solution-
phase synthesis and deposition of narrow-size-distribution nanometer-scale particles. 

2. Recent Progress 

Ultrafast Investigations of Interfacial Energy Transfer. Towards our ultimate goal of following surface 
chemical transformations in real time, we investigate the dynamics of substrate–adsorbate energy transfer 
between metal surfaces and simple adsorbates such as CO, O2, and O atoms. We use short (~100-fs) near-
IR laser pulses, absorbed only by the metal, to inject energy 
into the system at a well-defined point in time. The short 
pulses drive a strong electronic excitation of the substrate 
that in turn can drive adsorbate motion by energy transfer 
mediated by electrons and phonons. 

We are currently working to understand the relationship 
between surface structure and the energy transfer dynamics. 
Whereas the structure–function relationship has been long 
appreciated, very little is known about the underlying 
structure–dynamics relationship. By varying the adsorbate 
coverage and composition, we aim to investigate links 
between structure—viz. adsorption site, proximity to 
coadsorbates, chemical identity of coadsorbates, and 
substrate size at the nanoscale—and the dynamics.  

Our measurements and simulations of the coverage 
dependence of energy transfer dynamics in CO desorption 
from the (111) surface of palladium have revealed both a 
binding-site dependence and the influence of lateral 
adsorbate interactions on the energy-transfer timescale. We 
used coverage as a means for adsorption-site control: with 
increasing coverage the adsorption-site population shifts 
from all three-fold hollow (3fh) (up to 0.33 ML), to bridge 
and near bridge (>0.5–0.6 ML) and finally to mixed 3fh plus 
top site (at saturation at 0.75 ML). We find that this 
progression of binding-site motifs is accompanied by two 
remarkable features in the ultrafast photoinduced desorption: 
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FIG. 2. (a) LEED pattern for 0.6875 ML CO/Pd(111). (b) Upper right-hand quadrant of reciprocal space with diffraction 
spots from the substrate, (2×2) mesh, and all three possible orientations of the c( )16×2  mesh. One c( )16×2  unit mesh is 
indicated by dashed lines. (c) Real space c( )16×2  adlayer mesh. The primitive unit mesh and the antiphase domain boundary 
are marked by dashed and solid black lines, respectively. 

(i) the desorption probability increases roughly two orders magnitude, and (ii) the adsorbate–substrate 
energy transfer rate observed in two-pulse correlation experiments varies nonmonotonically, having a 
minimum at intermediate coverages. Frictional-coupling simulations (Fig. 1) indicate that these features 
are consistent with an adsorption-site dependent electron-mediated energy coupling strength, el, that 
decreases with binding site in the order: 3fh > bridge and near bridge > top site. This weakening of el 
largely counterbalances the decrease in the desorption activation energy that accompanies this progression 
of adsorption-site motifs, moderating what would otherwise be a rise of several orders of magnitude in the 
desorption probability. Significantly, within this framework interadsorbate energy transfer from the 
copopulation of molecules bound in 3fhs to their top-site neighbors is needed to account for the observed 
energy transfer rate enhancement at saturation coverage. 

In addition, we have found that substituting oxygen atoms for CO at the most tightly-bound sites in the 
saturation coverage adlayer enhances the desorption probability by an additional factor of 2–3, and also 
enhances the energy transfer rate by a factor of ~2. Together these enhancements suggest both a static 
lowering of the potential energy barrier to desorption for the CO at 3fh sites, as well as an interadsorbate 
energy transfer between the O atoms and CO at both top and 3fh sites. We are developing coupling 
models to quantify these factors. 

In laying the groundwork for the coverage-dependent photoinduced desorption experiments, we surveyed 
the coverage-dependent structural phases of CO/Pd(111). This led to the discovery of a previously 
unreported structural phase that has implications for the overall phase diagram of this system. The new 
phase is a c(16×2) structure comprised of stripes of the saturated (2×2) structure separated by antiphase 
domain boundaries consisting of top-site vacancies (Fig. 2). DFT calculations in collaboration with P. Liu 
and Z. Liu (BNL, Catalysis: Reactivity and Structure program) show that though the CO prefers high-
symmetry sites, the structure incorporates small displacements near the domain boundary of ~0.2 Å, 
approximately 6% the CO–CO nearest neighbor distance, that relieve steric strain. The low-density 
vacancy-site domain boundary structure is distinct from the high-density (1×1) bridge-site domain 
boundary structure found at lower coverage, but extrapolation of both of these to the 0.5-ML limit results 
in a c(4×2) lattice, albeit with distinct bases. These bases have been observed to coexist in real-space 
imaging at 0.5 ML by other groups. 

Interfacial Electronic Structure of Supported Clusters. Charge transfer at the metal–support interface 
can play an important role in determining the chemical properties of supported catalysts, especially for 
reducible oxides which have the capacity to accept or donate charge through changes in cation oxidation 
state, e.g., Ti4+↔Ti3+, and formation of oxygen vacancies. Our recent work has focused on interfacial 
electron transfer of “inverse” catalysts prepared by size-selected deposition of different transition metal 
oxide clusters MxOy (M = Ti, Mo, Nb, W) on Cu(111) and Cu2O/Cu(111) surfaces. Inverse catalysts 
involving reducible oxides have been shown to be particularly active for the water-gas-shift reaction, 
which is important for the production of clean hydrogen (CO + H2O → CO2 + H2). The high activity is 
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associated with the formation of oxygen vacancies 
in the oxide which are stabilized by Cu→oxide 
electron transfer. In our work, electron transfer is 
probed by two-photon photoemission (2PPE) 
measurements of the surface work function (Φ) as 
a function of cluster coverage, from which the 
surface dipole can be derived. Surface dipoles are 
characteristic of the specific cluster–support 
interface and include contributions from electron 
transfer, as well as cluster structure or surface 
deformations induced by cluster binding. The 
results show that electron transfer on both Cu(111) 
and a Cu2O thin film is strongly influenced by 
cluster stoichiometry and generally follows the 
order Mo, W > Ti > Nb for both the oxidized and 
reduced clusters. As illustrated in Fig. 3, the 
measured work-function shifts are generally much 
greater on Cu2O than on Cu(111). DFT calculations suggest this is largely due to structural deformations 
of the oxide cluster and the Cu2O thin film resulting from the formation of cation-oxygen bonds at the 
interface. Future studies will investigate the possibility of modifying electron transfer to the cluster by 
changing the thickness of thin film oxide layer grown on a metal substrate. 

Pump-Probe Studies of Photodesorption and Photooxidation on TiO2(110) Surfaces. A number of 
studies by Henderson and coworkers (PNNL) have shown that the yields of photoproducts from the UV 
photooxidation of aldehydes and ketones on TiO2(110) are strongly enhanced by the presence of co-
adsorbed oxygen. For acetone, the co-adsorbed oxygen leads to the formation of a photoactive acetone-
oxygen complex whose existence has been confirmed by a number of experimental and theoretical 
investigations. The question remains as to why the ketone-oxygen complexes are more photoactive than 
the adsorbed ketone alone or the surface-bound acetate product that results from the carrier-induced 
fragmentation process. To address this issue, we recently performed methyl photoyield measurements for 
a number of ketone molecules—acetaldehyde, acetone, 2-butanone, 2-propanone, acetophenone and 
trifluoroacetone (TFA)—with and without co-adsorbed oxygen. These molecules are all expected to form 
oxygen complexes when co-adsorbed with oxygen. As shown in Fig. 4, the measured oxygen 

enhancements of the methyl photoyield varies in a 
systematic way that correlates with the ionization 
potentials (IPs) of the  HOMO of the gas-phase 
molecules. This correlation suggests that the energy of 
the HOMO level of the adsorbed molecule relative to the 
valence band maximum (VBM) of TiO2 follows the order 
of the gas-phase IPs, i.e., the TFA HOMO (highest IP) 
lies furthest below the VBM while butanone and 
pentanone (lowest IPs) have HOMO levels that the lie the 
closest. Since photoactivity is presumed to involve 
resonant electron transfer from hybridized HOMO levels 
of the adsorbate to thermalized holes at the VBM, it 
would be expected that TFA is the least photoactive as a 
bare molecule and shows the largest enhancement in 
photoactivity when converted to the TFA-oxygen 
complex. The reverse arguments would apply to 
butanone and pentanone. These results suggest that the 
main effect of the ketone-diolate formation is to shift 

FIG. 3. (a) Experimental work function shifts for Nb3O5 and 
Nb3O7 deposited on Cu(111) and Cu2O/Cu(111) surfaces; 
DFT optimized structures for the Nb3O7 cluster on 
(b) Cu2O/Cu(111) and (c) Cu(111). The measured surface 
dipoles are -0.84 D and -6.1 D for Nb3O7 on Cu2O/Cu(111) 
and Cu(111) respectively.

FIG. 4. Correlation between the measured oxygen 
enhancements versus the  ionization energy of 
the gas-phase molecules. Pr = 2-pentanone, Bu = 2-
butanone, Ph = acetophenone, Me = acetone. H = 
acetaldehyde, TFA = trifluoroacetic acid.
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hybridized molecular HOMO levels closer to the VBM, which results in more efficient electron transfer 
and higher photoactivity. Additional experimental and theoretical work is in progress to more fully 
explore the orbital-band alignments in these systems. 

3. Future Plans 

Our planned work develops three interlinked themes: (i) the chemistry of supported nanoparticles (NPs) 
and nanoclusters (NCs), (ii) the exploration of chemical dynamics on ultrafast timescales, and (iii) the 
photoinduced chemistry of molecular adsorbates. The investigations are motivated by the fundamental 
need to connect chemical reactivity to chemical dynamics in systems of relevance to catalytic processes—
in particular metal and metal-compound NPs and NCs supported on oxide substrates. They are also 
motivated by fundamental questions of physical changes in the electronic and phononic structure of NPs 
and their coupling to adsorbates, and to the nonmetallic support, that may alter dynamics associated with 
energy flow and reactive processes. 

Future investigations of interfacial energy transfer will involve oxide-supported metal NP substrates (e.g. 
Pd/TiO2(110)) and focus on NP size-dependent studies of the fundamental changes in surface reaction 
kinetics and dynamics that accompany reduction in the size of the metal substrate from macroscopic to 
the nanoscale. Future work in surface photochemistry using pump-probe techniques will continue to 
explore mechanistic aspects of semiconductor photoreactions, including ultrafast time-resolved studies of 
photodissociation and photooxidation. New studies in size-selected clusters will focus on oxide 
nanoclusters deposited onto single crystal (e.g., TiO2(110)) and thin film metal oxide (e.g., MgO) 
supports to explore cluster-support electronic interactions that can provide a basis for understanding and 
“tuning” interfacial electron transfer and reactivity. 
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Program Scope. One of the greatest challenges in the design of heterogeneous chemical technologies is 
the limited fundamental understanding of how interfacial properties at solid-liquid and solid-adsorbate 
interfaces guide the transfer and reorganization of charge.  The central research question is to determine 
how molecules influence charge dynamics at interfaces, and conversely, how these charge dynamics 
induce molecular changes.  Research often targets separately the delocalized charge in the solid and the 
localized charge in adsorbates or solvated ions.  Experimental and theoretical methodologies that target 
both actors on the same footing are needed to causally link the two sides of the interface.  In this program, 
a range of transient spectroscopic techniques dynamically follow charge transfer from the perspective of 
charges leaving the solid side, the rise and decay of intermediate molecular species bound from the 
liquid/adsorbate side, and the purely interfacial electronic states that cannot be thought of distinctly as one 
or the other.   From the theoretical side, molecular dynamics simulations follow the charge reorganizations 
that accompany this charge transfer and lead to time scales ranging from picoseconds to microseconds.   
Recent Progress and Future Work.  

Observing Molecular Dynamics of Catalysis at Solid-Liquid Interfaces  
The Cuk lab leads an effort in observing the molecular dynamics of catalysis at the solid-liquid 

interface by merging multi-color, ultrafast transient (optical & mid-infrared) spectroscopy with photo-
electrochemistry of the water oxidation reaction.  In the last year of the Cuk lab, three advances came to 
fruition regarding the catalytic intermediates required to form the first bond of the water oxidation cycle 
(e.g., O-O), or those that are nascent upon charge transformation at the catalytic surface.  The first advance 
is the detection of the oxyl radical (Ti-O) by its unique, sub-surface vibration at the n-SrTiO3/aqueous 
interface using ultrafast mid-infrared spectroscopy and theory (in-collaboration).  The oxyl’s vibration 
couples to water librations, which means that it excites H-bond breaking events requisite for bond 
formation; this important, dynamic interaction between a catalytic intermediate and reactants had yet to 
be observed.  The interaction is demonstrated by the analysis of the Fano resonance, which describes a 
discrete mode coupled to a broad spectral continuum.  The resonance provides a distinctive matrix element 
of a vibration situated at the solid-liquid interface, through the vibration’s coupling to both the electronic 
degrees of freedom in the solid (plasmons) and the vibrational degrees of freedom in water.  Current and 
future work follows the capture of this radical through to the microsecond time scale of bond formation. 

The second advance concerns the rates with which these 
radicals form at the aqueous interface out of charge carriers in 
solid-state bands. Nascent catalytic intermediates should appear 
as localized charge at the solid-liquid interface, creating mid-gap 
electronic states in semi-conductors. Recently, we discovered 
that the early time dynamics (1.3 ps) of the sub-surface vibration 
of the oxyl, where the hole localizes on the terminating oxygen 
site, maps onto the formation of a mid-gap electronic state (Fig. 
1), isolated by a sub-band gap optical probe. This dynamic 
mapping of an electronic to a vibrational signature of a radical is 
a unique achievement for the solid-liquid interface. The fact that 
the two time constants (1.3 ps, 4.5 ps) are exclusively associated 

Figure 1: The dynamic mapping of the oxyl’s 
sub-surface vibration observed to an electronic 
mid-gap state with a rising 1.3 ps exponential, and 
a wait time of 4.5 ps before the next radical forms. 
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with the reactive, aqueous interface, are otherwise conserved, and reflect vibrational relaxation in 
interfacial water led to a proposed, non-adiabatic kinetic mechanism for radical formation determined by 
hydroxyl stretch relaxation in dilute H-bonded water networks.  This mechanism highlights the role of 
water dynamics in creating stable radicals and positions radical creation as a probe of complex water 
dynamics.  The next thrust of the research is to probe the water dynamics directly in the presence of surface 
radicals—by an ultrafast broadband infrared probe of water librations, bending modes, and hydroxyl 
stretches.   

The third advance concerns the measurement of the interfacial charge mobility at the n-GaN/aqueous 
interface by transient optical diffraction.  A real possibility is that the time scale for bond formation at 
heterogeneous solid-liquid interfaces is determined by the diffusion of reaction intermediates along the 
surface.  Their diffusion, however, is an elusive quantity since it is guided by hopping between sites at a 
surface; one has to be able to measure small diffusion coefficients and solely at an interface.  We found 
that, uniquely when reaction intermediates are created by charge transfer between n-GaN and an aqueous 
electrolyte, interfacial charge carrier diffusion increases markedly (by a factor > 2).  Essentially, reaction 
intermediates open a new current pathway for charge carriers.  To what extent this inter-dependence of 
reactivity and transport determines the steady state current evolving from the solid-liquid interface can 
now be explored by measuring the diffusion coefficient as a function of the current flux. 

Ultrafast Excited State Electron Dynamics at Interfaces  
Research in the Harris group concerns the real time behavior of electrons at interfaces. This focus is 

important on both a fundamental and a technological level. From a fundamental aspect, a material’s 
optoelectrical properties at the interface can deviate substantially from bulk properties as the reduce 
dimensionality in one direction produces quantum effects. From a technological perspective, the interface 
between dissimilar materials often dictate a device’s performance and efficiency such as the contact 
resistance at interfaces which play an important role in electronic devices, and organic photovoltaics which 
rely on charge separation at donor/acceptor interfaces. Furthermore, as the technological advices push 
devices to the nanometer length scale, it is believed interfacial properties will dominate over bulk 
properties. Our research utilizes an experimental technique called time- and angle-resolved two-photon 
photoemission spectroscopy (TPPE) to study the electronic states present at interfaces and the dynamic 
behavior of excess excited electrons metal/adsorbate interfaces. Briefly, TPPE is an ultrafast pump-probe 
technique cable of measuring electrons in occupied and unoccupied electronic states with high temporal, 
momentum, and energy resolution.  

Recently, the Harris group has explored the interface between a metal and a highly ionic material, 
and the behavior of an excess excited electron at these interfaces. We have recently studied the alkali 
halide/ metal interface, which serves as a model system to explore metal/insulator interfaces relevant to 
nanoelectronic devices where a thin insulating layer serves as a decoupling layer between a metal electrode 
and active material. In a recent study, we studied the dynamics of an excess electron at the NaCl/Ag(100) 
interface. This study was the first to observe an image potential state series of a highly ionic material. We 
observed that electrons initially excited to free electron states localized to deep trap states assigned to low 
coordinated sites on the NaCl surface on the hundreds of femtosecond timescale. In follow up study, we 
observed the emergence of a new distinct trap state low temperatures below ca. 90 K. This study represents 
the first observation of electron localization through multiple distinct trap states. The emerging trap state 
observed is assigned to small polaron formation assisted by defect intermediates. Trapped electrons 
forming small polarons are further stabilized by hundreds of meVs and showed an enhanced relaxation 
lifetime. This work is currently under edit in our group for resubmission. Future work will seek to expand 
the behavior of small polaron formation in a different alkali halides and correlate various material 
properties with the self-trapping energy and lifetime stabilization associated with small polaron formation.  
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Molecular Dynamics of Liquid Interfaces and Liquid-Solid Transformations 
The Chandler group continued its research on theories and modeling of liquid interfaces and liquid-

solid transformations.  One project focused on the water-metal interface, and specifically the dynamical 
pathways by which water molecules absorb and desorb from Pt(111) and Pt(100) surfaces.  This work is 
the most recent of a series from the Chandler group on water-metal interfaces.  Employing the molecular-
simulation techniques of rare-event sampling and liquid-interface constructions pioneered by this group, 
the most recent work shows how the exchange between an adsorbed water and the adjacent liquid involves 
correlated dynamics of the bulk liquid’s fluctuating interface and several neighboring molecules in the 
underlying adsorbed layer.  This correlated dynamics takes place over spatial scales of nanometers, and 
over time scales of tens of nanoseconds.  Any efforts to correctly apply ab initio methods to treat catalysis 
at hydrated metal surfaces will need to account for fluctuations on these scales. 

 

In another topic of study, the Chandler 
group has uncovered a mechanism for a generic, powerful force of assembly and mobility for 
transmembrane proteins in lipid bilayers.  This force is a pre-transition (or pre-melting) effect for the first-
order transition between ordered and disordered phases in the membrane. Using large-scale molecular 
simulation, the work shows that a protein with hydrophobic thickness equal to that of the disordered phase 
embedded in an ordered bilayer stabilizes a microscopic order–disorder interface. The stiffness of that 
interface is finite. When two such proteins approach each other, they assemble because assembly reduces 
the net interfacial energy. Analogous to the hydrophobic effect (which similarly leverages the power of 
the liquid-vapor transition), they refer to this newly appreciated phenomenon as the ‘orderphobic effect’. 
The effect is mediated by proximity to the order–disorder phase transition and the size and hydrophobic 
mismatch of the protein. 

Finally, the Chandler group has devised a coarse-grained model to treat the competing dynamics 
of crystal and glass formation.  The model is presented on a space-filling lattice, which for the purpose of 
this discussion, we take to be a cubic in dimension d.  Each lattice site (i.e., microscopic domain) can be 
in an ordered or disordered state.  Each disordered site can be either immobile (i.e., glass-like) or mobile 
(i.e., liquid-like) with motion in one of 2d directions.  Each ordered site coincides with a local crystal 
structure oriented in one of 2d directions.  The equivalent symmetry of each ordered direction implies that 
a (1+2d)-state Potts model specifies the energetics of the system.  Directional facilitation implies that a 
(1+2d)-state arrow model specifies the stochastic dynamics of the system.  This new model, the arrow-
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Figure 2.  Competition between crystallization and vitrification in a d=2 
arrow-Potts model after quenching from a liquid to a supercooled 
temperature T.  (a) Crystal formation time τxtl and liquid relaxation time 
τliq are plotted as functions of temperature. τliq is the timescale for liquid 
reorganization and exhibits the super-Arrhenius behavior characteristic 
of supercooled liquids.  τxtl is the time required for 50% of the system to 
crystallize; it exhibits a non-monotonic dependence on temperature, 
where at high temperatures, crystallization is limited by the time required 
to form critical nuclei.  At low temperatures, crystallization is limited by 
slow liquid diffusion.  (b)-(d) Snapshots of the system after quenching to 
different temperatures, as indicated by the dashed lines.  Orientations of 
different crystal domains are represented by different colors (red, orange, 
green, blue), while disordered domains (liquid or glass) are represented 
by white space.  Quenching to a temperature just below the melting 
temperature, Tm , results in relatively large grain sizes, where a single 
grain consists of crystal in the same orientation.  Quenching to slightly 
lower temperatures results in faster forming crystals.  Quenching to very 
low temperatures leads to many fast-growing smaller crystallites, where 
subsequent coarsening depends upon the ability of the liquid to 
reorganize and smooth the grain boundaries. 
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Potts model makes possible simulation studies of emergent polycrystalinity.  It predicts that the interfaces 
between differently oriented crystal domains have a life of their own – glass transitions in d-1 dimensions.  
The model also successfully predicts non-monotonic time-temperature plots (i.e., crystal formation times 
as functions of temperature).  Non-monotonic time-temperature plots are well known experimentally.  The 
arrow-Potts model provides the first microscopic model for this phenomenon.  Figure 2 illustrates a finding 
of the model. 
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Background and Significance  
Because of their high energy-storage density and high output voltage, rechargeable lithium-ion batteries (LIB) 

are important for energy-storage applications. The energy and voltage-storage density are determined by the 
electrode materials used, and various kinds of electrode materials have been investigated. Computer simulations and 
statistical mechanical methods are useful tools for developing a molecular-level understanding of LIB properties and 
for designing new LIB materials. Organic solvents such as ethylene carbonate (EC), propylene carbonate, and 
acetonitrile (ACN) are widely used as liquid electrolytes of these storage systems. Knowledge of free energy profiles 
and rate theory evaluations are important for understanding a wide range of physical and chemical phenomena for 
these systems. Information from those sources also provides a challenging test of the accuracy of information 
derived from force field models. Experimental and theoretical studies have been performed to understand Li+ 
transport and solvation in various carbonate electrolytes. Results from some of those studies indicated a coordination 
number of 4, in which the Li+ ion interacts with the carbonyl oxygen atoms of the carbonate. In mixed carbonate 
systems such as EC/ACN, both EC and ACN participate in solvating Li+. From the computational perspective, 
classical potentials sometimes are limited in their transferability and their ability to describe polarizable effects. We 
also do not know if a quantum-based model is available that can simulate electrolyte phenomena such as electric 
double layers at the level of complexity of this system. In this work, we made used of accurate electronic structure 
calculations to construct our polarizable potential models and then explored the consequences of polarizable models. 

 

Schematic description of a LIB cell that employs graphitic carbon as the anode and a 
transition-metal oxide as the cathode. The underlying electrochemical process is Li+-
ion deintercalation from the graphene structure of the anode and simultaneous 
intercalation into the layered structure of the metal oxide cathode. For the cell 
illustrated above, the discharge process shown because the reaction is spontaneous. 
(Xu K. Chem. Rev. 2004, 104, 4303−4417) 

 
 
 
 

 
Our goal was to apply rate theory methods to study solvation of Li+ and Li+-ion pairings in LIBs. Additionally, 

the pressure dependence of the dynamics of ion exchange is examined. Gas formation that has been observed in 
LIBs can cause an overpressure inside the cells and has been identified as a major problem that negatively impacts 
their performance. To reduce the internal pressure, a mechanical safety vent can be included. Formation of gases 
may come from the decomposition of electrolytes or oxygen evolution of certain transition metal oxide cathodes 
under overvoltage conditions. Thus, it would be useful to examine how pressure affects ionic solvation and possibly 
the ionic conductivity.  We also provide the results of our study of Li+-[BF4]/[PF6] ion pairing kinetics in ACN to 
examine the anion effects of lithium salts. Using our polarizable force field parameters and employing classical rate 
theories of chemical reactions, we examine the ACN solvent exchange process between the first and second 
solvation shells around Li+. We calculate the exchange rates using transition state theory (TST) and weighted them 
with transmission coefficients determined by the reactive flux (RF), Grote-Hynes, (GH), and Impey, Madden, and 
McDonald (IMM) methods. Our results show that, in addition to affecting the free energy of solvation into ACN, the 
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anion type also should significantly influence the kinetics of ion pairings. These results will increase our 
understanding of dynamics and kinetics properties of LIB systems. 
Recent Progress  
A. Li+ in ACN 

We begin this section by presenting the results for the exchange dynamics of the ACN molecules around the 
solvated Li+. Figure 1 shows computed potentials of mean force obtained at 300 K for 
the three pressures (0, 2, and 4 kbar) normalized to the contact Li+-ACN pair free 
energy minimum at 0 bar. As expected, the shapes of the computed PMFs are very 
similar, and the changes are small but noticeable. We observe two effects: 1) 
increasing the pressure destabilizes the contact ion-ACN pair and 2) the free energy 
barrier for escaping the first solvation shell decreases from 1.71±0.05 kcal/mol at 0 
bar to 1.48±0.05 kcal/mol at 4 kbar. These changes are accompanied by a small 
change in the transition state distance from 3.85 Å to 3.95 Å. Using the computed 
PMFs and transition state distances, we computed the rate constant, kTST, for the 
exchange process; the results for kTST are 0.55, 0.56, and 0.74 ps-1 at 0, 2, and 4 kbar, 
respectively. We found kTST increases with increasing pressure, and this trend would 
be expected by examining at the PMFs and the barrier heights. We computed the 
activation volume by using the kTST values, and a small negative (−1.9 cm3/mol) was 
obtained. These results establish that an exchange process with increasing pressure 
and decreasing free energy at the barrier will lead to a negative activation volume (i.e., an associative mechanism). 

It is known that TST significantly overestimates the values of rate constants. The RF method and GH theory are 
well-known and popular corrections to TST that have been reported in the literature. 
The RF and GH-theory approaches provide a transmission coefficient, κ , to correct 
TST. In Figure 2, we present the computed time-dependent κ(t) at three different 
pressures. We observed that rate constants decrease as pressures increase. The 
transmission coefficients, κRF, are 4.9 × 10-2, 3.8 × 10-2, and 2.7 × 10-2. The 
activation volume using the computed k = κRF × kTST is 1.9 cm3/mol, which is opposite 
in sign with the value extracted using kTST. Thus, we conclude that the pressure 
dependence of both the barrier height and the transmission coefficient contribute to 
the activation volume. In addition to the RF method, we also used the IMM method 
in our study. The IMM method allows the residence 

time of a solvent molecule in the first solvation 
shell of another molecule (i.e., Li+) to be 
calculated, and the inversion of the residence 
time is the rate constant. It is determined from the 

normalized time-correlation function of the population of solvent molecules in the 
first solvation shell of the Li+. In Figure 3, we show the values of C(t) as a function 
of the pressure obtained using the IMM method. The decay rate of C(t) is much 
slower for the ACN system at high pressure than at lower pressure. This would be 
expected because the fluid is denser at higher pressures. This finding essentially 
means that the residence time, τ, for an ACN in the first solvation shell of the Li+ 
(i.e., τ) is smaller at lower pressure. This is justified quantitatively by integrating 
C(t), which provides us with τ = 78, 92, and 122 ps for pressures at 0, 2, and 4 kbar, 
respectively. In addition, we also have demonstrated that the behavior of C(t) is 
equivalent to an exponential decay function (i.e., exp(-t/tp)) by plotting ln(C(t)) vs. 
time. The inverted slopes of these straight lines provide us with τ = 37, 40, and 60 
ps for pressures of 0, 2, and 4 kbar, respectively. These values are a bit higher than ACN exchange time scales 
determined using the RF method. The observed trends are very consistent; however, the numerical values obtained 
using the IMM methods are consistency higher. 
B. Kinetics of ion pairing in liquid ACN 

We begin this section by presenting results for the kinetics of the Li+-[BF4]/[PF6] ion pairs in liquid ACN. We 
start with the PMFs for the Li+-[BF4]/[PF6] pair, and then continue with the rate theory results determined using the 
RF and GH methods. We end this section with a comparison of results obtained using the different rate theory 
methods. In Figure 4, we present PMF plots as a function of center-of-mass separation between the two ions in 
liquid ACN. It is clear that the PMF for the ion pair containing [BF4] as the anion has a deeper contact ion-pair 
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minimum compared to the corresponding [PF6]-based LIB. This demonstrates that the anion with a small (spherical) 
shape is more strongly associated with the Li+ in ACN. The free energy barriers for the ion-pair dissociation are 
found to be about -5.4 and -3.8 kcal/mol for Li+-[BF4] and Li+-[PF6], respectively. Correspondingly, the computed 
rate constants from the PMFs using TST are determined to be 5.6 × 10-3 and 3.4 × 10-2. 
These results clearly indicate that a free energy difference of  
1.6 kcal/mol can have a noticeable effect on the rate constants.  In addition, we also 
notice that there is no well-defined solvent-separated ion pair as routinely observed 
for ion pairs in the aqueous solutions. This is probably due to the absence of strong 
preferred interactions between ion-solvent and solvent-solvent systems. 

As mentioned above, we were interested in using the GH theory to compute 
kinetic properties of ion pairs such as the values for κGH and then comparing the 
values with corresponding results obtained using the RF method. The GH theory 
transmission coefficient involves the frequency component of the time-dependent 

friction coefficient, ζ(t), at the Laplace frequency, 
ωbκGH, relevant in the barrier region. In Figure 5, we 
show plots of un-normalized, time-dependent friction 
kernels of Li+-[BF4] and Li+-[PF6] ion pairs in ACN for 
comparison. In all cases, there are two distinct decay time scales that show first an 
initial rapid decay lasting for about 0.1 ps and then a longer time decay that lasts for 
a few picoseconds. We can conclude from these data that the oscillating ζ(t) reflects 
the barrier heights of the computed PMFs. The computed values for  κGH using 
these results are 3.9x10-2 and 1.05 × 10-1 for Li+-[BF4] and Li+-[PF6], respectively. 
We found the relaxation times changed from 180 ps to 4600 ps and from 30 ps to 

280 ps for Li+-[BF4] and Li+-[PF6] ion pairs, 
respectively. This result confirms that the solvent 
response to the kinetics of ion pairing is 
significant. In Figure 6, we present the computed 
time-dependent κ(t) for both ion pairs using the 

RF method. The transmission coefficients, κRF, estimated as outlined above are 6.1 × 
10-2 and 1.1 × 10-1. It is clear that the results converted well, and we observed that 
the rate constants increase from Li+-[BF4] to Li+-[PF6]. Our results show that anion 
type, in addition to affecting the free energy of solvation into ACN, also should 
significantly influence the kinetics of ion pairings. The persistence of the ion pair 
can have important consequence on the dynamical properties of the ions and thus 
affect the ionic conductivity as observed in previous studies.  
We found that the relaxation times varied from 180 ps to 2900 ps and from 30 ps to 270 
ps for the Li+-[BF4] and Li+-[PF6] ion pairs, respectively. These results confirm that the 
solvent response to the kinetics of ion pairing is significant. These RF results agree qualitatively with the actual 
transmission coefficients computed using the GH method. In summary, we computed most of the properties 
associated with the ACN exchange process, such as ion-ACN PMFs, time-dependent transmission coefficients, rate 
constants, and activation volumes. We found that agreement with experimental results was improved when solvent 
effects were taken into account. Our results confirm that the solvent response to the kinetics of ion pairing is 
significant. These GH results qualitatively agree with the actual transmission coefficients computed using the RF 
method. Our results also show that anion type, in addition to affecting the free energy of solvation into ACN, should 
also significantly influence the kinetics of ion pairings. Our future research efforts will focus on understanding other 
organic solvents such as EC and propylene carbonate, which are widely used as liquid electrolytes of these storage 
systems. 
Future Plans 
Multi-Dimensions PMFs of Ions Transport across Liquid/Vapor and Liquid/Liquid Interfaces 

The adsorption and distribution of ions at the liquid/vapor interface of water is a fundamental process 
encountered in a wide range of biological and chemical systems. In particular, the manner in which water molecules 
solvate ions is relevant to problems in atmospheric chemistry modeling. In addition, the transport of ions through 
interfaces is of ubiquitous importance in many fields of chemistry, including separation and extraction, chemical 
sensors, phase transfer catalysis, membrane transport. While transport phenomena have been extensively treated in a 
number of disciplines, understanding of microscopic mechanism and kinetics of the interfacial transfer is still far 
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from complete. In the past, using a one-dimensional potential of mean force approach, we have demonstrated the 
molecular mechanism of a polarizable iodide ion binding to the liquid/vapor interface of water. The computed free 
energy begins to show a major change as the ion approaches the Gibbs dividing surface. The fact that it exhibits a 
minimum near the Gibbs dividing surface with a well depth of about −1.5 kcal/mol is indicative of the stability of 
the surface state of the polarizable iodide ion. The results obtained in these studies 
provide new physical insight into both the free energies and solvent structures as 
the ions move across the interface. Because the free energy surface is computed 
with selected coordinates and the choice of the relevant coordinate is crucial. A 
natural choice is the coordinate of the transferring ion normal to the liquid interface. 
In performing molecular dynamics simulations of ion transport, we often encounter 
hysteresis of structure associated to the water finger formation/break as shown in 
Figure 7, which implies the existence of a stable interface-structure configuration at 
the same position of Z. To distinguish the states and possible transition between 
the configuration, another coordinate relevant to the water finger should be taken 
into account. Our proposed work includes a proper coordinate of the water finger, 
which allows us to describe comprehensively two-dimensional free energy 
surface, W(n, z) against the ion position and the water finger by using a 
molecular dynamics simulation. Knowledge we have gained from rate theory of 
bulk aqueous solutions from our classical molecular dynamics studies easily can be transferred to current systems. 
Rate Theory on Ion Pairing at the Liquid/Vapor Interface of Water 

There is overwhelming evidence that ions are present close to the vapor–liquid interface of aqueous salt 
solutions. Despite their importance in many physical phenomena, how ion–ion interactions 
and the related properties, such as the kinetics and dynamics, are affected by interfaces has 
not been established. We use molecular simulations to examine the thermodynamics and 
kinetics between small alkali halides ions in the bulk (Figure 8) and near the water vapor–
liquid interface. Using our polarizable force field parameters and employing classical rate 
theories of chemical reactions, we will calculate the exchange rates using TST, and will 
weight them with transmission coefficients determined by the RF approach and GH 
theory. Our results will show that, in addition to affecting the free energy of 
solvation into solution, the anion type and the interfacial environments (i.e., 
redistribution of the hydrogen bond network) also should significantly influence the 
kinetics of ion pairings. These results will increase our understanding of dynamics 
and kinetics properties of ion pairing in the bulk and near the liquid water 
interfaces. 
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Figure 7. Snapshots taken from 
molecular dynamics simulations 
showing the iodide ion leaving 
the liquid/vapor interface of 
water. 

Figure 8. Snapshots taken 
from molecular dynamics 
simulations of an ion pair in 
water. 
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During the last year we have made substantial progress in understanding dynamics of complex 
systems in interrelated areas using a variety of experimental methods. We studied room 
temperature ionic liquids (RTILs) with a variety of solutes, including a small anion, carbon 
dioxide; water, potassium cations, and lithium cations.  We have been applying a number of 
experimental methods, that is, ultrafast 2D IR vibrational echo spectroscopy, polarization 
selective IR pump-probe experiments, optical heterodyne detected optical Kerr effect 
measurements, and time dependent fluorescence experiments. In addition, we have made 
theoretical and experimental advances that are related to the studies. 
 
The dynamics of four 1-alkyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide room 
temperature ionic liquids (RTILs) with carbon chain lengths 2, 4, 6, and 10 were studied by 
measuring the orientational and spectral diffusion dynamics of the vibrational probe SeCN .  
Vibrational absorption spectra, two-dimensional infrared (2D IR), and polarization-selective 
pump-probe (PSPP) experiments were performed on the CN stretch.  In addition, optical 
heterodyne detected optical Kerr effect (OHD-OKE) experiments were performed on the bulk 
liquids.  The PSPP experiments yielded triexponential anisotropy decays, which were analyzed 
with the wobbling-in-a-cone model.  The slowest decay, the complete orientational 
randomization, slows with increasing chain length in a hydrodynamic trend consistent with the 
increasing viscosity.  The shortest time scale wobbling motions are insensitive to chain length, 
while the intermediate time scale wobbling slows mildly as the chain length increases.  The 2D 
IR spectra measured in parallel ( XXXX ) and perpendicular ( XXYY ) polarization 
configurations gave different decays, showing that reorientation induced spectral diffusion 
(RISD) contributes to the dynamics.  The spectral diffusion caused by the RTIL structural 
fluctuations was obtained by removing the RISD contributions.  The faster structural fluctuations 
are relatively insensitive to chain length.  The slowest structural fluctuations slow substantially 
when going from Emim (2 carbon chain) to Bmim (4 carbon chain) and slow further, but more 
gradually, as the chain length is increased.  It was shown that K+ causes local ion clustering in 
the Emim RTIL.  The K+ effect increases with increasing chain length.  The OHD-OKE 
measured complete structural randomization times slow substantially with increasing chain 
length and are much slower than the dynamics experienced by the SeCN  located in the ionic 
regions of the RTILs.  The experiments and analysis demonstrate that there is a hierarchy of 
molecular motions that release structural constraints on different time scale, and that the fastest 
ones are local and independent of the alkyl chain length, while the slower motions are more 
global and depend on chain length. 
 
Ionic liquids (ILs) have been proposed as carbon dioxide (CO2) carbon capture media, and so it 
is useful to understand the dynamics of both the dissolved gas and its IL environment as well as 
how altering the IL affects these dynamics.  With increasing alkyl chain length, it is well 
established that ILs obtain a mesoscopic structural feature assigned to polar-apolar 
segregation, and the change in structure with chain length affects dynamics. The dynamics of 
CO2 in a series of 1-alkyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide ILs, where alkyl 
is ethyl, butyl, hexyl, or decyl, were investigated using ultrafast infrared spectroscopy by 
measuring the reorientation and spectral diffusion of carbon dioxide in the ILs. It was found that 
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reorientation of the carbon dioxide occurs on 3 timescales, which correspond to 2 different 
timescales of restricted wobbling-in-a-cone motions and a long time complete diffusive 
reorientation. The complete reorientation slows with increasing chain length but less than the 
increases in viscosity of the bulk liquids.  Spectral diffusion, measured with 2D IR spectroscopy, 
is caused by a combination of the liquids’ structural fluctuations and reorientation of the CO2.  
The data were analyzed using recent theory that takes into account both contributions to 
spectral diffusion and extracts the structural spectral diffusion.  Different components of the 
structural fluctuations have distinct dependences on the alkyl chain length.  All of the dynamics 
are fast compared to the complete orientational randomization of the bulk ILs, as measured with 
optical heterodyne detected optical Kerr effect measurements.  The results indicate a hierarchy 
of constraint releases in the liquids that give rise to increasingly slower dynamics. 
 
Solutions of RTILs and water were studied by observing the reorientational dynamics of the 
fluorescent probe perylene. Perylene is solvated in the alkyl regions of the RTILs.  Its D2h 
symmetry made it possible to extract dynamical information on both in-plane and out-of-plane 
reorientation from time resolved fluorescence anisotropy measurements.  Perylene reorientation 
reports on its interactions with the alkyl chains.  The RTILs were a series of 1-alkyl-3-
methylimidazolium tetrafluoroborates (CnmimBF4, where n is the number of carbons in the alkyl 
chain), and the effects on perylene’s dynamics were observed when varying the alkyl chain 
length of the cation (n = 4, 6, 8, and 10; butyl, hexyl, octyl, decyl) and varying the water content 
from pure RTIL to roughly three water molecules per RTIL ion pair. Time correlated single 
photon counting was used to measure the fluorescence anisotropy decays to determine the 
orientational dynamics. The friction coefficients for both the in-plane and out-of-plane 
reorientation were determined to eliminate the influence of changes in viscosity caused by both 
the addition of water and the different alkyl chain lengths.  The friction coefficients provided 
information on the interactions of the perylene with it alkyl environment and how these 
interactions changed with chain length and water content.  As chain length increased, the 
addition of water had less of an effect on the local alkyl environment surrounding the perylene. 
The friction coefficients generally increased with higher water contents; the in-plane 
orientational motion was hindered significantly more than the out-of-plane motion. The 
restructuring of the alkyl regions is likely a consequence of a rearrangement of the ionic 
imidazolium head groups to accommodate partial solvation by water, which results in a change 
in the arrangement of the alkyl chains.  At very high water content, BmimBF4 broke this general 
trend, with both in-plane and out-of-plane rotational friction decreasing above a water content of 
one water per ion pair.  This decrease indicates a major reorganization of the overall liquid 
structure in high water content mixtures. In contrast to BmimBF4, the longer chain length RTILs 
are not infinitely miscible with water, and do not show evidence of a major reorganization before 
reaching saturation and phase-separating.  The results suggest that phase separation in longer 
chain length BF4 RTILs is a consequence of their inability to undergo the reorganization of the 
alkyl regions necessary to accommodate high water concentrations. 
 

Water of hydration plays an important role in minerals, determining their crystal structures 
and physical properties. Ultrafast nonlinear infrared techniques, 2D IR and PSPP 
spectroscopies, were used to measure the dynamics and disorder of water of hydration in two 
minerals, gypsum (CaSO4·2H2O) and bassanite (CaSO4·0.5H2O). 2D IR spectra revealed that 
water arrangement in freshly precipitated gypsum contained a small amount of inhomogeneity. 
Following annealing at 348 K, water molecules became highly ordered; the 2D IR spectrum 
became homogeneously broadened (motional narrowed). PSPP measurements observed only 
inertial orientational relaxation. In contrast, water in bassanite’s tubular channels is dynamically 
disordered. 2D IR spectra showed a significant amount of inhomogeneous broadening caused 
by a range of water configurations. At 298 K, water dynamics cause spectral diffusion that 
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sampled a portion of the inhomogeneous linewidth on the timescale of ~30 ps, while the rest of 
inhomogeneity is static on the time scale of the measurements. At higher temperature, the 
dynamics become faster. Spectral diffusion accelerates, and a portion of the lower temperature 
spectral diffusion became motionally narrowed. At sufficiently high temperature, all of the 
dynamics that produced spectral diffusion at lower temperatures became motionally narrowed 
and only homogeneous broadening and static inhomogeneity were observed. Water angular 
motions in bassanite exhibit temperature-dependent diffusive orientational relaxation in a 
restricted cone of angles. The experiments were made possible by eliminating the vast amount 
of scattered light produced by the granulated powder samples using phase cycling methods. 
 
Future work is focusing on RTILs, particularly in RTILs in supported ionic liquid membranes 
(SILMs).  SILMs, based mainly on nanoporous polymer membranes, are being developed for 
CO2 capture applications.  It will be important to understand how nanoconfinement in the SILMs 
influences the RTIL dynamics compared to the bulk liquid.  In addition, proton transfer in 
polyelectrolyte fuel cell membranes is under investigation using time dependent fluorescence 
measurements on photoacids embedded it three different fuel cell membranes’ water filled 
nanochannels, one made by DuPont and the other two made by 3M.  The aim is to understand 
how differences in the polymers that make up the membranes affect proton transfer in the water 
filled nanochannels of the membranes.  Ultrafast IR nonlinear experiments will be used to study 
the water dynamics in the membranes’ nanochannels. 
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Program Scope 
The primary objective of this project is to describe, on a molecular level, the 

solvent/solute structure and dynamics in fluids such as water under extremely non-ideal 
conditions. The scope of studies includes solute–solvent interactions, clustering, ion-pair 
formation, and hydrogen bonding occurring under extremes of temperature, concentration and 
pH. The effort entails the use of spectroscopic techniques such as x-ray absorption fine structure 
(XAFS) spectroscopy, high-energy x-ray scattering, coupled with theoretical methods such as 
molecular dynamics (MD-XAFS), and electronic structure calculations in order to test and refine 
structural models of these systems.  In total, these methods allow for a comprehensive 
assessment of solvation and the chemical state of an ion or solute under any condition.  The 
research is answering major scientific questions in areas related to energy, environmental and 
biological processes including specific areas of relevance to DOE such as mixed hazardous 
waste processing, power plant chemistry, and geologic carbon dioxide sequestration. This 
program provides the structural information that is the scientific basis for the chemical 
thermodynamic data and models in these systems under non-ideal conditions. 

Recent Progress  
Water hydrating neutral, hydrophobic solutes.  The solvation of hydrophobic solutes underlies 
basic concepts in separations, surface wetting, membrane interactions and protein solvation.  
Hydrophobic solvation has been the subject of numerous theoretical structural studies and of
semi-empirical model development for the prediction of solvation energies. There are almost no 
direct structural measurements of the water ordering about hydrophobic solutes.  
We have measured the hydration structure of Kr dissolved in water. Figure 1 shows a simple 
conceptual experiment in which we start with an ionic species and then simply “switch off” the 
charge and thereby measure the water reordering 
around the neutral species. Such an experiment 
eliminates the electrostatic interactions that strongly 
affect the structure about ions and thus creates the 
opportunity to better probe the weaker factors such 
as polarizability, dispersion, and H-bonding.  These 
EXAFS studies experimentally determined the 
water structure around dissolved Kr which is 
isoelectronic with Br-, Rb+ and Sr2+  ([Ar] 
3d104s24p6 ). 

Figure 1. Schematic showing the water 
ordering around an anion, a neutral solute, 
and mono- and di-valent cations. 
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Figure 1 shows schematics of the water ordering 
around cations (Rb+, Sr2+), and anions (Br-) as well 
as the possible ordering of water around a neutral 
species (Kr).  For both anions and cations the first-
shell ordering is mostly a response to alignment of 
the water dipole moment with the strong local 
electric field of the ion.  These basic structures for 
ionic species have long been known from early 
pioneering scattering measurements (especially 
neutron diffraction (ND)).  For a neutral solute such 
as Kr, an H-bonded, cage-like solvated structure is 
expected.  
Figure 2 shows the predicted pair distribution 
functions or g(r)s for Kr dissolved in water from a 
DFT-MD simulation.  The simulation results suggest 

 
 
 that water forms an unexpectedly well-structured 
“hydration” shell about Kr.  In Figure 2, the Kr-O pair 
distribution function is compared to that of Na+-O.  
While the Kr-O peak height and width indicate less 
ordering than for Na+, there is still strong ordering of 
water that creates a well-defined shell about Kr.  
The simulated Kr-H g(r) shown in Figure 2 indicates 
that the H’s are located just inside of the O positions 
of water.  This is in agreement with a cage structure in 
which a H-bonded water network encapsulates the 
neutral Kr species.  Additional ordering or 
stabilization of this structure may be expected from 
Kr-water interactions including polarizability and 
dispersion forces. The simulation results portend a 
structure around neutral species that is fundamentally 
different from that of either the anion or cation.  
Figure 3 shows the experimental EXAFS spectra for 
0.03 m Kr dissolved in water.  In the χ(k) plot there 
are strong oscillations from photoelectron 
backscattering from O’s in the first shell.  As 
temperature is increased to 70°C, the amplitude at low 
k is reduced which is consistent with ~10% reduction 
in the coordination number in the first shell.  This 
agrees with the simulation results for 70°C in Figure 2 
although the degree of solvent loss is less in the 
experimental system.  Figure 3 (lower panel) also 

Figure 2. Pair distribution functions, Kr-O and 
Kr-H, for Kr dissolved in water from DFT-MD 
simulation using BLYP-D2. Simulation results 
at 25° and 70°C are shown.  For comparison, 
the Na-O distribution function for aqueous Na+ 
is also shown. 

Figure 3.  EXAFS k2 χ(k) plots for aqueous 
0.03 m Kr (10 bar) at 25° and 75°C (upper 
panel). EXAFS Img [χ(R)] plots for aqueous 
0.03 m Kr (10 bar) at 25° compared to 
simulated EXAFS spectrum using DFT-
molecular dynamics with BLYP-D2. (lower 
panel).  

37



compares the experimental radial structure plot to the MD-EXAFS plot for DFT model.  The 
primary features of the Kr-H2O distance and CN are faithfully reproduced by the simulation.  
Factors governing cation-anion interactions.  The interaction of anions with cations in aqueous 
solutions underlies broad areas in separations, catalysis, geochemistry and biochemistry. The 
electrostatic attractive interactions between counter ions are modulated by a delicate balance of 
different hydration effects that are not yet fully understood.  There is a decades-old problem 
regarding the question of ion pairing of bicarbonate, HCO3

-, with either Mg2+ or Ca2+.  The 
existence of the Mg2+ / HCO3

- ion pair has been the subject of continuing debate for almost 50 
years. It is particularly relevant to the chemistry of magnesite, MgCO3, that is important for the 
capture and storage of carbon dioxide in deep geologic formations. The analogous system is 
amorphous calcium carbonate (ACC), important in geoscience and ocean chemistry, and is the
structural framework of many biological systems.  One of the routes to formation of ACC
involves nucleation and mineralization via liquid-liquid separation.  However the liquid phase 
aqueous speciation is not known, in particular the ion-pairing association of HCO3

- with Ca2+. 
It is not currently known if Ca2+ (or Mg2+) form a CIP or a SSIP with HCO3

-. There is some 
expectation that the CIP may be the dominant species. XANES spectroscopy offers a sensitive
method for detection of the ion pair since XANES is sensitive to the disruption of the symmetry
and electrostatic fields in both the first and second solvation shell.  

As shown in Figure 4 (left) Time-Dependent DFT (TDDFT) has been used to quantitatively 
predict the XANES spectra of aqueous Al3+ ions. The strategy involves generating the
appropriate MD trajectories and then selecting a large set of simulation snap shots in order to 
construct the ensemble average MD-XANES spectra. These methods have been used to calculate 
the XANES spectra for HCO3

- ion pairing as either the CIP or SSIP in order to differentiate the 
two different species experimentally.  The overall features of the experimental Ca2+ spectra are 
reproduced by the TDDFT simulation.  Further,  Figure 4 (right) shows that the pre-edge peak at 
4040 eV is an especially sensitive feature to detect and differentiate the three different types of
ion pair structures.  Measurements of 0.01 m Ca+/HCO3

- near the phase boundary are ongoing. 

Figure 4. Experimental and theoretical (TDDFT-MD) XANES spectra for aqueous 1 m Al3+ (left) and 0.010 m 
Ca+ (right).  XANES region is sensitive to first and second shell structure about the cation.  Coordination 
numbers, bond distances and symmetry strongly affect the intensity and number of electronic transitions in the 
XANES region.  
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Future Plans 
The objective is to gain a fundamental understanding of the molecular structure that 

provides the basis for understanding ion chemistry and dynamics.  We propose exploring ion-
water structure for systems in which the local structure has not yet been measured or the 
structure is not yet fully understood.  Our goal is to identify the underlying structural factors that 
govern the macroscopic properties of ions that have so far eluded a comprehensive theoretical 
treatment. The proposed work also involves a comprehensive study of ion pairing in 
concentrated solutions and at high temperatures. The objective is to describe how the ion pair 
structure is governed by a range of different types of solvent interactions. 
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Program scope 

Our studies aim to provide a molecular-level understanding of processes that can improve 
efficiencies of alternative sources of energy such as those found in dye-sensitized solar cells. In 
particular, the mechanisms and molecular requirements for efficient exciton multiplication 
through singlet fission will be explored using high-resolution anion photoelectron (PE) 
spectroscopy.  More specific aims are (1) to probe the evolution of the electronic structure as a 
function of cluster size to understand singlet fission in crystals, (2) to explore the relationship 
between the nature of linkers and the electronic structure in covalently-bonded chromophore 
dimers, and (3) to highlight the differences, including exciton delocalization and the effects of 
solvent interactions, between the crystalline species and the isolated covalently-bonded dimers. 

The electronic states of organic chromophore clusters and covalently-bonded dimers will 
be probed via PE spectroscopy of mass-selected anion precursors.  Starting from the radical 
anion with a doublet ground state, all the low-lying singlet and triplet states of the neutral 
molecule that involve removal of a single electron can be accessed via one-photon 
photodetachment.  Therefore, with the exception of the doubly excited state, all the electronic 
states relevant to singlet fission are accessible on equal footing in our experiments.  This makes 
PE spectroscopy an ideal method for probing the couplings present between these states.  Using 
anions also provide the added advantage of mass selection, which is crucial for studying the 
behavior of singlet fission as a function of cluster size.  To extract precise information about the 
electronic state energies and couplings, it is important to obtain well-resolved PE spectra.  This 
can be achieved by using the slow electron velocity-map imaging (SEVI) technique which 
combines velocity-map imaging (VMI) detection with tunable lasers to yield PE spectrum with 
sub-meV resolution.  Additionally, we can reduce temperature related resolution limitations by 
collisionally cooling the anions to ~10 K in a cryogenic radio-frequency ion trap prior to laser 
photodetachment.  Comparisons of the different chromophore systems can reveal the electronic 
interactions responsible for the observed differences in their singlet fission efficiency.  The 
results can also be used to benchmark theoretical methods.  

  

40

mailto:egarand@chem.wisc.edu


Progress 

A schematic of our home-built cryogenic SEVI apparatus is shown in Figure 1.  The 
frontend of the apparatus is highly modular, and can interfaced with an electrospray ionization 

source or a heated oven expansion discharge source.  We have recently adapted the source to 
include the use of an Even-Lavie pulsed valve with hot filament ionizer.  This source setup is 
depicted in Figure 1.  The anions thusly generated are guided through differential pumping 
regions into a cryogenic ion trap using a homebuilt RF ion guide.  Inside the quadrupole ion trap, 
the anions are cooled via collisions with helium buffer gas.  Residence time inside the trap is 
typically 50-90 ms to ensure temperature equilibrium before the anions are gently extracted into 
a linear time-of-flight (TOF) mass spectrometer, which has a resolution of m/m ~800.  A 
pulsed re-referencing scheme allows only the anions with a specific mass into the VMI region 
where they are intersected with the gently focused output of a tunable pulsed UV-Vis laser.  
Photoelectrons, velocity focused by the VMI optics, are mapped onto a detector assembly 
consisting of imaging quality micro-channel plates and a phosphor screen.  The resulting image 
is captured by a 2048x2048 pixel camera triggered by the time-of-flight timing, providing both 
the conventional PE spectra via angular integration as well as anisotropy information on the 
individual vibronic transitions.   

To carry out the proposed experiments, we have redesigned the SEVI VMI setup for 
better focusing and less noise operations.  Our VMI includes a series of forty evenly spaced 
plates extending the entire VMI region, giving us a well-defined electric field environment.  Two 
layers of mu-metal shielding encase the entire electrode stack to provide magnetic shielding.  
The electrodes are resistively coupled with only three adjustable voltages.  One of the voltage 
remains fixed to define the forward kinetic energy of the electrons.  VMI focus is determined by 
adjusting the other two voltages, where one corrects the energy aberration and the other brings 
the focal plane onto the detector.  Therefore, the day-to-day operation of this VMI is similar to 
the traditional three-plate VMI while the conditions of operation is more forgiving.  We designed 
our VMI this way for two reasons.  First, simulations showed that the best VMI focus across the 

 
Figure 1.  Schematic of the experimental setup, including a more detailed view of the supersonic 
expansion ion source with cryogenic ion trap, and the VMI spectrometer. 
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image is achieved when the 
photoelectrons are formed on a parabolic 
electric field line, which is difficult to 
achieve against a flat repeller plate.  
Hence, we replaced the repeller plate 
with a series of open electrodes to give 
the desired field curvature at the 
interaction region.  Second, because the 
electrons are formed on a sloping 
electric field, the VMI focus is also 
dictated by the physical width of the 
laser beam.  By stretching out the 
extraction region, the voltage gradient is 
more gradual, minimizing the blurring 
effect from the laser beam width.  Figure 
2 shows an example of the VMI focus 
we can achieve across an image.  This 
set of SEVI images of S- is acquired with 
photon energy of 17333 cm-1, 17403 cm-

1, 17753 cm-1 and 19002 cm-1, capturing 
the expected six transitions originating 
from the two spin-orbit states of S- (2P) 
going to the three spin-orbit states of S 
(3P).  Across the ~3000 cm-1 eKE range, 
the VMI features have the same width in 
pixels, which yields a square root 
relationship between the feature width in 
energy and the eKE.  Finally, our design 
should also minimizes the “noise” 
electrons formed from the electrodes 
when the laser energy is higher than the 
work function of stainless steel.  Notably 
the electrodes near the interaction region 

are open, minimizing the surface area exposed to stray photons.  Minimizing noise electrons are 
useful when studying the excited states of the polyacene molecules, which typically require 
photons with energies greater than 4 eV.     

Recently, we successfully constructed a dual ion trap setup that allows us to controllably 
form weakly bound clusters.  For example, Figure 3 shows the mass spectrum of 
[Betaine]+(H2O)n and [bmim]+(H2O)n (bmim = 1-Butyl-3-methylimidazolium) clusters formed 
inside a liquid nitrogen cooled octopole reaction trap.  The solvated clusters are then further 
cooled inside the liquid helium quadrupole ion trap before entering the mass spectrometer.  This 
two stage trapping and cooling gives us the flexibility to generate different types of weakly 
bound clusters, while still maintaining the ability to cool the clusters down to 10 K.   

To have a better understanding of the weakly bound clusters formed inside the reaction 
trap, we acquired the IR predissociation spectra of [bmim]+(H2O)n (ref 2).  These spectra have 

 
Figure 2:  SEVI spectra of S-, acquired with photon 
energies as indicated on each trace. The VMI focus is 
quite consistent across the image.  The insert image 
shows the raw and transformed VMI image. 
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full- and partially- resolved features in the C-H and O-H stretch region, indicating that these 
clusters indeed have low internal energy.  Comparisons with calculations indicated that the 
interaction between [BMIM]+ and water is quite weak, with the first water having a binding 
energy of 9.8 kcal/mol.  Furthermore, 
the n ≥ 4 clusters have a structure 
consisted of a ring of water situated 
above the imidazolium ring, indicating 
that water-water interaction is stronger 
than [BMIM]+-water interaction.  This 
result clearly demonstrate that our 
reaction trap is capable of forming 
weakly interacting clusters, such as 
[polyacene]-(polyacene)n clusters as well 
as [polyacene]-(solvent)n clusters.   

Future plans 

We are preparing a manuscript 
on the experimental setup of our 
instrument.  The recent success in 
coupling the Even-Lavie valve to the 
source region greatly expanded the 
anions we can produce and preserve.  
We are currently working on optimizing 
the conditions for producing the reactive radical anions. 

We aim to acquire the well-resolved PE spectra of anthracene and tetracene anions, as 
well as the dimers of these species in the next year.  We will probe the ground states of the 
neutral species to validate our experimental and theoretical techniques.  After which, we will 
focus our studies on the low-lying excited states that are relevant in the singlet fission process.  
The analysis of the results will be aided by infrared spectroscopy of the radical anions which can 
be acquired using our IR predissociation instrument. 

 
 

Publications 

1) B.M. Marsh, J.M. Voss and E. Garand, A dual cryogenic ion trap spectrometer for the 

formation and characterization of solvated ionic clusters, J. Chem. Phys., 143, 204201 (2015) 

2) J. M. Voss, B. M. Marsh, J. Zhou and E. Garand, Interaction between ionic liquid cation and 

water: Infrared predissociation study of [bmim]+·(H2O)n clusters, Phys. Chem. Chem. Phys., 
18, 18905-18913 (2016) 

 
Figure 3.  [Betaine]+(H2O)n and [BMIM]+(H2O)n 
clusters generated via our dual ion trap setup. 

43



Reactions and Transformations 
 

Phillip L. Geissler (plgeissler@lbl.gov), Musahid Ahmed (mahmed@lbl.gov), 
David Chandler (chandler@berkeley.edu), Teresa Head-Gordon (thg@berkeley.edu), and Rich 

Saykally (saykally@berkeley.edu) 
 

Lawrence Berkeley National Laboratory, Chemical Sciences Division 
1 Cyclotron Road, Berkeley, CA 94720 

 
Program Scope 
A significant gap exists between basic studies of molecular chemical physics and the operation of 
real devices and natural systems. This program comprises efforts to establish the chemical methods 
and insight that will enable understanding of systems that are profoundly complex in composition, 
heterogeneity, preparation, and organization. The problems are multifaceted, and the case studies 
span a broad range of materials and behaviors. But a long-term unifying theme runs through these 
efforts: transitioning from the chemical physics of precisely specified model systems to 
transformations within the disordered and incompletely controlled environments that feature in 
energy applications.  

Ahmed probes chemistry of liquids, surfaces and interfaces under various environments, coupling 
novel reactors to mass spectrometry, lasers and X-ray spectroscopies. Applying novel methods of 
theory and numerical simulation, Chandler’s research group seeks to understand dynamics at soft 
interfaces, especially those of water, and the emergent phase behavior of water and other materials, 
sometimes driven to extreme conditions and far from equilibrium.  Head-Gordon’s group uses 
computer simulations to explore how chemical kinetics are sensitive to the fluctuating and 
inhomogeneous environments presented by enzymes. Saykally’s group uses liquid microjet 
technology to study the details of water evaporation and CO2 dissolution. Geissler’s and 
Chandler’s groups work together on the dynamics of self-assembly, clarifying the time-dependent 
organization of molecular and nanoscale components into spatial patterns that promote new kinds 
of chemical reactivity. 

Recent Progress 
The dissolution of carbon dioxide in aqueous solutions and the ensuing hydrolysis reactions are of 
profound importance for understanding the behavior and control of carbon both in the terrestrial 
environment and in physiological systems, but essential aspects of this chemistry remain poorly 
understood, particularly those involving aqueous carbonic acid. Using newly developed liquid 
microjet mixing technology, the first X-ray absorption spectra of aqueous carbonates, including 
the short-lived carbonic acid species itself, have been measured by Saykally’s group as a function 
of pH to characterize the evolution of electronic structure and the detailed hydration structure of 
carbonate, bicarbonate, carbonic acid and dissolved CO2. Ongoing efforts comprise the 
investigation of ion pair formation between carbonate and Mg2+ and Ca2+ cations in a redesigned 
liquid jet mixing system, as well as by theoretical modeling. We have also adapted our liquid 
microjet endstation in order to address the carbonate system via X-ray photoelectron spectroscopy 
(XPS), in collaboration with LBL beamline scientists. While XAS probes the empty orbitals of a 
system, XPS probes its filled orbitals, providing complementary details of electronic and 
geometric structure and hydration. The first results from these experiments indicate a significantly 
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different interfacial depth for the carbonate and bicarbonate ions, which we are investigating by 
theoretical calculations.  

Clusters are zero-dimensional materials in the sub-nanometer sizes, and have electronic properties 
in between those of coordination complexes (model systems) and nanoparticles (real catalysts). 
Ahmed collaborated with Selim Alayoglu (LBNL), Wibe De Jong (LBNL) and Stefan Vajda 
(ANL), to perform theoretical and experimental X-Ray spectroscopy of size selected Ag metal 
clusters under reactive gas atmospheres (ethylene+oxygen). Soft X-ray spectroscopy studies of 
adsorption and reaction of CO in the presence of H2 over (1) MnO nanoparticles supported on 
mesoporous Co3O4 and (2) cobalt oxide nanoparticles supported over MgO nanoplates were 
completed in collaboration with Alayoglu. Self-organization and nano assembly in simple 
inorganic systems pave a way of understanding dynamical processes typically associated with 
complex biological systems. Ahmed collaborated with Alayoglu, Destouches (St. Etienne) and 
Belkacem (LBNL) to investigate the chemical dynamics of nanoparticle grating formation (via 
laser writing) using imaging mass spectrometry and microprobe X-ray fluorescence spectroscopy.  

Head-Gordon performs theoretical studies on chemical transformations. Current computational 
approaches for de novo enzyme design seek to engineer a small catalytic construct into an 
accommodating protein scaffold. Two well-studied de novo enzymes for the Kemp elimination 
reaction are KE07 and KE70, in which very minimal activity was observed in the designed 
enzymes. Instead laboratory directed evolution (LDE) improved the Michaelis-Menten specificity 
constant kcat/KM by a factor of ~200 and ~400, respectively, in the best evolved enzymes. The 
primary question we have addressed is what is missing in the original computational de novo 
design that is captured instead during the LDE process to improve the Michaelis-Menten 
specificity constant kcat/KM for KE07 and KE70? We are pursuing the direction that it is the ability 
to control for protein dynamical motions to rationally design catalysts for new chemical reactions 
not known to have a natural biocatalyst. The most commonly implied definition of important 
functional motions for biocatalysis is a thermodynamic one, i.e. statistical fluctuations that are 
embodied in an entropy change that along with enthalpy contributes to stabilization of the 
transition state free energy. We showed that the designed KE07 and KE70 enzymes were over-
designed for the reactant state, whereas the LDE process created enzymes that preferred the 
transition state complex instead, in which entropy played a critical stabilizing role. We also found 
that residues with the highest mutual information entropy proved to be critical for enzyme 
catalysis, which we tested on the best evolved enzyme for KE07. We showed that amino acids 
with high mutual information, some of which were far from the active site, were found to diminish 
or annihilate catalytic activity.  

Geissler’s group has adapted path sampling techniques to examine how molecular systems can be 
driven out of equilibrium with low dissipation. Manipulating chemical kinetics in complex 
environments, which often feature slow relaxation, essentially requires nonequilibrium driving. 
Doing so without excessive energy waste is a desirable but highly nontrivial goal. We have 
formulated a statistical ensemble of driving protocols, biased according to their average 
dissipation, as a way to explore efficient driving routes and also to quantify their diversity. 
Analogies with conventional equilibrium ensembles, together with symmetries imposed by the 
fluctuation theorem, allow a very effective numerical survey of protocols, which we demonstrated 
in an application that inverts the magnetization of an Ising model. From this survey we identify 
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which features of time-dependent driving are essential for thermodynamic efficiency and which 
are unimportant. 

Future Plans 
A major initiative in areas of catalysis, energy, and environmental sciences is to understand 
chemical kinetics and dynamics when molecules interact in confined geometries, for example, in 
nano-porous materials, in nanoscale cracks in minerals, and in complex interphase regions. Ahmed 
seeks to use mass spectrometry, IR and X-Ray spectroscopies coupled to novel reactors to probe 
model systems which are amenable to theoretical study. Avenues to be pursued by Ahmed are 
probing aqueous environments within tailor made nanoparticles (chemistry in confined space) via 
X-Ray Photoelectron spectroscopy in tandem with ambient ionization mass spectrometry and IR 
spectroscopy. A second direction will be to probe chemical reactions in solution (homogenous 
catalysis) and gas-surfaces (heterogeneous catalysis) by coupling in-situ and in-operando reactors 
to mass spectrometry, Raman and IR spectroscopy.  

Saykally plans to complete a detailed study of water evaporation rates as a function of pH, 
comparing solutions of HCl and NaOH, as a means of addressing the controversial interfacial 
behavior of hydrated protons and hydroxide, respectively. We will further perfect a new planar 
liquid microjet-based mixing system for generating short lived species, e.g. carbonic acid, in liquid 
microjets for study by X-ray spectroscopy. We will apply this technology to the study of hydration 
and hydrolysis of carbon dioxide, nitrogen oxides, and sulfur oxides, including temperature 
dependence. We also plan to further investigate the nature of the carbonate species by XPS. 

Head-Gordon is considering how to improve the calculation of mutual information, and how it can 
be used to improve alternate de novo designed Kemp eliminases which have not undergone LDE. 
We are also examining the importance of non-equilibrium effects that may deviate from the 
standard interpretation of Michaelis-Menten kinetics for biocatalysis. Finally we are considering 
novel systems that allow for examining accelerated chemical transformations in the condensed 
phase using advanced DFT functionals. 

Chandler’s and Geissler’s groups are pursuing fundamental studies of self-assembly through new 
path sampling methods. A range of model systems will be examined in order to develop 
computational tools, theoretical perspectives, and physical insight for understanding the patterned 
aggregation of molecularly structured components in strongly fluctuating environments. 
Landscapes for self-assembly can be explored by exerting biases on trajectory sampling other than, 
or in addition to, the constraint of successful ordering, focusing attention on dynamics whose 
statistical weight is negligible in the ensemble of typical aggregation pathways. Geissler will assess 
the roles of nonequilibrium driving forces in these processes as well, elaborating connections 
among self-organization, irreversibility, and dissipation. 
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Program Scope
The interaction between light, metals and insulators is fundamentally important in
photochemistry, microelectronics, sensor technology, and materials processing. The chemistry 
and physics of electronically excited solids and surfaces is relevant to the fields of photocatalysis, 
radiation physics, and solar energy conversion. Irradiation of solid surfaces by UV, or higher 
energy photons, produces energetic transient species such as core holes and free electrons that 
subsequently relax to form electron-hole pairs, excitons and plasmons. Specifically, the 
interaction between light and metal nanostrucutres can lead to intense field enhancement and 
strong optical absorption through excitation of surface plasmon polaritons. Such plasmon 
excitation can be used for a variety of purposes such as ultrasensitive chemical detection, solar 
energy generation, or to drive chemical reactions. Large electric field enhancements can be 
localized at particular sites by careful design of nanoscale plasmonic structures. Similar to near 
field optics, field localization below the diffraction limit can be obtained. Through this field 
enhancement and localization, surface and tip enhanced Raman spectroscopy (SERS and TERS),
capable of single molecule sensitivity, becomes possible. Greater understanding of spectroscopic 
observables is gained using a combined experiment/theory approach. We therefore use ab initio
calculations to model results from our SERS and TERS studies. The dynamics of plasmonics 
excitations is complex and we use finite difference time domain calculations to model field 
enhancements and optical properties of complex structures including substrate couplings or 
interactions with dielectric materials.

Approach:
We are developing a combined photoemission electron microscopy (PEEM) and femtosecond 
laser approach to probe plasmonic nanostructures such as solid metal particles or lithographically 
produced nanostructures such as such as gratings, trenches, or nanohole arrays. Finite difference 
time domain (FDTD) calculations are used to interpret field enhancements measured by the 
electron and optical techniques. The effects of extreme electric field enhancement on Raman 
spectra is investigated using plasmonic nanostructures constructed from a metal nanoparticles or 
metal covered atomic force microscopy (AFM) tips on thin film metal/silica substrates. The 
Raman scattering from molecules positioned between these structures show greatly enhanced
scattering and often highly perturbed spectra depending on nanogap dimensions or whether a 
conductive junction is created between tip and substrate. In photodesorption studies, photon 
energies are chosen to excite specific surface structural features that lead to particular desorption 
reactions. The photon energy selective approach takes advantage of energetic differences between 
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surface and bulk exciton states and probes the surface exciton directly. We measure velocities and 
state distributions of desorbed atoms or molecules from ionic crystals using resonance enhanced 
multiphoton ionization and time-of-flight mass spectrometry. We have demonstrated surface-
selective excitation and reaction on alkali halides and generalized our exciton model to oxide 
materials and shown that desorbed atom product states can be selected by careful choice of laser 
wavelength, pulse duration, and delay between laser pulses.

Recent Progress 
We recorded time-resolved PEEM (tr-PEEM) images of propagating surface plasmons launched 
from lithographically patterned holes and rectangular trenches milled on a flat gold surface. Our 
tr-PEEM scheme involves a pair of identical, spatially separated, and interferometrically-locked 
femtosecond laser pulses. Using a combination of tr-PEEM and FDTD simulations, we imaged
plasmon propagation properties and including focusing and dispersion. Power dependent PEEM 
images provide experimental evidence for a sequential coherent nonlinear photoemission process, 
in which one laser source launches a propagating surface plasmons (PSPs) through a linear 
interaction, and the second subsequently probes the PSP via two-photon photoemission. The 
recorded time-resolved movies of a PSP allow us to directly measure various properties of the 
surface-bound wave packet, including its carrier wavelength (783 nm) and group velocity. In 
addition, tr-PEEM images reveal that the launched PSP may be detected at least 250 microns 
away from the coupling trench structure. The experimentally measured PSP properties 
demonstrate that surface plasmons propagating on nominally flat gold surfaces may potentially be 
harnessed for use in mesoscale plasmonic devices, chiefly incorporated into plasmonic circuits of 
a several microns in size.

Plasmonic nanocircuits require the ability to launch, focus, and guide PSP waves to specific 
remote locations. To this end, we study PSP launching asymmetry at a simple symmetric 
plasmonic trench structure. By selecting polarization, the extent of PSP directional launching can 
be varied. FDTD calculations confirm experimental results and show that the PSP field intensity 
is inversely related to the strength of the localized field at the edges of the trench. A square trench 
structure can be considered an individual element of the toolbox needed for PSP control. The 
trench structure reveals phenomena that is generally neglected in literature specifically, interplay 
between LSPs and PSPs. By tuning the polarization of the pump laser, an asymmetry in the 
intensity of left-side and right-side detected PSPs is observed indicating asymmetric light 
coupling and plasmon launching from the trench structure. Polarization dependent PSP coupling 
is a general feature of step edges. For trenches whose edges are separated by a few microns or 
less, coupling between opposite edges can lead to an increase in PSP launching asymmetry.  

Nonlinear PEEM of isolated nanoholes in gold thin films map PSPs launched from the 
lithographically patterned plasmonic structures. Individual holes constitute an efficient and 
fundamental light coupling structure in metal substrates that are easily produced and combined 
into more complex structures such as nanohole arrays lithographically patterned in gold thin 
films. Again, PEEM was used to map PSPs launched from various array structures. Strong near 
field photoemission patterns are observed in the PEEM images and recorded photoemission 
patterns are attributed to constructive and destructive interferences between PSPs launched from 
the individual nanoholes which comprise the array. In examining the nanohole array geometry-
dependent photoemission patterns, we find that once launched, PSPs can be manipulated and 
focused by changing the separation between the nanoholes. We then demonstrated how varying 
the array geometry (hole diameter, pitch, and number of rows/columns) leads to intense localized 
photoemission and identified optimal array geometries for efficient light coupling and 
interferometric plasmonic lensing. We concluded that the focal lengths of the array-based 
interferometric plasmonic lenses can be tuned by varying the incidence angle and wavelength of 
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the driving laser field and that the overall efficiency of the lenses can be controlled by changing 
the nanohole diameters and by varying the row and column numbers of the nanohole array. With 
the aid of FDTD simulations, optimal interferometric focusing of propagating SPPs can be 
achieved. We have also demonstrated a preliminary application of inteferometric plasmonic 
lensing by enhancing the photoemission from the vertex of a gold triangle using a nanohole array
coupling and focusing element.

By again using a locked pair of identical femtosecond laser pulses, we imaged propagating 
surface plasmons, launched from a lithographically patterned rectangular trench, on a flat gold 
surface. The use of spatially and temporally offset pump and probe pulse pairs allowed the 
determination of the plasmon group velocity of 0.95c. A series of PEEM images recorded using 
sequentially delayed probe pulses produces a nearly light speed PSP movie, at 220 attoseconds 
per frame, and a 50 nm spatial resolution. Using a combination of tr-PEEM and FDTD 
simulations, we determined that the upper limit for the 1/e decay length of the plasmon field is 88
microns. The recorded time-resolved movies of a PSP allow us to directly measure various 
properties of the surface-bound wave packet, including its carrier wavelength (783 nm) and group 
velocity. The experimentally measured PSP properties demonstrate that surface plasmons 
propagating on nominally flat gold surfaces may potentially be harnessed for use in plasmonic 
devices.

Future Plans
Prospective efforts include extending time-resolved non-linear PEEM studies which offers both 
nanometer spatial and fs time resolution. We now have the tools needed to correlate field 
enhancement with SERS and TERS response and by adding a two-color photoemission scheme to 
our PEEM set up, the path opens to an entirely new set of measurements capable of correlating
structure and dynamics of a variety of designer plasmonic constructs. These developments will 
eventually enable us to examine photochemical transformations at the ultimate detection limit of 
a single molecule in ultrasensitive nanoscale chemical imaging experiments or possibly 
characterize the atomistic nature of SERS hot spots. Such developments could lead to design 
principles for substrates capable of reproducible single-molecule detection and characterization.

In a similar vein, one of the proposed goals is to extend our prior works to understand the effect 
of tailored electromagnetic fields on individual molecules and molecular assemblies. Such 
comparison will provide insights on emergent behavior in the few molecule and single-molecule 
regime where the 3D structure (vector components) and absolute magnitude of the local electric 
field can be inferred from the SERS/TERS spectra/images of carefully selected molecular 
reporters. The first step involves engineering and characterizing plasmonic constructs which 
support LSPs and/or PSPs. The inclusion of helium ion lithography into our arsenal, now allows
sub 10 nm structures to be fabricated enabling correlated femtosecond PEEM with transmission 
electron microscopy (TEM), tip-enhanced Raman spectroscopy and electron energy loss
spectroscopy (EELS). Femtosecond time-resolved PEEM can reveal spatially resolved ultrafast 
dynamics and is a powerful tool for studying the near-surface electronic state dynamics of 
nanostructures or plasmonic devices. We have recently developed capabilities to perform energy-
resolved two-photon photoemission using a hemispherical analyzer XPS instrument. In 
combination we expect these two techniques will provide spatially-resolved electronic state 
dynamics of nanostructured metal and hybrid metal-semiconductor-insulator materials.
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Program Scope: 

 

This project focuses on the understanding of the nature of the intramolecular chemical 
bonds and intermolecular interactions using a unique technique developed in 2014: the inelastic 
tunneling probe (itProbe) with the scanning tunneling microscope (STM). By operating the STM 
at ~600 mK, high energy resolution of ~0.6 meV is achieved, in combination with the inherent 
sub-Å spatial resolution of the STM. Spatially resolved inelastic electron tunneling spectroscopy 
(IETS) with the STM of single molecule vibrations is the main probe for all the measurements in 
this program. The range of application of STM-IETS is significantly broadened by lowering the 
temperature with 3He cooling to increase the energy resolution from ~8 meV at 10 K. The high 
energy resolution of ~0.6 meV at 600 mK resolves closely separated peaks, brings out low 
intensity modes, and follows small changes in the intensity, energy, and line shape of the 
vibrational peaks. The STM-IETS with high energy and spatial resolutions enables itProbe to 
monitor energy shifts in the CO hindered translational mode as the CO-tip is scanned over an 
adsorbed molecule.  Images are obtained that relate to the two-dimensional slices of the potential 
energy surface at different chosen heights above the substrate, rendering a tomography of the 
molecule. Comparison of experimental results to density functional theory (DFT) calculations 
provides an explanation into the origin of the contrast in itProbe images by relating them to the 
potential energy surface of the composite CO-tip with the adsorbed molecule. Results from these 
studies provide information on the electronic, vibrational, and structural properties, as well as 
how these properties relate to the reactivity, chemical sensing, self-assembly, and other chemical 
interactions of higher complexity. This project leads to new insights into surface chemistry and 
catalysis, environmental processes and energy generation, electronic processing and electron 
transport through molecules as in molecular electronics. 
  
Recent Progress: 

  
Results obtained during the past year are described in this report. The fact that molecules 

self-assemble into ordered structures that vary in symmetry from the substrate points to 
intermolecular bonding. Thus features between molecules revealed in itProbe images can be 
attributed to intermolecular bonding that drives the self-assembly. For isolated single molecules, 
itProbe images provide visual verification of expected skeletal structures, as shown in Fig. 1 for 
6 selected molecules. However, new features have also been discovered for some of these 
molecules. Intramolecular interactions are revealed in cobalt(II) phthalocyanine among the two 
hydrogens in C-H bonds and the lone pair of electrons of the nearest N atom. When adsorbed on 
the surface, cyclooctatetraene assumes a planar structure even though DFT calculations do not 
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show the required two-electrons charge transfer to the ring to achieve aromaticity. In the case of 
hexabromobenzene, a ring is present around the molecule, suggesting a potential energy barrier 
surrounding the molecule. In all the molecules, an outer ring is consistently imaged, suggesting 
the Van der Waals radius for each molecule. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

A significant application of the itProbe lies in the imaging of intermolecular interactions. 
These interactions are responsible for a wide range of hierarchical structures and functions in 
chemical and biological systems, such as molecular recognition, self-assembly, and folding. The 
intermolecular interactions are usually weaker than those that lead to bonds between atoms that 
form molecules. While the skeletal structures depicting molecules largely reflect the nature of the 
intramolecular covalent bonds, as those shown in Fig. 1, intermolecular interactions lead to 
complex structures based on weaker Van der Waals forces, hydrogen and halogen bonds, and 
other types of interactions arising from small rearrangement of the electron density.  A 
comprehensive perspective of chemical bonds requires the understanding of both intramolecular 
and intermolecular interactions. 

 
As an example, the self-assembly of 1,3,5-trifluorobenzene (C6H3F3) poses two 

interesting questions: 1. How do the molecules self-assemble?  2. How do the hydrogen bond 
and the halogen bond compete and coordinate to produce the lowest energy state for the self-
assembly? For hexafluorobenzene (C6F6), the halogen bond prevails since it is the only type of 
bonding that is possible. In 1,3,5-trifluorobenzene, the molecule has more “knobs”. It is not 
obvious priori on how the molecules are coupled to each other. This network could not be 
revealed by topography alone, either with the bare metal tip or a CO-terminated metal tip. In Fig. 
2, the intermolecular interactions are fully resolved and in hindsight, the pattern of 
intermolecular interactions makes sense but difficult to predict.  In 1,3-diflurorbenzene (C6H2F4), 
not shown here, the lower symmetry of the molecule leads to dominant hydrogen bond between 

Fig. 1: itProbe images of single molecules. 
Skeletal structures of isolated single 
molecules reveal details of the “expected” 
chemical structure and also features that are 
new to our understanding of chemical 
interactions. The technique is best suited to 
imaging molecules that are close to planar 
structure when adsorbed on the surface. 
itprobe can be applied to cyclic and noncyclic 
molecules. The size of the images varies for 
the six molecules ranging in size from 
cobalt(II) phthalocyanine to ethylene. These 
molecules were adsorbed on Ag(110) and 
imaged at 600 mK. In addition to imaging the 
skeletal structure by the itProbe, the CO-tip 
resolves individual atoms of the underlying 
substrate, hence revealing the bonding site of 
the molecules. This information is important 
to guide theoretical calculations by DFT.     
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H and F and to a lesser degree halogen bond between F’s because the molecule has less number 
of F atoms. While there is translational order, the rotational order is missing.  
 

 
 

 
 

 
 
 
 
 
 
 
 
 

 
 The intermolecular interactions have also been imaged in the self-assembly of 
hexabromobenzene (C6Br6). Distinct from fluorobenzenes, the larger polarizability, C-Br bond 
length, and the distinct ring around the molecule provide a deeper understanding into the nature 
of halogen bonding and intermolecular interactions. 
 
Future Plans: 
 

The relationship among the molecular composition, structure, bonding, and reactivity is 
one of the central dogmatic principles in chemistry. The itProbe images the structure and 
bonding in single molecules and interactions between molecules that are responsible for the 
formation of larger molecular structures. The focus in the coming year lies in elucidating two-
dimensional water clusters on surfaces with the aim to understand the nature of the hydrogen 
bond by imaging the sharing of protons in the bonding. The manipulation of water molecules to 

Fig. 2: Self-assembly for probing nature of intermolecular bonding. 1,3,5-trifluorobenzene  
(C6H3F3) molecules self-assemble into islands when exposed to Ag(110) at 25 K, followed by 
cooling down to 600 mK for spectroscopy and imaging. Leftmost panel: One of the islands imaged 
with a CO-terminated tip formed by transferring a CO molecule to a Ag tip. A zoom-in of the island 
marked by the green square is imaged and displayed in the topmost row on the right. The three 
columns are topography, itProbe image, and schematic of the itProbe image. The unit cell is 
composed of two types of triangular bonding configurations: two adjacent rows held together by 
one H in C-H bond interacting with two F’s in C-F bonds, alternating with two H’s in C-H bonds 
interacting with one F in C-F bond. These two different types of interactions lead to different 
spacings between two adjacent layers, as can be seen in the topmost itProbe image. These two 
triangular bonding configurations are imaged in the middle and bottom rows, as noted by zooming 
in the areas outlined by the blue and orange squares.      
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induce interaction with coadsorbed NaCl molecules opens a new avenue for direct visualization 
of the solvation of single Na+ and Cl ions by water molecules and the nature of the ionic bond in 
an isolated NaCl molecule.  In NaCl clusters, there lies the opportunity to understand the 
formation of salt. Instead of halogens, molecules containing nitrogen and oxygen atoms also are 
known to be involved in hydrogen bonds in forming extended molecular structures in chemical 
and biological systems. In the simplest case of molecular nitrogen (N2), itProbe can be used to 
ask the question on the nature of intermolecular interactions between N2 in the liquid and solid 
states. Similarly, the nature of the intermolecular interactions between carbon dioxide molecules 
(CO2) can be imaged by the itProbe. These interesting states of matter and the chemical 
interactions within them require low temperatures for probing them at the fundamental level 
through fine energy resolution spectroscopy and imaging with sub-Ångström spatial resolution. 
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Program Scope 
The development of next generation energy conversion and catalytic systems requires a 

fundamental understanding of the interplay between photo-excitation and the resulting proton and 
electron transfer processes that occur in solution. To address these challenges requires accurate 
and efficient methods to compute ground and excited states, as well as the ability to treat the 
dynamics of electrons, protons, and electronic energy transfer in the presence of solvent 
fluctuations occurring over a range of time-scales. 

Our work will develop accurate and efficient theoretical models for solution phase 
reactions. These developments will be used to create a highly scalable computational approach 
that allows for the accurate computation of electronic ground and excited states, and treats the 
dynamics of electrons and protons in the presence of solvent. These techniques will provide an 
improved understanding of photo-initiated excitations, electron transfer, and proton coupled 
electron transfer processes, and will also elucidate the key role that hydrogen bonding plays in 
tuning the energetics, selectivity, and rate of electron, proton, and energy transfer in solution. 

The development and combination of these computational approaches will enable the 
broader computational community to access solution phase reactivity at an unprecedented level of 
chemical complexity. This in turn will enable the development of true predictive models that aid 
in experimental interpretation and the rational design of solution-mediated chemical processes.  

The goal of the proposed work is to create a computational approach that improves the 
accuracy of theoretical techniques for modeling excited states and quantum dynamics in solution. 
In concert with this improved accuracy, the analysis techniques will help to provide a detailed 
understanding of the key role that hydrogen bonding plays, both internally and from solvents, in 
tuning the energetics, selectivity, and rate of electron, proton, and energy transfer in the 
condensed phase. In this report, we describe the progress our team has made towards three main 
objectives:  

1) Accurate calculation of electronic excitations and charge transfer in solution 
2) Development of improved nonadiabatic dynamic algorithms that allows for 

transitions between multiple excited state surfaces by combining semiclassical and 
Master equation approaches 

3) Introduction of a theoretical and computational framework for performing quantum 
dynamics of large condensed phase systems and analyzing the role of solvent 
dynamics 

 
Below is described recent progress and future plans with a focus on Objective 1.  
 
Recent Progress 
 
Objective 1: Accurate electronic excitations and charge removal in solution  

In the past year Isborn has focused on developing a better model for computing the energies of 
electronic excitations in solution. One paper has been published in this area and we anticipate 
another two manuscripts will be submitted in the next 1-2 months. Using large scale electronic 
structure calculations that include multiple solvation layers treated fully quantum mechanically 
(QM), we have determined that:  
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(1.) The choice of density functional and the amount of exact exchange is crucial for 
accurate modeling of ionization and electronic excitation in solution due to 
overdelocalization of the removed electron and charge transfer errors. These errors 
increase with amount of explicit solvent.  

(2.) A full solvation layer of QM solvent is required to obtain close to converged excitation 
energies. Trends are examined for solutes of differing charge and polarity.  

(3.) A polarizable continuum environment must be used with caution when including 
explicit QM solvent in the calculation. A molecular mechanical (MM) point charge 
model for the long-range solvent is preferable.  

(4.) Nuclear quantum effects play an important role in determining absorption spectra shape. 
This appears to be true even when heavy atom movements (such as a C-C bond stretch) 
are the main determiner of spectral shape. (Isborn-Markland collaborative work) 

Below is a summary of progress in each of these topics for this objective.  

(1.) Size-dependent error in the density functional theory ionization potential in solution 

Density functional theory is often the method of choice for modeling the energetics of 
large molecules and including explicit solvation effects. Work supported by this grant has been 
published that shows that when modeling ionization of a solute in aqueous solution, the ionized 
electron will be incorrectly removed from the surrounding solvent with many standard density 
functionals (ex: B3LYP, BH&HLYP, LC-BLYP with a range separation parameter smaller than 
0.3 bohr-1). The delocalization of the ionized electron throughout the solvent results in a size-
dependent lowering of the ionization potential for functionals without enough exact exchange. 
We demonstrated that increasing the amount of exact exchange changes the character of the 
polarization of the solvent molecules; for small amounts of 
exact exchange the solvent molecules contribute a fraction of 
their electron density to the ionized electron, but for larger 
amounts of exact exchange they properly polarize in response 
to the cationic solute. Even long-range corrected hybrid 
functionals yield unphysical electron densities without the 
correct polarization response of the solvent when the range-
separation parameter is below 0.4 bohr-1 (Figure 1).  

For optimal tuning of range-separated hybrid 
functionals, The optimal range separation parameter will 
slowly decrease as explicit solvent is included in the QM 
region of the calculation, leveling off after approximately two 
solvation spheres are included. Overall, we recommend to the 
computational community interested in modeling aqueous 
charge transfer phenomena to use a long-range separated 
functional with a range-separation parameter of at least 0.4 
bohr-1 to obtain the correct polarization response of the 
solvent.  
 
(2.) Convergence of excitation energies with QM region size 

We have examined convergence of excited state properties with QM solvation region size 
for eight different solutes, both neutral and anionic. We systematically varied the polarity of the 
solutes to see how solute polarity correlates with amount of QM solvent needed to reach a 
converged result. For example, does an anion require more QM solvent than a nonpolar 

Figure 1. The IP difference for a solvated 
ethene molecule as a function of range 
separation parameter ω. The density 
difference plot shows the solvent correctly 
polarizing at ω > 0.4 bohr-1.  
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hydrocarbon? Our results show that excitation energies are generally converged within 0.05 eV of 
the large-scale result when approximately one solvation layer of QM solvent is included in the 
calculation. However, we see marked differences in the convergence behavior using 
configuration interaction singles (CIS), which has 100% exact exchange for all inter-electronic 
distances, and time-dependent density functional theory with a long-range corrected functional 
(100% exact at long-range). The CIS method follows the convergence trends that might be 
expected based on solute polarity: the excitation energies for anionic solute 1 converge slowest 
and those for the nonpolar hydrocarbon converge fastest. This is not quite the trend observed for 
TDDFT, which shows that solutes of intermediate polarity converge more slowly. It is not clear if 
the difference in the two methods is due to small charge-transfer error artifacts of TDDFT even 
with a long-range corrected functional, or perhaps correlation effects are important and CIS is not 
capturing the full polarization response of the solute-solvent interactions.  

(3.) Polarizable continuum environment with explicit quantum mechanical solvent 

Mixed quantum mechanical (QM)/classical methods provide a 
computationally efficient approach to modeling both ground and excited state 
chemical processes in the condensed phase. An ideal approach would 
combine some amount of the environment in the QM region to account for 
specific short-range interactions with a computationally affordable classical 
model for long-range interactions. The best computational protocol for these 
mixed QM/classical methods can be determined by comparison with 
converged molecular properties. One decision that must be made is the choice 
of classical model, i.e. molecular mechanical (MM) fixed point charges or a 
polarizable continuum model (PCM), when computing electronic excitations 
in solution. We computed the excitation energy of three pairs of 
neutral/anionic molecules in aqueous solvent, including up to 250 water 
molecules in the QM region. Interestingly, the convergence is similar for 
molecular mechanical point charges and a polarizable continuum model. We 
also found that while the van der Waals (VDW) definition of the PCM cavity 
is adequate for molecular structures with small amounts of QM solvent, larger 
QM solvent layers had gaps in the VDW PCM cavity (see Figure 2), leading 
to asymptotically incorrect excitation energies. Given that the VDW cavity 
leads to unphysical solute-solvent interactions, it is advised to instead use a 
solvent excluded surface (SES) cavity for QM/PCM calculations that include 
QM solvent. However, given that PCM calculations are more computationally 
demanding than those with MM charges representing the bulk solvent, and 
that the rate of excitation energy convergence is similar for the two models, 
MM water models are preferable over PCM when available.  
 
Future Plans 
 
(1.) Accurate determination of solute/solvent band structure. We noticed large differences in the 
relative energetics of the solvent/solute valence band with HF and long-range corrected DFT 
methods, which directly correlated with the convergence trends for the excitation energies. 
Because of delocalization errors in DFT and the lack of correlation in HF, it isn’t clear which 
theoretical method is more accurate for the band structure calculation for these relative energetics. 
We are analyzing the band structure of the solute and solvent with various levels of theory, and 
we hope to compare these results to those obtained by additional methods, such as the Green 
function and polarization potential (GW) technique, which includes a many-body perturbation 
correction to the density functional theory quasiparticle energies.  

Figure 2. Tesserae of the PCM 
cavity surface using a) VDW 
surface without QM solvent, b) 
VDW surface with QM solvent, 
and c) SES with QM solvent. Color 
corresponds to origin of the tessera: 
carbon (green), oxygen (red), sulfur 
(yellow), hydrogen (white), and 
added sphere (black). 
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(2.) The role of nuclear quantum effects in determining absorption spectra shape. Our initial 
studies suggest that even when heavy atom movements (such as a C-C bond stretch) are the main 
determiner of spectral shape, the nuclear quantum effects are significant in changing the shape 
and width of the spectrum. The vacuum configurations generated using path integral simulations, 
which include nuclear quantum effects, give rise to markedly broader absorption spectra in 
considerably better agreement with experiment. We are starting simulations of the chromophores 
in solution to see how the nuclear quantum effects that include solute-solvent hydrogen bonding 
affect the absorption spectra.  

(3.) Validation of real-time TDDFT charge transfer for molecular systems. In our previous work 
we’ve explored some of the inaccuracies of real-time TDDFT for resonant charge transfer due to 
the ubiquitous adiabatic approximation. However, these inaccuracies have mainly been explored 
for small model systems with only two electrons. We plan to use this methodology on larger 
molecular systems, starting with simple donor-acceptor ethylene systems that are more typical of 
the dye molecules used in energy applications.  
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I.  Program Scope   

Our research program combines experimental and computational methods to study a range of cluster models 
for heterogeneous catalytic materials.  The focus of our studies has been transition metal oxide and sulfide 
clusters in lower-than-traditional oxidation states, and their chemical and physical interactions with water.  
More recent efforts have included expanding experimental capabilities for generated isotopically pure metal 
hyper-sulfide clusters because they have recently emerged as stable solution-phase catalysts for the 
hydrogen evolution reaction (HER). i   In addition, we have continued evaluating sacrificial reagents for 
full-cycle catalysis of H2 production from water decomposition. The experiments and calculations are 
designed to probe fundamental, cluster-substrate molecular-scale interactions that are governed by charge 
state, peculiar oxidation states, and unique molecular structures.   

The general strategy of our studies continues to be as follows: (1) Determine how the molecular and 
electronic structures of transition metal suboxide and subsulfide clusters evolve as a function of oxidation 
state by reconciling anion photoelectron spectra of the bare clusters with high-level DFT calculations.  
Anions are of particular interest because of the propensity of metal oxide and sulfides to accumulate 
electrons in applied systems.  (2) Measure and analyze the kinetics of cluster reactivity with water, with 
and without the inclusion of sacrificial reagents.  (3) Dissect possible reaction mechanisms computationally, 
to determine whether catalytically relevant interactions are involved.  (4) Verify these challenging 
computational studies by spectroscopic investigation [typically, anion photoelectron (PE) spectroscopy] of 
observed reactive intermediates.  (5) Probe the effect of local electronic excitation on bare clusters and 
cluster complexes, to evaluate photocatalytic processes.  The overarching goal of this project is to identify 
particular defect structures that balance structural stability with electronic activity, both of which are 
necessary for a site to be simultaneously robust and catalytically active, and to find trends and patterns in 
activity that can lead to improvement of existing applied catalytic systems, or the discovery of new systems.   

II.  Recent Progress 
A. Production and characterization of metal sulfide clusters, and computational study of molybendum 
hypersulfide cluster as catalysts for H2 evolution from water.  Recently, small molybdenum hyper-sulfide 

clusters have been found to be active catalysts for 
the hydrogen evolution reaction, and results of 
recent computational studies  Experimentally, the 
move from the group 6 transition metal oxides to 
the sulfides has been complicated by the 
spontaneous oxidation of the metal sulfides.  
However, we have had recent success in generating 
new MoxSy

− clusters from newly synthesized MoS2 
using the natural isotopic Mo-metal, as seen in Fig. 
1, and are currently extending the high-temperature 
synthetic methods for the production of 
isotopically pure 98MoxSy clusters, which will be 

                                                 
i (a) H.I. Karunadasa et al., Science 335, 698 (2012); (b) Z. Huang, et al., Angew. Chem. Int. Ed. 54, 15181 (2015); 
(c) J. Kibsgaard et al., Nat. Chem. 6, 248 (2014). 
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Figure 1. Mass distribution of molybdenum sulfide 

cluster anions generated from ablation of a MoS2 target.
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critical for subsequent reactivity studies targeting the HER 
from water in which cluster masses may change by 1 or 2 amu 
while undergoing reactions with water.   

One of several fundamentals difference between molybdenum 
oxide and molybdenum sulfide is the stoichiometry; Mo2S4

−, 
for example, reflects the bulk stoichiometry of the bulk sulfide, 
while Mo2O4

− is sub-stoichiometric relative to the bulk oxide.  
The preliminary PE spectra of these congeners shown in Figure 
2 exhibit striking differences in the electronic (and therefore, 
molecular) structures, which we will be following up with 
computational studies.   

To gain insight into the activity of MoS2 catalysts for the HER 
we have conducted studies into the explicit mechanisms of 
action for systems carrying the MoS2 motif. To date 
computational work on HER catalysis has focused almost 
solely on the proton binding energies of the catalysts, which 

may omit 
important features of the electronic structure of MoS2. We 
have therefore investigated the [(PY5Me2)MoS2]2+ system 
(Karunadasa et al.) which is a noteworthy moiety that 
mimics the edge sites of bulk MoS2, the abundance of 
which has been shown to correlate to HER reactivity in 
MoS2 based materials. 

The mechanism for hydrogen evolution by 
[(PY5Me2)MoS2]2+ was investigated using DFT with the 
B3LYP functional and the def2-SVP basis set. Production 
of H2 was found to proceed through electrochemical 
reduction of the starting species at −270 mV to form 2 
followed by protonation at the disulfide to generate 3 and 
a second electrochemical reduction at −480 mV to form 
the cation 4. The CV reduction waves observed 
experimentally were irreversible making it impossible to 
determine E0 from the data given. However, the calculated 
data reports E0 at slightly more positive than the peak 
potentials observed for the first and second reduction 
(−340 mV and −530 mV respectively) which is what is 
expected. This agreement allows us to confidently state 
that the calculated data are consistent with experiment 
even if a direct comparison with the experimental peak 
potential may not be possible. From 4 dissociation of a 

PY5Me2 ligand arm to open a coordination site combined with proton coupled electron transfer (PCET) to 
form the hydride containing species 5 produces the potential most consistent with the observed onset of the 
catalytic wave. Overall the calculated mechanism is very consistent with experimental data. 

B. Theoretical and Experimental studies on potential implementation of sacrificial reagents for full-
cycle catalytic HER using the Mo2O4− − Mo2O5− cluster pair. 
Much of the work to date has involved transition metal suboxide reactions with water that generate H2, but 
then leave the metal oxide cluster in higher and unreactive oxidation states.  In the past year, we have 

1.5 2 2.5 3 3.5

Mo2S4− 

Mo2O4− 

El
ec

tro
n 

C
ou

nt
s 

Electron Binding Energy (eV) 
Figure 2.  PE spectra of Mo2X4

− (X = O, S) 
clusters obtained using hv = 3.49 eV. 

Figure 3. Computationally determined 
mechanism of HER catalyzed by Chang and 
coworkers Mo-complex.i(a) All voltages are 

reported vs. SHE. 
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continued to explore experimental full-cycle 
models that implement a sacrificial reagent that 
reduces the transition metal oxide cluster before it 
dissipates the internal energy gained from the new 
M=O bond formation, focusing on the Mo2O4

− 
−Mo2O5

− cluster couple: 

Mo2O4
− + H2O → Mo2O5

− (large Eint) + H2

 (Reaction I) 

Mo2O5
− (large Eint) + A → Mo2O4

−  + AO 
 (Reaction II) 

Computationally, we determined that the dual-
reaction pathway has deeply bound trapped metal 
carbon-containing products.  Figure 4 shows the 
free energies along Reactions I and II for both A 
= acetylene and CO.  Both molecules provide 
exothermic pathways for H2 production 
accompanied by oxidation of A, but both feature 
deep wells associated with Mo2O5

−−A complex 
formation.  The conclusion is therefore that high 
internal energy must be maintained over the 
course of the dual reaction in order to achieve 
catalyst regeneration. 

From a practical standpoint, C2H2 has proven to be 
too reactive toward the transition metal suboxide 
clusters, (it was the first molecule we have found 
to react with the inert Mo3O6

− cluster).  We instead 
have focused on ethene (C2H4), and have made 

measurements with both MoxOy
− and WxOy

− cluster systems. 
In both cases, introduction of C2H4 with H2O to the cluster 
reactor suppresses the apparent rate of cluster oxidation, 
which may be evidence that the rate of Reaction II is 
becoming competitive with the rate of Reaction I.  Figure 5 
gives snapshots of the mass spectra in the 98Mo2Oy

− mass 
range, showing both nearly identical initial cluster 
distributions (dotted trace) and post reaction distributions for 
identical H2O concentrations in the reactor. The bottom panel 
shows the result of adding C2H4 to the reactor:  Mo2O4

− is 
more abundant, and what we had previously learned to be the 
terminal water addition product, Mo2O6H2

−, is dramatically 
suppressed.  What is not shown because of space constraints 
is that the presence of water with C2H4 suppresses the MoxOy

− 
addition product formation.  We also observe CmHnO− 
species in the mass spectrum, giving further evidence that 
C2H4 is serving as a sacrificial reagent.  There are other 
results, such as a dramatic increase in MoO2

− in the mass 

Figure 4. Free energy reaction profiles (PES I and PES II) 
for H2O reduction by (a) acetylene and (b) CO in the 

presence of the Mo2O4
−/Mo2O5

− cluster couple. Relative 
energies (kcal mol−1) of the species are calculated from the 

separated reactants at the entrance channel. 
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Figure 5. Mass spectra of initial reactant (dotted 
black line) and final product distributions for 
reactions with H2O (blue) and C2H4 combined 

with H2O (green) 
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spectrum upon any hydrocarbon addition, that indicate cluster fragmentation is occurring.  We will be 
following up on this result, as summarized below. 

III.  Future Plans 
The enduring strength of the research program is the synergistic interplay between theory and experiment. 
We will continue to computationally elucidate the HER mechanism for the larger MoxSy

  hypersulfide 
clusters, and will begin our mass spectrometric-based reactivity studies on 98MoxSy

− (y > 2x) clusters with 
water.  Additionally, having recently completed computational studies on heteronuclear MoWSy cluster 
structures and properties, the logical next step is to measure the spectra of these species with a range of 
compositions, also following up with reactivity studies.  The differences in reducibility and M−S bond 
energies is anticipated to result in an interesting electronic and structural environment that will strongly 
influence interactions with water. Finally, as the reactivity studies implement increasingly complex reaction 
conditions, we have been designing an ion carpet-based reactor that will allow us to filter out a narrow 
range of clusters between the cluster source and the reactor.  With this new stage in the source/reactor setup, 
we can more strongly correlate initial cluster distributions with cluster fragment and oxidized sacrificial 
reagent formation.  
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Program Scope: 

Our joint program exploits size-selected clusters as a 
medium with which to unravel molecular level pictures of 
key transient species in condensed phase and interfacial 
chemistry that are relevant to the mediation of radiation 
damaged systems and the catalytic activation of small 
molecules (CO2, H2O). A major advance in in the past 
years has been our successful capture of spectroscopic 
snapshots of the collective reaction coordinate underlying 
intermolecular proton transfer in water.[5]  This involved 
first settling a controversy in the literature regarding the 
structures of the protonated water tetramer and pentamer, 
which had been called in question based on recent 
theoretical work employing methods often used to treat 
the behavior of the excess proton in liquid water. The 
assignments were clarified by establishing the spectral 
homogeneity using IR-IR double resonance and 
following the evolution of the band patterns with isotopic 
substitution.  That work was carried out in collaboration 
with the Asmis group at the University of Leibniz, which 
has access to the IR free electron laser at the Fritz Haber 
Institute in Berlin. We have also extended our work 
beyond aqueous systems to establish the fundamental 
interactions at play in a variety of widely used ionic liquids (ILs), with specific emphasis on 
quantifying the role of hydrogen bonding in EMIM-based ILs, an issue that has proven difficult 
to resolve with measurements on the bulk systems.  

I. Spectroscopic snapshots of the proton transfer mechanism in water 
 

Proton conduction is known to be anomalously fast in liquid water, but because of the 
diffuse nature of vibrational bands associated with the excess proton in liquid water, it has not 
been possible to obtain well defined spectroscopic snapshots of the proton relay process. By 

Fig. 1.  Schematic of the proton relay 
mechanism, where the symmetric 
H9O4

+ Eigen ion is distorted upon 
addition of different proton acceptors 
B and B’ (B=H2, N2, CO, H2O; 
B'=H2O) to one of the water 
molecules. The presence of one or 
more adducts causes a hydrogen atom 
of the H3O+ core to be attracted 
toward the tagged H2O molecule and 
reduces the corresponding O-O 
distance, ROO.
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using a series of tagged D3O+(D2O)3 clusters we 
have been able to obtain the vibrational spectra as 
the cluster evolves from the Eigen to the Zundel 
form of the hydrated proton. Figure 1 illustrates the 
tagging sites and the relay mechanism. The use of 
the deuterium isotopologue is key to this study in 
that the deuterium substitution suppresses the 
strong anharmonicities present in the all-H 
isotopologue.  The most important outcome of this 
effort is the determination of the correlations 
across the vibrational spectra that are associated 
with the proton transfer event. Fig. 2 presents the 
locations of five OD stretching fundamentals at five 
different locations in the collective reaction 
coordinate, indexed by the distance between the 
two oxygen atoms, Roo, directly involved in the 
transfer. The paper describing these results is 
currently under review at Science.[5]  
II. Nuclear Quantum Effects in the Gas Phase

Vibrational Spectroscopy of the Protonated Water

Pentamer

Cryogenic ion trap vibrational spectroscopy was 
used to study the structure of the protonated water 
pentamer, H+(H2O)5, and its fully deuterated 
isotopologue, D+(D2O)5, over nearly the complete 
infrared spectral range (220-4000 cm-1) in combination with harmonic and anharmonic electronic 
structure calculations as well as RRKM modelling. Isomer-selective IR-IR double-resonance 
measurements on the H+(H2O)5 isotopologue establish that the spectrum is due to a single 
constitutional isomer B in Fig. 3, thus discounting the recent analysis of the band pattern in the 
context of two isomers based on AIMD simulations (Kulig and Agmon, Phys. Chem. Chem. 

Phys., 2014, 16, 4933-4941). The evolution 
of the persistent bands in the D+(D2O)5 
cluster allowed assignments of the 
fundamentals in both isotopologues, and 
the simpler pattern displayed by the heavy 
isotope is consistent with the calculated 
spectrum for the branched, Eigen-based 
structure originally proposed.(J.-C. Jiang, 
et al., J. Am. Chem. Soc., 2000, 122, 1398-
1410) This pattern persists in the 
vibrational spectra of both isotopologues in 
the temperature range from 15 K up to 250 
K. Accompanying electronic structure 

 

Fig. 3. Of the three isomers recently invoked to 
explain the spectra of the protonated water 
pentamer, isotopic substitution and IR-IR double 
resonance establish that only the branched form (B) 
is observed experimentally.  

Fig. 2.  experimental frequencies of the five 
OD stretches associated with the transfer of a 
deuteron. The extent of reaction is indexed by 
the computed O-O distances (MP2/aug-cc-
pVDZ) for a series of D+(D2O)4-B adducts 
that systematically transform the scaffold 
between the Eigen and Zundel 
accommodation motifs.   
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calculations show that isomer R is more stable than the B isomer in the absence of vibrational 
zero-point energy (ZPE) but that the relative energies of the two isomers switches upon the 
inclusion of ZPE. The results of this study are reported in a paper which has been accepted for 
the Journal of Chemical Physics.[7] 

III. Characterization of the primary hydration shell of the hydroxide ion with H2 tagging 
vibrational spectroscopy of the OH¯(H2O)n=2,3 and OD¯(D2O)n=2,3 clusters 

The hydroxide ion is among the strongest 
Brønsted bases, and its interaction with 
water is complicated by the fact that the 
binary complex, OH¯·(H2O), is a 
covalently bound, quasi-symmetrical 
species.   This intrinsic behavior underlies 
the profound changes that occur upon 
incremental completion of the hydration 
shell at the trihydrate. We have obtained 
isotope-dependent vibrational 
predissociation spectra of the H2-tagged 
OH¯·(H2O)n=2 and 3 clusters, from which it 
has been possible to determine the 
strongly coordination-dependent energies 
of the fundamentals due to the OH groups 
bound to the ion. The experimental 
spectra for these clusters are compared 
with those corresponding to completion 
of the hydration shell around the 
hydronium ion in Fig. 2, which reveals 
the close connection between the 
anomalously large mobilities of positively 
and negatively charged proton defects in 
water.  These results are described in a 
paper that has been accepted for publication in the Journal of Chemical Physics.[6]  This study 
was carried out with support from both DOE (Jordan) and NSF (Johnson). 

IV.  Proton-coupled electron transfer 

We extended our initial study of the [pyridine•(H2O)n] ¯clusters with a more sophisticated 
theoretical approach8 to demonstrate that even in its vibrational zero-point level, the [pyridine 
(H2O)3]- cluster samples both pyridine-H(OH) ¯ • (H2O)2 and pyridine•(H2O)3¯ diabatic 
structures.  In the former, both an electron and a positron have transferred to the pyridine, and, in 
the latter, the excess electron is dipole bound. In contrast, for the n = 4 cluster, the extra water 
molecule preferentially stabilizes the former diabatic structure. 

V. Plans for the next year 

 Fig. 4. Comparison of the vibrational spectra displayed 
by the OH¯·(H2O)n  and H3O+·(H2O)n  clusters, 
indicating the surprising similarities in the stepwise 
hydration of hydroxide and hydronium leading to 
completion of their hydration shells.  
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We will determine the barriers to proton migration in well-defined water networks.  This will be 
accomplished by analyzing spectroscopic measurements of the temperature dependence of 
isotopomer-selective vibrational spectra of isotopically labelled as a function of cluster 
temperature.  In parallel with the experimental studies, we will carry out calculations of the 
pathways for proton migration in the clusters to be studied experimentally. We will also quantify 
the role of hydrogen bonding in the interactions at play in EMIM-based ionic liquids with a 
systematic study of the (EMIM+)·X¯, (X=Cl, Br, I, Tf2n, BF4) clusters.  This will be 
accomplished by studying the correlations between the intensities and red-shifts of the C-D 
stretches with selective isotopic labeling in the key C(2) position of EMIM.  

Papers in the past two years under this grant 
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Vibrational Spectral Signatures of the Charge Defect in Cryogenically Cooled H+(H2O)n=2-28 
Clusters”, J. A. Fournier, C. T. Wolke, M. A. Johnson, T. T. Odbadrakh, K. D. Jordan, S. M. 
Kathmann, and S. S. Xantheas, J. Phys. Chem. A, 119, 9425-9440 (2015) (Feature Article). 

2. “Comparison of the Local Binding Motifs in the Imidazolium-based Ionic Liquids 
[EMIM][BF4] and [EMMIM][BF4] through Cryogenic Ion Vibrational Predissociation 
Spectroscopy: Unraveling the Roles of Anharmonicity and Intermolecular Interactions,” J. A. 
Fournier, C. T. Wolke, C. J. Johnson, A. B. McCoy, and M. A. Johnson, J. Chem. Phys., 17, 
8518-8529 (2015). 

3. “Understanding the Ionic Liquid [NC4111][Tf2N] from Individual Building Blocks: An IR-
Spectroscopic Study,” K. Hanke, M. Kaufmann, G. Schwaab, M. Havenith, C. T. Wolke, O. 
Gorlova, M. A. Johnson, B. Kar, W. Sander, E. Sanchez-Garcia, Phys. Chem. Chem. Phys., 
17, 8518 (2015). 

4. “Water Network-Mediated Electron-Induced Proton Transfer in Anioic [C5H5N· (H2O)n] 
Clusters: Size-Dependent Formation of the Pyridinium Radical for n > 3”, A. F. DeBlase, C. 
T. Wolke, G. H. Weddle, K. A. Archer, K. D. Jordan, J. T. Kelly, G. S. Tschumper, N. I. 
Hammer, and M. A. Johnson, J. Chem. Phys. 143, 144305:1-5 (2015). 

5. “Spectroscopic Snapshots of the Proton Transfer Mechanism in Water”, C. T. Wolke, J. A. 
Fournier, L. C. Dzugan, M. R. Fagiani, T. T. Odbadrakh, H. Knorke, K. D. Jordan, A. B. 
McCoy, K. R. Asmis, and M. A. Johnson, Science, submitted. 

6. “Characterization of the Primary Hydration Shell of the Hydroxide Ion with H2 Tagging 
Vibrational Spectroscopy of the OH¯(H2O)n=2,3 and OD¯(D2O)n=2,3 Clusters”, O. Gorlova, J. 
W. DePalma, C. T. Wolke, A. Brathwaite, T. T. Odbadrakh, K. D. Jordan, A. B. McCoy, and 
M. A. Johnson, J. Chem. Phys., in press. 

7. “Nuclear Quantum Effects in the Gas Phase Vibrational Spectroscopy of the Protonated Water 
Pentamer”, M. R. Fagiani, H. Knorke, T. Esser, N. Heine, C. T. Wolke, S. Gewinner, W. 
Schöllkopf, M.-P. Gaigeot, R. Spezia, M.A. Johnson, and K.R. Asmis, J. Chem. Phys, in 
press. 

8. “Proton-coupled Electron Transfer in [Pyridine•(H2O)n] −, n = 3, 4, Clusters”, K. A. Archer, and 
K. D. Jordan, Chem. Phys. Lett., in press. 

9. “Theoretical Studies of Charged and Neutral Water Clusters”, K. Sen and K. D. Jordan, 
Specialist Periodic Reports on Computational Chemistry, RSC, in press. 

 

67



Nucleation Chemical Physics 

Shawn M. Kathmann 
Physical Sciences Division 

Pacific Northwest National Laboratory 
902 Battelle Blvd. 
Mail Stop K1-83 

Richland, WA 99352 
shawn.kathmann@pnl.gov 

Program Scope 
The objective of this work is to develop an understanding of the chemical physics governing 

nucleation. The thermodynamics and kinetics of the embryos of the nucleating phase are important 
because they have a strong dependence on size, shape and composition and differ significantly from bulk 
or isolated molecules. The technological need in these areas is to control chemical transformations to 
produce specific atomic or molecular nanoparticles with specific properties. Computing reaction barriers 
and understanding condensed phase mechanisms is much more complicated than those in the gas phase 
because the reactants are surrounded by solvent molecules and the configurations, energy flow, quantum 
and classical electric fields and potentials, and ground and excited state electronic structure of the entire 
statistical assembly must be considered. 

Recent Progress and Future Directions 
Voltage Fluctuations in Small NaCl Clusters 
The observations of luminescence during 
crystallization as well as electric field induced 
crystallization suggest that the process of 
crystallization may not be purely classical but 
also involves an essential electronic structure 
component. Strong electric field and/or 
voltage fluctuations may play an important 
role in this process by providing the necessary 
driving force for the observed electronic 
structure changes. The importance of electric 
field fluctuations driving electron transfer has 
been a topic of intense research since the 
seminal work of Marcus. The main objective 
of this work is to provide basic understanding 
of the fluctuations in charge, electric 
potentials, and electric fields, both 
classically and quantum mechanically, for 
concentrated aqueous NaCl electrolytes.  

The stability of each ion in a finite cluster depends upon the Madelung voltages of the individual 
ions, each sensitive to its own environment – see Figure 1. As the salt clusters approach their ultimate 
crystal cubic symmetry, they pass through various non-cubic distorted or amorphous configurations, 
including the presence of trapped water molecules. Thus, the Madelung voltages for each ion within a salt 
cluster can be used as an order parameter (in addition to other order parameters e.g., the distance between 
ions, the angle between ion triplets, and electric fields at the ion sites) characterizing their progress along 
various nucleation pathways. Figure 1 shows the progression of voltages experienced by a central Cl- ion 
due to all other charges within the cubic clusters. The green squares denote voltages from classical ±1 
point charges and blue triangles denote quantum mechanical voltages. The dotted green line represents 

Figure 1. Classical and quantum Madelung voltage 
variations experienced by a central Cl- ion in NaCl clusters 
as a function of cluster size.  
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the bulk limit of the Madelung voltage for an infinite classical crystal composed of these ±1 point 
charges. However, these classical voltages do not include important quantum effects due to the 
delocalized nature of electron densities nor electronic excited states of the ions. The variations in 
voltages, shown in Fig.1, for both classical and quantum descriptions show large changes with the size of 
the salt cluster. This is significant because the voltages govern the interaction energy between the ions 
making up the salt clusters and hence their thermodynamic stability. Furthermore, note the large 
discrepancy between the classical and quantum voltages. Our previous classical molecular dynamics 
studies of concentrated aqueous NaCl electrolytes showed that the distribution of voltages for all the ions 
in the solution, including those ions trapped within salt clusters, spanned a broad range that included the
bulk Madelung voltages (±8.9V), however, in that study we did not separate the voltage distributions 
between solvated ions and those ions involved in salt clusters. Our calculations and analyses provide the 
first steps toward understanding the magnitude and fluctuations of charge, classical point charge sources 
of electric potentials and fields in aqueous electrolytes and what role these fields may play in driving 
charge redistribution/transfer during crystallization as well as inducing crystal formation itself.  
 

Vibrational Spectroscopy and Electric Fields 
The influence of electric fields on the 
vibrational response of molecules has a 
long history and is relevant to many 
chemical processes in condensed phases 
and their interfaces. The central concept is 
the use of a particular vibrational mode as 
a kind of antenna or probe capable of 
sensing the effective electric field 
fluctuations due to its surrounding 
environment. Early work in this area 
employed continuum descriptions of 
electrostatics while more recent work 
utilized electric fields arising from 
classical point charges. A joint CPIMS 
experimental-theoretical study explored 
the influence of electric fields on the 
vibrational response of molecules in a 
Cs+(H2O)6 cluster. This work stands as 
distinct from previous studies in that we 
are approaching the electric field coupling 
to vibrational shifts from an ab initio
perspective yielding more “exact” electric 
field strengths in the absolute sense as 
there is much uncertainty in these fields 
from continuum, point charges, or 
polarizable sources. Here we explored the 
electric fields arising from quantum mechanical charge distributions for the “4+2” Cs+(H2O)6 minimum 
energy cluster.  Specifically, the electric fields on the Hydrogen atom sites are calculated as those arising 
from the quantum mechanical charge densities of all the other atoms in the system excluding only those 
atoms with the water molecule for which the field is being evaluated – see Fig. 2. It is in this sense that 
these fields must be considered as effective electric fields arising from the surrounding atoms as this 
construction formally neglects the electric fields arising from the atoms within the molecule for which the 
field is being probed as well as the response of the surrounding environment to this probe’s charge 
distribution. Specifically, the electric fields on the hydrogen atom sites are calculated as those arising 
from the quantum mechanical charge densities of all the other atoms in the system, excluding only those 

Figure 2. (upper left) Schematic showing the H atoms where 
the projected electric fields are evaluated in the Cs+(H2O)6 
cluster. (upper right) Quantum voltage isosurfaces (green) 
represent lone pairs of the adjacent H2O and the projected 
electric field for an H-atom is shown by the blue arrow. (lower 
left) The quantum voltage isosurfaces bathing a hydrogen 
bonded water yielding a 2.2V/Å projected field. (lower right) 
The quantum voltage isosurfaces bathing the water molecule’s 
free OH yielding a 0.8 V/Å projected field.  

69



atoms within the water molecule for which the field is being evaluated. These electric fields are then 
projected onto the OH bond vectors corresponding to each vibrational antenna. 

The resulting projected electric 
fields are show in Figure 3 as a 
function of H-atom index (shown 
in the inset). First, note that the 
fields can be grouped into two 
sets: (1) those H atoms involved 
in hydrogen bonding – denoted as 
‘Bound OH’, and (2) those H 
atoms not hydrogen bonded –
denoted as ‘Free OH’. Second, the 
electric fields at these sites are 
extremely large! So large that, in 
fact, they should break the OH 
bond within the water molecule 
since it takes only a field of 0.6 
V/Å to do so. Thus, there is an 
inconsistency between the fields 
evaluated at atomic sites when the 
water molecule being probed is 
not included in the quantum 
mechanical calculation and the 
field evaluated including the 
probe water molecule. In the latter 
case, the electric field at the 
hydrogen atom must be zero since 
we are evaluating a cluster at the 
global energy minimum. Said 
differently, if the electric field 
were nonzero, then there would be 
a nonzero Lorentz force on the H 
atom, in contradiction to it being 
at a global minimum energy. 
Resolving these inconsistencies is 
the focus of our ongoing research. 
Using this approach we are able to 
make spectral assignments as 
presented in Figure 4, noting that 
the electric field-to-frequency 
mapping spectrum (blue curve) 
provides a remarkably good 
description of the experimental 
vibrational spectra (red curve). It 
is important to note that the electric fields are very sensitive to the bonding structural patterns and hence 
provide good order parameters for specific cluster configurations. 

Figure 3. Plot of the projected electric fields for all H-atoms in the 
Cs+(H2O)6 cluster. 

Figure 4. Experimental IR spectra (red) and the quadratic field-to-
frequency mapping (blue) for the Cs+W6 cluster. The black sticks 
denote the 6 doublet electric fields corresponding to the “free” (f) and 
“hydrogen-bonded” (b) OH stretches. 
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Richland, Washington 99352 
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Collaborators include: CJ Dibble, GA Kimmel, RA May, NG Petrik, Yuntao Xu, and C. Yuan 
Program Scope 

The objective of this program is to examine physiochemical phenomena occurring at the 
surface and within the bulk of ices, oxides, and amorphous materials.  The microscopic details of 
physisorption, chemisorption, and reactivity of these materials are important to unravel the 
kinetics and dynamic mechanisms involved in heterogeneous (i.e., gas/liquid) processes.  This 
fundamental research is relevant to solvation and liquid solutions, glasses and deeply 
supercooled liquids, heterogeneous catalysis, environmental chemistry, and astrochemistry.  Our 
research provides a quantitative understanding of elementary kinetic processes in these complex 
systems.  For example, the reactivity and solvation of polar molecules on ice surfaces play an 
important role in complicated reaction processes that occur in the environment.  These same 
molecular processes are germane to understanding dissolution, precipitation, and crystallization 
kinetics in multiphase, multicomponent, complex systems.  Amorphous solid water (ASW) is of 
special importance for many reasons, including the open question over its applicability as a 
model for liquid water, and fundamental interest in the properties of glassy materials.  In addition 
to the properties of ASW itself, understanding the intermolecular interactions between ASW and 
an adsorbate is important in such diverse areas as solvation in aqueous solutions, cryobiology, 
and desorption phenomena in cometary and interstellar ices.  Metal oxides are often used as 
catalysts or as supports for catalysts, making the interaction of adsorbates with their surfaces of 
much interest.  Additionally, oxide interfaces are important in the subsurface environment; 
specifically, molecular-level interactions at mineral surfaces are responsible for the transport and 
reactivity of subsurface contaminants.  Thus, detailed molecular-level studies are germane to 
DOE programs in environmental restoration, waste processing, and contaminant fate/transport.  

Our approach is to use molecular beams to synthesize “chemically tailored” nanoscale films 
as model systems to study ices, amorphous materials, supercooled liquids, and metal oxides.  In 
addition to their utility as a synthetic tool, molecular beams are ideally suited for investigating 
the heterogeneous chemical properties of these novel films.  Modulated molecular beam 
techniques enable us to determine the adsorption, diffusion, sequestration, reaction, and 
desorption kinetics in real-time.  In support of the experimental studies, kinetic modeling and 
simulation techniques are used to analyze and interpret the experimental data.   

Recently, in collaboration with Greg Kimmel, we have developed a pulsed laser heating 
method that will allow us to investigate deeply supercooled liquids by producing transiently 
heated films, which become liquids that last for approximately 10 ns per laser pulse.  Subsequent 
rapid cooling due to the dissipation of the heat pulse into the metal substrate effectively quenches 
the liquid dynamics until the next laser heating pulse arrives. The rapid heating and cooling 
allows the system to reach previously unattainable supercooled liquid temperatures and return to 
the amorphous state before significant crystallization can occur.  
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Recent Progress and Future Directions 
Desorption Kinetics of Ar, Kr, Xe, N2, O2, CO, Methane, Ethane, and Propane from 

Graphene and Amorphous Solid Water Surfaces  The desorption kinetics for a wide range of 
molecules are needed to develop models to determine the present and historical composition of 
astrophysical bodies such as comets, interplanetary ices, interplanetary dust, and planetary 
surfaces.  These bodies often consist of carbonaceous materials and/or have deposits of 
amorphous solid water (ASW).  ASW is a kinetically metastable form of water, which is created 
when water vapor impinges on a substrate at low temperatures.  While it does not exist naturally 
on earth, it is thought to be the predominant form of water in the extremely cold temperatures of 
many interstellar and planetary environments. 

Laboratory-based desorption measurements are currently used to mimic the desorption 
behavior of astrophysically relevant adsorbates.  Researchers have used amorphous carbon and 
highly oriented pyrolytic graphite (HOPG) as analogs for carbonaceous surfaces.  Similarly, 
ASW analogous can be created in the laboratory by depositing water vapor onto a low 
temperature substrate (typically <130 K).   

In a recent paper (#8), we studied the desorption kinetics of Ar, Kr, Xe,  N2 , O2 , CO, 
methane, ethane, and propane from two astrophysically relevant substrates, graphene and ASW.  
The experimental results clearly show that, for the nine adsorbates studied here, desorption from 
a graphene covered Pt(111) substrate occurs with zero-order desorption kinetics.  Well-resolved 
first, second, third, and multilayer desorption peaks are observed for all of the adsorbates 
desorbing from the graphene substrate.  The alignment of the TPD leading edges is consistent 
with zero-order desorption kinetics.  Zero-order desorption kinetics in the submonolayer 
coverage regime are indicative of two-phase coexistence between a high-density condensed 
phase and a low-density gas phase in two dimensions.  This two-dimensional, two-phase 
coexistence arises from attractive adsorbate−adsorbate interactions. 

In contrast, desorption of the same adsorbates (for coverages < 2 ML) from ASW are 
markedly non-zero order.  Alignment of the desorption leading edges on a single curve was not 
observed for any of the nine adsorbates for coverages up to 2 ML.  Also, none of the adsorbates 
had clearly resolved first and second layer desorption features.  The TPD results suggested that 
the ASW surface has a distribution of binding site energies.  In this case, the coverage dependent 
binding energies were determined using an inversion analysis procedure.  The monolayer TPD 
peaks for a given adsorbate on ASW occur at markedly lower temperatures than they do on 
graphene.  This clearly indicates that the interaction of the adsorbates with ASW is noticeably 
weaker than their interaction with graphene. 

The contrasting desorption mechanisms from these two substrates is an important 
consideration for kinetic models for adsorbate desorption from astrophysical  bodies.  The results 
show that the desorption kinetics from these two astrophysically important substrates need to be 
analyzed differently.  The specific desorption order and mechanism are required to extract 
adsorbate binding energies needed for accurate models of evaporation from interstellar and 
planetary ices.  Future work will focus on how adsorbate co-adsorption affects the desorption 
kinetics.

 Surface and Bulk Crystallization of Amorphous Solid Water Films: Confirmation of 
“Top-Down” Crystallization Kinetics As described above, amorphous solid water (ASW) is a 
metastable glassy phase form of water that can be created in the laboratory by vapor deposition 
onto a cold substrate.  The properties of ASW are of interest for a variety of reasons including its 
use as a model for liquid and supercooled liquid water, its use as a model for studying the 
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properties of amorphous solids, and because it is believed to be the predominant form of water in 
astrophysical and planetary environments.   

It has been previously shown that inert adsorbates trapped underneath or within ASW films 
desorb in an episodic release that occurs in concert with ASW crystallization, a phenomenon 
called the “molecular volcano”.  When heated, or allowed to sit for a fantastically long time, 
ASW converts to thermodynamically stable crystalline ice.  Crystallization of ASW can result in 
structural changes in the film.  For example, when an inert gas (CCl4, Ar, CO2, Kr , Xe, CO, N2, 
O2, and others) is deposited underneath an ASW overlayer, the inert gas desorption is delayed 
until crystallization of the ASW overlayer.  The observed abrupt desorption is due to the 
formation of cracks that accompany the crystallization kinetics and form a connected release 
pathway. 

To date, most studies either report or assume that ASW crystallization proceeds via a random 
bulk nucleation and growth mechanism.  In some recent work, the volcano peak was used to 
determine the crystallization-induced crack propagation mechanism.  In these experiments an 
inert gas layer was deposited at various elevations in the ASW film.  The results showed that the 
closer to the top of the film the layer was deposited, the earlier in temperature (time) the volcano 
desorption peak occurred.  Through a series of experiments we were able to show conclusively 
that crack formation begins at the ASW/vacuum interface and moves downward into the film.   

Given the link between crystallization and crack formation, the results suggested that ASW 
crystallization may also begin at the ASW/vacuum interface and proceed into the bulk.  In a 
recent paper (#11), we investigated the crystallization kinetics of nanoscale ASW films using 
temperature programmed desorption (TPD) and reflection absorption infrared spectroscopy 
(RAIRS).  The TPD measurements were used to probe surface crystallization and the RAIRS 
measurements were used to probe bulk crystallization.  The isothermal TPD results showed that 
surface crystallization was independent of the film thickness (from 100 to 1000 ML).  
Conversely, the RAIRS measurements showed that the bulk crystallization time increases 
linearly with increasing film thickness.  These observations suggest that nucleation and 
crystallization begin at the ASW/vacuum interface and then the crystallization growth front 
propagates linearly into the bulk.  Further evidence for this mechanism was given by 
experiments where an isotopic layer (5% D2O in H2O) was selectively placed at various 
elevations in a 1000 ML ASW (H2O) film.  In this case, the closer the isotopic layer was to the 
vacuum interface, the earlier the isotopic layer crystallized.  These experiments provided direct 
evidence to confirm that ASW crystallization in vacuum proceeds by a “top-down” 
crystallization mechanism. 

The preference for nucleation at the vacuum interface is likely due to the higher mobility that 
surface molecules have compared to those in the bulk.  Our results mean that prior work using 
only surface sensitive techniques, such as desorption and adsorbate physisorption, likely do not 
provide information relevant to bulk nucleation.  Surface sensitive experiments may provide 
information relevant to processes in the environment or in astrophysical ices but it is the bulk 
nucleation rate that is relevant to processes in supercooled liquid water.  Future work will focus 
on varying the isothermal temperatures to further quantify the ASW kinetics.  In addition, 
experiments where the effects of the vacuum-surface nucleation are eliminated will be 
conducted.  For example, ASW films deposited between two hydrocarbon layers should 
eliminate the surface nucleation.  Quantitative information on bulk nucleation and growth 
crystallization kinetics of ASW films is needed to increase our understanding of liquid and 
supercooled liquid water. 
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Chemical Dynamics and Kinetics of Tailored Nanoscale Liquids and Liquid/Solid 
Interfaces Far from Equilibrium  We have developed an experimental approach to probe 
fundamental processes in liquids, supercooled liquids and glasses, and at liquid/solid interfaces 
in temperature regimes that are experimentally challenging.  Our approach is to transiently heat 
compositionally tailored nanoscale films using a nanosecond pulsed laser-heating system.  The 
film is rapidly heated to the temperature of interest for a brief time (nanoseconds) and then it 
rapidly cools back to the pre-laser pulse temperature.  Processes that occur at these elevated 
temperatures are followed via a post-mortem analysis using surface spectroscopic techniques.  
This work is a collaborative effort between Collin Dibble (Postdoc), Yuntao Xu (Postdoc), 
Nikolay G. Petrik, R. Scott Smith, Bruce D. Kay, and Greg A. Kimmel.  Initial reports of this 
work are given in references #9 and #10 and the experimental details are discussed in the CPIMS 
abstract by Greg Kimmel.  Future experiments will focus on exploring diffusion, crystallization, 
and isotope exchange kinetics of supercooled water in the temperature range 180-273K. 

References to Publications of DOE sponsored Research (2014 - present)
1. G. A. Kimmel, T. Zubkov, R. S. Smith, N. G. Petrik and B. D. Kay, "Turning things 

downside up: Adsorbate induced water flipping on Pt(111)", J. Chem. Phys. 141, 18C515 
(2014). 

2. V. Molinero and B. D. Kay, "Preface: Special topic on interfacial and confined water", J. 
Chem. Phys. 141, 18C101 (2014). 

3. R. S. Smith, Z. J. Li, L. Chen, Z. Dohnalek and B. D. Kay, "Adsorption, desorption, and 
displacement kinetics of H2O and CO2 on TiO2(110)", J. Phys. Chem. B 118, 8054-8061 
(2014). 

4. R. S. Smith, Z. J. Li, Z. Dohnalek and B. D. Kay, "Adsorption, desorption, and displacement 
kinetics of H2O and CO2 on forsterite, Mg2SiO4(011)", J. Phys. Chem. C 118, 29091-29100 
(2014). 

5. R. S. Smith, J. Matthiesen and B. D. Kay, "Desorption kinetics of methanol, ethanol, and 
water from graphene", J. Phys. Chem. A 118, 8242-8250 (2014). 

6. R. S. Smith, R. A. May and B. D. Kay, "Probing toluene and ethylbenzene stable glass 
formation using inert gas permeation ", Journal of Physical Chemistry Letters (2015). 

7. K. Thürmer, C. Yuan, G. A. Kimmel, B. D. Kay and R. S. Smith, "Weak interactions 
between water and clathrate-forming gases at low pressures", Surface Science 641, 216-223 
(2015). 

8. R. S. Smith, R. A. May and B. D. Kay, "Desorption kinetics of Ar, Kr, Xe, N2, O2, CO, 
methane, ethane, and propane from graphene and amorphous solid water surfaces", J. Phys. 
Chem. B 120, 1979-1987 (2016). 

9. Y. T. Xu, C. J. Dibble, N. G. Petrik, R. S. Smith, A. G. Joly, R. G. Tonkyn, B. D. Kay and G. 
A. Kimmel, "A nanosecond pulsed laser heating system for studying liquid and supercooled 
liquid films in ultrahigh vacuum", J. Chem. Phys. 144, 164201 (2016). 

10. Y. T. Xu, C. J. Dibble, N. G. Petrik, R. S. Smith, B. D. Kay and G. A. Kimmel, "Complete
wetting of Pt(111) by nanoscale liquid water films", Journal of Physical Chemistry Letters 7, 
541-547 (2016). 

11. C. Yuan, R. S. Smith and B. D. Kay, "Surface and bulk crystallization of amorphous solid 
water films: Confirmation of “top-down” crystallization", Surface Science 652, 350–354 
(2016). 

 

75



Probing Ultrafast Electron (De)localization Dynamics in Mixed Valence 
Complexes Using Femtosecond X-ray Spectroscopy 
 
Lead PI: Munira Khalil, University of Washington, Seattle, WA  
PI: Niranjan Govind, EMSL, Pacific Northwest National Laboratory, Richland, WA  
PI: Shaul Mukamel, University of California, Irvine, CA 
PI: Robert Schoenlein, SLAC, Menlo Park, CA 
 
Project Goals 
  
The overall goal of this project is to understand valence electron and vibrational motion 
following metal-to-metal charge transfer (MMCT) excitation in the following mixed 
valence complexes dissolved in aqueous solution: [(NH3)5RuIIINCFeII(CN)5]¯ (1, FeRu), 
trans-[(NC)5FeIICNPtIV(NH3)4NCFeII(CN)5]4– (2, FePtFe) and trans-
[(NC)5FeIIICNRuII(L)4NCFeIII(CN)5]4– (3, FeRuFe, L=pyridine).  The project objectives 
are (i) to observe the time-dependent re-arrangement of d electrons across two transition 
metal sites and the bridging ligand following photoinduced MMCT excitation on a sub-
50 fs timescale using femtosecond X-ray pulses generated at LCLS (ii) to simulate 
femtosecond X-ray absorption and emission spectra of solvated, photo-excited, transition 
metal mixed valence complexes using a realistic treatment of multi-electron 
correlations/transitions, spin-orbit coupling and final state lifetime effects and to propose 
and study the feasibility of nonlinear X-ray experiments on solvated transition metal 
mixed valence systems using future X-FEL light sources and (iii) to determine the role of 
coupled electronic and vibrational motions during ultrafast photoinduced charge transfer. 
 
Recent Progress 

• Development of Two-Dimensional Vibrational-Electronic (2D VE) Spectroscopy.  
We have developed a Fourier transform (FT) 2D vibrational-electronic (2D VE) 
spectroscopy employing a novel mid-IR and optical pulse sequence.  This new 
femtosecond third-order nonlinear spectroscopy provides the high time and frequency 
resolutions of existing 2D FT techniques, but is sensitive to cross-peaks containing IR 
and electronic dipole moment cross terms.  We have detailed the experimental layout of 
2D VE spectroscopy with two examples in two publications.   
• Equilibrium X-ray Absorption and X-ray Emission Spectroscopy of Transition 
Metal Mixed Valence Complexes in Solution.  In order to understand the electronic 
configuration in the ground state of the transition metal complexes, we have obtained 
equilibrium X-ray absorption (XA) and X-ray emission (XE) spectra in water for the 
mixed valence complex complexes and model complexes Fe(II)CN6 and Fe(III)CN6 at 
the Fe L-edge and the Fe K-edge.  The spectra reveal that the oxidation state of the iron 
atoms in the FeRu and FePtFe complexes is Fe(II) and that of FeRuFe is Fe(III) in the 
ground electronic state.  The successful collection of equilibrium spectra has allowed us 
to validate parameters in the simulation/computational codes for correctly modelling the 
electronic structure of the solvated mixed valence complexes.  These spectra were 
obtained at APS 11 ID during August 2015 and at ALS BL 10.3.2 during January 2015 
and January 2016.  
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• Femtosecond X-ray Absorption and X-ray Emission Spectroscopy of Transition 
Metal Mixed Valence Complexes in Solution.  We were awarded beam time at LCLS 
under proposal LJ67 for five shifts in October 2015.  Experiments were performed at the 
X-ray pump probe (XPP) instrument at LCLS using 800 nm laser light to photo excite the 
sample preceding X-ray measurements. Femtosecond XA and XE spectroscopies are 
used at the Fe K-edge to directly monitor transient oxidation states and orbital occupancy 
during charge transfer in a series of solvated mixed-valence complexes.  Static XE 
spectra for [Fex(CN)6] compounds (x = II and III) were used as a model to determine the 
expected shift upon MMCT in FeRu and FeRuFe.  A transition from FeII to FeIII (as in 
FeRu) would result in a blue peak shift of ~0.2 eV and broadening of the Kα1 peak 
consistent with the experimental transient XE result for FeRu.  Transient XE spectra for 
FeRuFe exhibit the opposite, a red peak shift with spectral narrowing consistent with an 
FeIII to FeII transition.  Fits of the kinetic traces reveal that the initial MMCT from 
FeIIRuIII to FeIIIRuII and FeIIIRuIIFeIII to FeIIRuIIIFeIII occurs within the response of the 
instrument (50 fs) and the BET occurs within 100 fs for each compound.  In the 
difference XA signal for FeRu, we see the growth of a transient feature upon MMCT 
which indicates that a hole is created in the t2g orbital.  The other XANES peaks undergo 
shifts to the blue upon photoexcitation and a change in the linewidth indicating the 
adjustments of the metal d orbitals following the initial MMCT.  We are currently 
analyzing the data and simulating the experimental observables with theory.  In a related 
effort, the Schoenlein group (in collaboration with Prof. T.-K. Kim, U. Pusan) has 
focused on the CN- bridged mixed valence transition-metal complex RuII-CN-CrIII-CN-
RuII complex as a prototypical model system.  Compared to the typical CN-bridged 
model complex (RuII-CN-RuIII), the use of the covalently linked CrIII electron acceptor 
leads to remarkably long-lived charge-separated intermediates, attributed to the existence 
of electronic states of different spin multiplicity that effectively inhibit BET.  The first 
time-resolved X-ray spectroscopy studies of this complex have recently been conducted 
at Advanced Photon Source.  Transient XAS and XES at the Cr K-edge monitors changes 
in the local coordination geometry, changes in the spin multiplicity and electronic 
structure revealed by growth/disappearance of pre-edge features. The experimental 
results are now being analyzed via ab initio calculations to understand electron 
delocalization dynamics. 
• Simulating Valence-to-Core X-ray Emission Spectroscopy.  Valence-to-Core X-ray 
Emission Spectroscopy (VtC-XES) is a sensitive tool to identify ligands and characterize 
ligand valence orbitals in transition metal complexes. In the past year we studied how 
linear-response time-dependent density functional theory (LR-TDDFT) can be extended to 
simulate K-edge VtC-XES reliably. LR-TDDFT allows one to go beyond the single-
particle picture. Specifically, we developed a “black box” protocol in NWChem to simulate 
these spectra. A systematic study of the K-edge VtC-XES spectra of a series of low- and 
high-spin model Fe-, Mn- and Cr-complexes was performed and compared with 
experiment. Our results are in good agreement with experiment. The study also revealed 
that our method has advantages over the conventional single-particle DFT approach in 
describing VtC-XES features that have multi-configuration character. These results have 
been published in the Journal of Chemical Theory and Computation in November 2015. 
We are in the process of calculating of simulating the VtC-XES for the dimer (FeRu) and 
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trimer (FeRuFe) complexes. VtC-XES for transient species is also possible with our 
protocol. 
• Ab Initio Molecular Dynamics/Molecular Mechanics (AIMD/MM), XA, UV/Vis and 
IR Spectroscopies of Model Complexes [Fe(CN)64- & Fe(CN)63-] in Water.  In order to 
study solvated model Fe(CN)6

4- and Fe(CN)6
3- complexes in water, we have performed 

extensive hybrid AIMD/MM based molecular dynamics simulations with NWChem. We 
have updated and extended our simulation protocol for all transition metal complexes from 
what was reported last year to include hybrid exchange-correlation functionals (for 
example, B3LYP, PBE0) in the QM region. Following the AIMD/MM runs, we extracted 
snapshots of the complex with an explicit solvation environment water molecules from the 
trajectory to perform the XANES, UV/Vis, IR, EXAFS spectra calculations. The Fe K-
edge XANES and UV/Vis spectra were calculated with our implementation of restricted 
excitation window (REW) TDDFT. We have extended our TDDFT code to capture the 
quadrupole transitions in the Fe K-edge XANES.  
• AIMD/MM, XA, UV/Vis and IR Spectroscopy of Transition Mixed Valence 
Complexes in Water on the Ground and Photo-excited States. The FeRu dimer complex 
QM/MM model involved the solvation in a simulation box containing the dimer complex 
with 5000 water molecules to give a density close to 1 g/cm3.  The FeRuFe and FePtFe 
complexes contained 7919 and 5842 water molecules respectively to give a density close 
to 1 g/cm3.  The details of the AIMD/MM simulations are the same as that for the model 
complexes. We have completed our AIMD/MM calculations of the dimer complex in 
water. The XANES, UV/Vis and IR spectra have been calculated.  For the 
Fe(III)Ru(II)Fe(III) complex, we find that both the triplet and open-shell singlet spin 
configurations on the two Fe(III) centers are degenerate as expected. Both states result in 
identical Fe K-edge XANES spectra.  For the FeRu and FeRuFe complexes, we have 
developed a new theoretical approach to tackle the transient-XAS to probe the x-ray 
absorption response of the UV-Vis excited transition metal complex. The goal of this study 
is to elucidate the structural, spectroscopic changes of the dimer complex in a solvent 
environment both in the ground and excited states. Our calculations, so far, are in good 
agreement with experiment.  For FePtFe, our extensive ground state calculations reveal 
that the closed-shell singlet configuration is the lowest energy state compared with the 
triplet configuration in agreement with experiment. This is in contrast to published 
theoretical work on this system that reported a lower triplet state. We attribute this to the 
description of the solvent environment. In our calculations, the solvent environment is 
treated explicitly which results in systems of approx. 300 atoms.  VtC-XES calculations 
using the ground and excited-state geometries for all three complexes are also planned. 
• Enhancements and protocols in NWChem.  The following enhancements have been 
implemented in the NWChem code over the course of this project: 
1. Extensions to the TDDFT code in NWChem to capture quadrupole transitions (1s→3d) 

which are relevant for transition metal K-edge XANES. 
2. TDDFT restart capabilities that will allow a user to systematically increase the number 

of excitations from previously saved calculations. 
3. Parallelization enhancements for TDDFT calculations up to 3000 basis functions. 
4. “Black Box” valence-to-core x-ray emission spectroscopy (VtC-XES) protocol. 
5. New QM/MM protocols for simulations of the model, dimer and trimer complexes in 

different solvents. 
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6. New transient XAS protocol to tackle simulations of pump (optical)-probe (X-ray) 
spectroscopy. 

The enhancements described above (2 and 3) are especially relevant for response 
calculations on the trimer systems where the transition metal complex (solute) plus the 
explicit water molecules (solvent) can result in system sizes of ~300 atoms or more 
 
Future Plans 
 
We plan to accomplish the following in the near future. (i)  We were awarded beam time 
at the SXR Instrument at LCLS to perform femtosecond Fe L-edge XA spectroscopy on 
transition metal mixed valence complexes in December 2016.  Following the experiment 
we will work on data analysis.  (ii)  We are in the process of preparing several 
manuscripts combining experimental and computational data on the IR, electronic and 
core-hole spectroscopies on solvated mixed valence complexes.  (iii)  We will be 
performing further benchmark studies on our new transient XAS approach.  (iv) We will 
focus on the development of theoretical approaches for the calculation of L-edge and 
transient L-edge spectra. 
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Program Scope 

The objectives of this program are to investigate 1) thermal and non-thermal reactions at surfaces and 
interfaces, and 2) the structure of thin adsorbate films and how this influences the thermal and non-
thermal chemistry. Energetic processes at surfaces and interfaces are important in fields such as 
photocatalysis, radiation chemistry, radiation biology, waste processing, and advanced materials 
synthesis. Low-energy excitations (e.g. excitons, electrons, and holes) frequently play a dominant role in 
these energetic processes. For example, in radiation-induced processes, the high energy primary particles 
produce numerous, chemically active, secondary electrons with energies that are typically less than ~100 
eV. In photocatalysis, non-thermal reactions are often initiated by holes or (conduction band) electrons 
produced by the absorption of visible and/or UV photons in the substrate. In addition, the presence of 
surfaces or interfaces modifies the physics and chemistry compared to what occurs in the bulk. 

We use quadrupole mass spectroscopy, infrared reflection-absorption spectroscopy (IRAS), and 
other ultra-high vacuum (UHV) surface science techniques to investigate thermal, electron-stimulated, 
and photon-stimulated reactions at surfaces and interfaces, in nanoscale materials, and in thin molecular 
solids. Since the structure of water near interface plays a crucial role in the thermal and non-thermal 
chemistry occurring there, a significant component of our work involves investigating the structure of 
aqueous interfaces. A key element of our approach is the use of well-characterized model systems to 
unravel the complex non-thermal chemistry occurring at surfaces and interfaces. This work addresses 
several important issues, including understanding how the various types of low-energy excitations initiate 
reactions at interfaces, the relationship between the water structure near an interface and the non-thermal 
reactions, energy transfer at surfaces and interfaces, and new reaction pathways at surfaces. 

 
Recent Progress 

Reaction Kinetics of Water Molecules with Oxygen Vacancies on Rutile TiO2(110) 
The structure and reactivity of water on various TiO2 surfaces have been extensively studied. The 
motivation for developing a detailed understanding of these reactions is derived from both technological 
and scientific considerations. Since reactions occurring on TiO2 in contact with aqueous solutions are 
important for a variety of applications such as the photo-oxidation of organic pollutants and self-cleaning 
surfaces, a better understanding of the underlying mechanisms can potentially lead to improvements in 
existing applications or the development of new ones. 

As part of an ongoing effort to understand the interactions of water with TiO2, we investigated the 
reactions of water molecules with bridging oxygen vacancies on reduced TiO2(110) at low coverages (see 
Figure 1). We used infrared reflection-absorption spectroscopy (IRAS) to obtain the characteristic IR 
spectrum of the bridging hydroxyl with narrow peaks at ∼2737 (3711) cm-1 for stretching vibrations of 
ODb (OHb). IR measurements with polarized light demonstrated that the OD (OH) bond of the bridging 
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hydroxyls is normal to the (110) surface. 
IRAS measurements of the ODb peak 
versus the annealing temperature of a small 
amount of D2O on TiO2(110) were used to 
investigate the kinetics of water molecules 
dissociating in the bridging oxygen 
vacancies. In separate experiments, we 
also measured the loss of molecular water 
and the bridging oxygen vacancies versus 
the annealing temperature. The electron-
stimulated desorption (ESD) of water and 
the photooxidation of CO were used to 
monitor the water and vacancy 
concentrations, respectively. All three 
techniques (ODb IRAS, water ESD and CO 
photooxidation) showed that the water-
vacancy reaction rate is low for T < 150 K, while the reactions proceed quickly for T > 250 K. The rate 
limiting step for the reaction has a distribution of activation energies (centered around ~0.55 eV) which is 
consistent with previous measurements and calculations of the diffusion barrier for water monomers 
along the Ti5c rows of TiO2(110). Further details of this work can be found in reference 8.  

A nanosecond pulsed laser heating system for studying liquid and supercooled liquid films in ultrahigh 
vacuum 
We have developed a pulsed laser heating system that enables investigations of the dynamics and kinetics 
of nanoscale liquid films and liquid/solid interfaces on the nanosecond timescale in ultrahigh vacuum 
(UHV). With this approach, nanosecond pulses from a Nd:YAG laser are used to rapidly heat thin films 
of adsorbed water or other volatile materials on a clean, well-characterized Pt(111) crystal in ultrahigh 
vacuum (UHV). Heating rates of ~1010 K/s for temperature increases of ~100 – 200 K are obtained. The 
short penetration depth of the IR light in the metal substrate (a few nm) leads to initial heating of only a 
thin layer of the metal near the surface and the adsorbate layer. Subsequent rapid heat transfer deeper into 
the metal substrate leads to rapid cooling (~5 × 109 K/s) of the adsorbed films  to cryogenic temperatures. 
This quenches the film, permitting in-situ, post-heating analysis using a variety of surface science 
techniques. Lateral variations in the laser pulse energy are ~ ± 2.7% leading to a temperature uncertainty 
of ~ ± 4.4 K for a temperature jump of 200 K. Initial experiments with the apparatus demonstrate that 
crystalline ice films initially held at 90 K can be rapidly transformed into liquid water films with 
T > 273 K. No discernable recrystallization occurs during the rapid cooling back to cryogenic 
temperatures. In contrast, amorphous solid water films heated below the melting point rapidly crystallize. 
The nanosecond pulsed laser heating system can prepare nanoscale liquid and supercooled liquid films 
that persist for nanoseconds per heat pulse in an UHV environment, enabling experimental studies of a 
wide range of phenomena in liquids and at liquid/solid interfaces. For example, we are currently using 
this technique to investigate the nucleation and growth of crystalline ice in deeply supercooled water. 

 
This work was done in collaboration with B. D. Kay, R. S. Smith, and two postdoctoral fellows – Drs. 
Yuntao Xu and Collin J. Dibble, and is published in reference 11.  
 
Complete Wetting of Pt(111) by Nanoscale Liquid Water Films 
Wetting is one of the most basic aspects of water’s interaction with a surface, representing a balance 
between adhesive and cohesive forces. Typically the wettability of a surface is measured via the contact 
angle, θc, of a macroscopic liquid drop on that surface. Thermodynamic considerations lead to Young’s 
equation for the contact angle: , where γsl, γlv and γsv are the surface tensions of the svClvsl γθγγ =+ cos

 
Figure 1. Schematic of the reaction of water with 
vacancies, VO, to form two bridging hydroxyls, OHb, on 
TiO2(110) 
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solid-liquid, liquid-vapor and solid-vapor interfaces, respectively. A surface is considered to be 
hydrophobic (hydrophilic) if θc > 90° (θc < 90°). For complete wetting, θc = 0°.  

The contact angle in Young’s 
equation is relevant for macroscopic drops. 
However, it does not necessarily apply to 
nanoscale drops or at the nanometer scale for 
the contact line of macroscopic drops. Using 
the new pulsed-laser system described above, 
we have investigated the melting and wetting 
of nanoscale crystalline ice films on Pt(111) 
that are transiently heated above the melting 
point in ultrahigh vacuum (UHV) and 
subsequently analyzed with infrared refection 
absorption spectroscopy (IRAS) and Kr 
temperature programmed desorption (TPD). 
The as-grown crystalline ice films consist of 

nanoscale ice crystallites embedded in a hydrophobic water monolayer. Upon heating, these crystallites 
melt to form nanoscale droplets of liquid water. Rapid cooling after each pulse quenches the films, 
allowing them to be interrogated with UHV surface science techniques. With each successive heat pulse, 
these liquid drops spread across the surface until it is entirely covered with multilayer water films. Figure 
2 shows a schematic of the melting and wetting process. These results, which show that nanoscale water 
films completely wet Pt(111), are in contrast to molecular dynamics simulations predicting partial wetting 
of water drops on a hydrophobic water monolayer. The results provide valuable insights into the wetting 
characteristics of nanoscale water films on a clean, well-characterized single crystal surface. 
 
This work was done in collaboration with B. D. Kay, R. S. Smith, and two postdoctoral fellows – Drs. 
Yuntao Xu and Collin J. Dibble, and is published in reference 9. 

Future Directions:  
Important questions remain concerning the factors that determine the structure of thin water films on 
various substrates. We plan to continue investigating the structure of thin water films on non-metal 
surfaces, such as oxides, and on metals where the first layer of water does not wet the substrate. For the 
non-thermal reactions in water films, we will use IRAS to characterize the electron-stimulated reaction 
products and precursors. We will also continue our investigations into the photochemistry of small 
molecules on TiO2(110). The pulsed laser heating experiments will focus on exploring diffusion, 
crystallization, and isotope exchange kineticscs of supercooled water in the temperature range 180-273K. 
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Figure 2. Schematic of the melting and subsequent 
wetting on nanoscale ice islands on Pt(111).
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1. Program Scope 

Chemistries crucial for energy technologies including battery technology, fuel cell 
technology, and enhanced oil recovery take place in heterogeneous environments.  
Understanding and predicting chemical dynamics, including solute-solvent interactions, 
adsorption processes, and transport processes, to name a few, requires the ability to probe 
these events directly and ultimately visualizing these processes via microscopy.  The 
overarching goal of this project is to develop two-dimensional infrared (2D IR) imaging tools 
to directly probe chemical interactions in heterogeneous environments, with geochemical 
systems being our primary target in this project.  A combination of experiments directed 
toward technology development, the exploration of fundamental chemical physics of large 
macrocycles and acidic oils, and culminating with the direct visualization of chemical 
interactions in model pore structures.  This project builds from our expertise in fabricating IR 
compatible microfluidic structures, in developing a 100 kHz 2D IR spectrometer, and in 
probing the nanoaggregates of large macrocycles. 

The large number of observables offered by 2D IR spectroscopy allows us to disentangle 
and quantify complex chemical interactions in ways that were not previously feasible.  These 
observables include the direct measurement of the frequency-frequency correlation function, 
which is a direct measure of the homogeneous and inhomogeneous contributions to the 
vibrational lifetime; and the peak positions (both diagonal peaks and cross peaks) and 
intensities, which are a direct measure of molecular structure.  Each of these observables can 
be spatially resolved.  We will interface a microscope with a high-speed 2D IR spectrometer, 
thus we will be able to perform 2D IR imaging at acquisition rates suitable for probing length 
scales beyond the micrometer length scale, resulting in connections being made between 
molecular length scale interactions to mesoscale phenomena.   
 

2. Recent Progress & Current Efforts 
The start date of this project was July 15, 2016.  In the past two months we have focused on 
the initial steps of integrating a microscope head on our high-repetition rate 2D IR 
spectrometer.  The design of the microscope head, the acquisition of optical components, and 
the first generation layout of the microscope head was completed in the past two months.  In 
order to gain the full utility of our 100 kHz laser system, the microscope head was built as a 
point scanning microscope, rather than operating in a wide-field configuration with a mid-IR 
camera.  The sample positioning for the microscope utilizes a combination of 
nanopositioners and micropositioners.  Nanopositioners are used in X-Y-Z in order to 
navigate 200 μm in each dimension with high precision and speed.  The three-axis 
nanopositioners are integrated on a X-Y micropostioner with 25 mm of travel in each 
dimension.  This combination of stages affords the potential of performing linear IR and 2D 
IR microspectroscopy across multiple length scales.  The initial objectives that have been 
purchased are long working distance objectives with 2x and 5x magnifications; these 
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objectives were chosen based on the anticipated beam 
diameters at the image plane.  In addition, a CMOS 
camera has been incorporated into the system in order to 
capture bright field images along with chemical maps 
generated from linear IR and 2D IR spectral acquisitions.  
Sufficient advances have been made in the design and 
build of the microscope head such that we are prepared 
to collect the initial images on this system in the next 
few months.  The microscope head discussed here is 
shown in Figure 1 and will be integrated with our 100 
kHz 2D IR spectrometer detailed in Figure 2.  Initial 
experiments will be performed using known 
microparticle structures that are decorated with 
pseudohalide moieities as vibrational probes; polystyrene 

microspheres are available with coatings containing –OCN chemical groups.  NIST standard 
microscopy targets will be used to calibrate the spatial resolution of our instrument.   

3. Future Plans 
The first year of this project is focused on designing, building, and calibrating our 2D IR 
microscope.  As part of these efforts we will also improve the tunability of the 100 kHz 
midIR OPCPA that drives these 2D IR spectroscopy and microscopy experiments.  Our 
approach to add more tunability to this system will be to generate continuum in a YAG 
crystal and use the continuum to seed our existing ZGP OPA.  It is expected that this 
approach will yield tunable midIR light that spans the 3.0 μm to 8.0 μm wavelength region.  
Thus, opening the ability to use this 2D IR spectrometer and microscope to probe 
macrocyclic molecules and acids directly.  In parallel with this effort we will perform 
preliminary IR microscopy experiments of representative fluids in pore structures fabricated 
in IR compatible materials.  

4. Publications
Given the July 15, 2016 start date of this project, no publications have been produced under 
this award. 

 
Figure 1. Photograph of microscope 
head to be integrated with a 100 kHz 
2D IR spectrometer. 

 
Figure 2. Box diagram of our 100 kHz 2D IR spectrometer. 
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1. Program Scope

One of the keys to developing compact, robust, and affordable power sources is the 
identification of novel catalytic supports and reactions. Nanoparticles are of increasing interest 
because they provide a larger surface-to-volume ratio compared to flat surfaces. Additionally, 
new selectivities and activities are achievable with nanoparticle-based electrocatalysts compared 
to single crystalline metal electrodes. For example, ‘noble metal’ Au nanoparticles with diameters 
of 5 - 100 nm, initially considered inert and not suited for catalysis, show a significant catalytic 
activity for many reactions including methanol oxidation, oxygen reduction, hydrogen peroxide 
reduction, etc. Furthermore, plasmonic nanoparticles offer the possibility for photocatalysis via 
‘hot’ electrons. However, it still remains controversial how nanoscale properties determine the 
catalytic activity because most previous studies measured innately heterogeneous distributions of 
nanoparticles. It is therefore not known if the average catalytic activity arises from an almost 
equal contribution of all nanoparticles or if only a few, 'super-active' nanoparticles dominate the 
signal. 

To resolve this and other issues and to be able to optimize electrocatalysts, it is thus 
necessary to characterize the catalytic activity at the single nanoparticle level. The goal of this 
project is to correlate the activity of plasmonic electrocatalysts with nanoparticle morphology, 
surface chemistry, and ‘hot’ carrier physics using single particle spectro-electrochemical 
microscopy.

The aims are to: (1) Determine the catalytic activities of single nanoelectrocatalysts and 
correlate them with their structural morphologies. (2) Investigate the effects of plasmon 
enhancement on the electrocatalytic activities of single metal nanoparticles and demonstrate 
feasibility of super-resolution mapping of catalytic activity. 
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2. Recent Progress

Novel chemical and physical processes occur at nanoparticle surfaces, both aided and 
reported by the broad tunability of their plasmonic properties. Electrochemical tuning is one way 
to control both plasmon resonance shifts and underlying morphology, composition, and surface 
chemistry. We approach this challenge with electrochemical redox tuning of metallic 
nanoparticles and assembled structures. Our method allows us, for example, to electrodeposit 
silver and/or its salts on the surface of gold nanostructures and selectively grow silver metal on 
the surface of these structures. We demonstrate repeatable spectro-electrochemical tuning of 
single nanoparticles and dimers (Figure 1). Potential applications include novel heterogeneous 
catalysis routes, experimental tests of charge transfer plasmonics, and nanoscopic plasmonic 
switches.

Reference:

1. Byers, C.P.; Zhang, H.; Swearer, D.F.; Yorulmaz, M.; Hoener, B.S.; Huang, D.; Hoggard, A.; 
Chang, W.S.; Mulvaney, P.; Ringe, E.; Halas, N.J.; Nordlander, P.; Link, S.; Landes, C.F. “From 
tunable core-shell nanoparticles to plasmonic drawbridges: Active control of nanoparticle optical 
properties” Science Advances 2015, 1, e1500988.

Figure 1. A. By injecting and removing 
charge via a spectroelectrochemical 
cell, the silver coating on a gold 
nanoparticle dimer is reversibly reduced 
and oxidized, thus switching between 
conductive and capacitive coupling. B. 
The resulting dark-field scattering 
spectra from dimers coupled 
conductively vs. capacitively are 
dominated by their different coupling 
mechanisms, demonstrated through 
simulation and experiment. C. Cyclic 
measurements of plasmon resonance 
(top), linewidth (middle) and intensity 
(bottom) under different electrolyte 
conditions show the strong and 
reversible spectral response from 
switching through oxidative/reductive 
silver surface chemistry. Adapted from 
Science Advances 2015.
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While single-particle spectroscopy is a powerful method to characterize nanoparticle 
heterogeneity, most experiments are performed in sequence, one nanoparticle at a time. Chemical 
reactions occurring at the surface of metal nanoparticle catalysts can however change the 
nanoparticle geometry as well. The problem therefore arises that while one nanoparticle is 
monitored all others are subjected to potential irreversible changes at the same time. It is therefore 
necessary to develop spectroscopic methods that allow one to monitor the spectral response of 
many nanoparticles in parallel with fast time resolution in order to fully characterize how charge 
transfer reactions at the surface of metal nanoelectrodes depend on their size and shape.

We have established a novel approach that facilitates a simultaneous readout of the 0 and 
1st order diffraction of the dark-field scattering from over 60 individual plasmonic nanoparticles 
at the same time in order to extract their respective spectra. The high-intensity evanescent wave
excitation of the particles enables signal to noise ratios greater than 90 with 1 ms time resolution
when using a white light continuum laser source (Figure 2). The spatial throughput of the imaging 
technique is further increased by using of a highly ordered nanoparticle matrix. We have also 
developed an alternative excitation approach that utilizes a combination of a supercontinuum 
laser and a reflecting objective for polarization controlled snapshot hyperspectral imaging. Our 
measurement strategy can reveal the influence of particle heterogeneity on the kinetics of 
irreversible plasmon-mediated processes, impacting research fields such as sustainable energy 
and electrochemistry. With this instrument we have taken an important step forward in our aim to 
resolve reactions on metal nanoparticles because ‘looking’ one nanoparticle at a time as done in 
conventional methods is simply not feasible for irreversible reactions. 
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Figure 1. A. Schematic 
illustration of snapshot 
hyperspectral imaging. The 
light scattered by individual 
plasmonic nanoparticles is 
split into two parts: One part is 
focused on a CMOS camera 
creating an image of the 
individual nanoparticle 
locations (B), while the other 
part passes through a 
transmission grating and is 
dispersed before being imaged 
on a second CMOS camera 
(C). With a specifically 
developed calibration 
procedure and intense laser 
illumination, we are able to 
record the spectra of all 
nanoparticles in the field of 
view simultaneously with a 
time resolution of only 1 ms.
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Program Scope 
 
 
We develop and apply single-molecule high spatial and temporal resolved techniques to study molecular 
dynamics in condensed phase and at interfaces, especially, the complex reaction dynamics associated with 
electron and energy transfer rate processes. The complexity and inhomogeneity of the interfacial ET dynamics 
often present a major challenge for a molecular level comprehension of the intrinsically complex systems, which 
calls for both higher spatial and temporal resolutions at ultimate single-molecule and single-particle sensitivities. 
Combined single-molecule spectroscopy and electrochemical atomic force microscopy (E-Chem AFM) 
approaches are unique for heterogeneous and complex interfacial electron transfer systems because the static 
and dynamic inhomogeneities can be identified and characterized by studying one molecule at a specific 
nanoscale surface site at a time. Single-molecule spectroscopy reveals statistical distributions correlated with 
microscopic parameters and their fluctuations, which are often hidden in ensemble-averaged measurements. The 
goal of our project is to integrate and apply these spectroscopic imaging and topographic scanning techniques 
to measure the energy flow and electron flow between molecules and substrate surfaces as a function of surface 
site geometry and molecular structure. We have been primarily focusing on studying interfacial electron transfer 
under ambient condition and electrolyte solution involving both single crystal and colloidal TiO2 and related 
substrates. The resulting molecular level understanding of the fundamental interfacial electron transfer processes 
will be important for developing efficient light harvesting systems and broadly applicable to problems in 
fundamental chemistry and physics.  
 
Recent Progress 
  
Simultaneous Imaging of Single-Molecule Interfacial 
Electron Transfer Reactivity and Local Nanoscale 
Environment. The fundamental information related to the 
charge and energy flow between molecules and substrate 
surfaces as a function of surface site geometry and molecular 
structure are critical for understanding interfacial electron 
transfer (ET) mechanism and dynamics. The inhomogeneous 
nanoscale molecule-surface and molecule-molecule interactions 
are presumably the origins of the complexity in interfacial ET 
dynamics. Therefore, identifying the environment of molecules 
at nanoscale is critical to our understanding of the molecule-
substrate interaction. We have developed a new AFM tip-
enhanced single-molecules fluorescence intensity/lifetime 
imaging microscopy to investigate each single-molecule 
heterogeneously distributed across the surface to obtain 
nanoscale topology as well as interfacial ET dynamics at single-
molecules level (Fig. 1)1. This correlated imaging technique 
provides a mean to distinguish and characterize each single-
molecule distributed across the surface at the nanometer spatial 

 
Figure 1. Left:  Scheme of correlated 
AFM-fluorescence microscopy; Right:  
Scheme of the sample, single m-
ZnTCPP molecule coupled with TiO2 
NPs and single m-ZnTCPP molecule 
adsorbed on glass surface.     
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scale. The observed fluorescence blinking behavior of each dye molecule and its lifetime in combination with 
the topography of the local environment at nanoscale provides the location of each dye on the surface (on top of 
ET active TiO2 surface or on ET non-active glass surface) at nanoscale as well as the coupling strength of each 
dye with TiO2 nanoparticles (Fig. 2). 
 

 
 

Single-molecule femtosecond pump-probe stimulate emission spectroscopic detection and analysis of 
molecule excited state dynamics.  We have recently developed and demonstrated a state-of-the-art single-
molecule femtosecond ultrafast spectroscopy station capable of detecting single-molecule excited state involving 
in charge transfer and other non-radiative relaxation dynamics by pump-probe stimulate emission spectroscopic 
microscopy. The preliminary applications of ultrafast spectroscopy at single-molecular level provide a direct 
measurement of the inhomogeneity with respect to the electronic and chemical properties of the molecules at 
dye-solid interfaces,3 including dye-TiO2 nanoparticles (electron transfer) and dye-glass surfaces (no electron 
transfer).  Here, we present the experimental setup for the time-resolved pump-probe single molecule 
spectroscopy that we have developed in our laboratory. We demonstrated detections of the excited-state 
dynamics of electron transfer in interactions of dye molecules with TiO2 nanoparticles at ambient conditions 
(Fig. 3).  
 

  
Probing Single-Molecule Ultrafast Interfacial ET Dynamics: Analyzing the donor-acceptor electronic 
coupling effect on the interfacial electron transfer dynamics. The photosensitized interfacial ET dynamics 
of Zn(II)-5,10,15,20-tetra (3-carboxyphenyl) porphyrin (m-ZnTCPP)-TiO2 nanoparticle (NP) system has been 
studied using time-correlated single photon counting coupled with scanning confocal fluorescence microscopy. 
Comparing our results obtained with p-ZnTCPP-TiO2 nanoparticle (NP) system, we show the effect of anchoring 
group binding geometry (meta or para), hence electronic coupling of sensitizer (m/p-ZnTCPP) and TiO2 
substrate, on interfacial ET dynamics. Compared to p-ZnTCPP on TiO2 NP surface, with m-ZnTCPP, dark states 
are observed to dominate in single-molecule fluorescence intensity trajectories.7  This observation coupled with 
the large difference in lifetime derived from bright and dark states of m-ZnTCPP demonstrate higher charge 
injection efficiency of m-ZnTCPP than p-ZnTCPP. The nonexponential autocorrelation function decay and the 
power-law distribution of the dark-time probability density provide a detailed characterization of the 

Figure 2. Correlated AFM-fluorescence intensity and 
lifetime data: Fluorescence intensity image (A) and 
Fluorescence lifetime image (B) of (m-ZnTCPP/TiO2 + 
m-ZnTCPP)/Cover Glass, the image is 4 µm ×4µm and 
100×100 pixel with each pixel 20ms and Correlated 
AFM image (4 µm ×4µm) (C). 

Figure 3. Single-molecule ultrafast spectroscopy 
and microscopic imaging analysis of interfacial 
electron transfer on dye-TiO2 nanoparicle 
interfaces. Single-molecule imaging (Left) and 
interfacial electron transfer rate detection (right) of 
2,3,7-Trihydroxy-9-phenyl-6-fluorone (PF) on 
TiO2 nanoparticles. The single-molecule excited 
state lifetime is measured to be 1.13 ps 
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inhomogeneous interfacial ET dynamics. The distribution of autocorrelation function decay times (τ) and power-
law exponents (mdark) for m-ZnTCPP are found to be different from those for p-ZnTCPP, which indicates the 
sensitivity of τ and mdark on the molecular structure, molecular environment, and molecule-substrate electronic 
coupling of the interfacial electron transfer dynamics. Overall, our results strongly suggest that the fluctuation 
and even intermittency of excited-state chemical reactivity are intrinsic and general properties of molecular 
systems that involve strong molecule-substrate interactions. 
 
Probing Back Electron Transfer (BET) Dynamics from TiO2 nanoparticles to the dye molecules.  
Comprehensive introspection of interfacial ET dynamics and associated intermittency of excited-state chemical 
reactivity requires molecular-level understanding of all related and regulating parameters: for example, 
adsorbate/semiconductor interactions, Franck-Condon factor, distribution of crystal surfaces and trap states, 
vibronic coupling, structures and energetics of both the adsorbate and the substrate surfaces, solvation, and local 
environment thermal fluctuations. There are two major processes involved in the photoinduced interfacial ET at 
a dye/semiconductor interface: forward electron transfer (FET) from an excited state of dye molecule to the 
conduction band or energetically accessible surface states of semiconductor, and backward electron transfer 
(BET) of the excess electron which recombines with the parent oxidized dye molecule. Extensive studies of 
interfacial ET dynamics have shown that FET kinetics are rather insensitive to variations in experimental 
condition; whereas, BET kinetics exhibit greater sensitivity to experimental condition.5  Designing an efficient 
solar energy harvesting system entails controlling the rate of BET process in order to generate long-lived charge-
separated states so that the excess electron can diffuse away to generate photovoltaic potential energy. Despite 
the greater significance of BET dynamics, it has not been studied in great details, while FET dynamics has been 
well characterized.  BET dynamics have been studied on an ensemble level using transient absorption 
spectroscopy and fluorescence measurements, but the underlying trapping and de-trapping processes have not 
been directly probed. Ensemble-average measurements are not necessarily specific to resolve heterogeneity in 
local environment involving inhomogeneous substrate-dye molecule interactions. Detailed understanding of the 
molecular mechanics of interfacial ET dynamics requires studying the system at a single molecular level. 
 
Probing Driving Force and Electron Accepting State Density Dependent Interfacial Electron Transfer 
Dynamics: Suppressed Fluorescence Blinking of Single-Molecules on Doped Semiconductors. Photo-
induced, interfacial electron transfer (ET) dynamics between m-ZnTCPP and Sn-doped In2O3 (ITO) film has 
been studied using single-molecule photon-stamping spectroscopy.2,4,5   The observed ET dynamics of single m-
ZnTCPP adsorbed on ITO was compared with that of m-ZnTCPP adsorbed on TiO2 NPs with and without 
applied electric potential. Compared to m-ZnTCPP on TiO2 NP surface, m-ZnTCPP on ITO surface shows 
reduced lifetime as well as suppressed blinking and quasi-continuous distribution of fluorescence intensities, 
presumably due to higher electron density in ITO. The higher electron density leads to the occupancy of CB 
acceptor states/trap states, which supports a higher backward electron transfer (BET) rate that results in quasi-
continuous distribution of fluorescence intensities. The dependence of BET rate on electron density and charge 
trapping is consistent with our previous observations of quasi-continuous distribution of fluorescence intensities 
of m-ZnTCPP on TiO2 NPs with applied negative potential across the dye-TiO2 interface. The quasi-continuous 
distribution of fluorescence intensities in both case of m-ZnTCPP on ITO surface and m-ZnTCPP on TiO2 NPs 
with applied negative potential indicates that the electron density/occupancy in the semiconductor plays a 
dominant role in dictating the changes in rates of charge transfer in our system, rather than the relative energetics 
between electron in semiconductor and the oxidized sensitizer. 
 
Future Research Plans  
One of the most significant characteristics of our approach is that we will interrogate the complex interfacial 
electron transfer dynamics by actively pin-point energetic manipulation of the surface interaction and electronic 
couplings, beyond the conventional excitation and observation. We plan to study the FET and BET dynamics 
by manipulating the electric field distribution at the interface and the energetic trapping state distributions in the 
TiO2 materials. Furthermore, in the wrapping up phase of this project, we will also work on completing our 
studies of excess electron injection from the excited state of the molecule to the conduction band of the 
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semiconductor or energetically assessable surface states, the excess electron thermalization, solvation, and the 
geminate recombination of the excess electron and the parent cation at interface.  In this study, we will probe 
the excess electron diffusion and scattering at interfaces as well as in bulk of the wide-band gap semiconductor. 
A model of the excess electron diffusion associated with trapping and detrapping under the columbic field of the 
cation within the Onsager distance will be developed. To achieve femtosecond time resolution and molecular 
spatial resolution, we will use a combined approach utilizing single- molecule ultrafast spectroscopy, E-chem-
AFM, and STM. Ultrafast, spectroscopic, and structural information will be directly correlated for the same 
individual sites and molecules. Using this approach, correlated information on the adsorption-site structure, 
molecular orientation, electronic structure, and single-molecule interfacial electron transfer dynamics will be 
obtained for the forward and backward (FET and BET) electron transfer reactions.  
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Program Scope 
 
The long-term objective of this research is to develop a fundamental understanding of processes, 
such as transport mechanisms and chemical transformations, at interfaces of hydrogen-bonded 
liquids. Liquid surfaces and interfaces play a central role in many chemical, physical, and 
biological processes. Many important processes occur at the interface between water and a 
hydrophobic liquid. Separation techniques are possible because of the hydrophobic/hydrophilic 
properties of liquid/liquid interfaces. Reactions that proceed at interfaces are also highly 
dependent on the interactions between the interfacial solvent and solute molecules. The 
interfacial structure and properties of molecules at interfaces are generally very different from 
those in the bulk liquid. Therefore, an understanding of the chemical and physical properties of 
these systems is dependent on an understanding of the interfacial molecular structure. The 
adsorption and distribution of ions at aqueous liquid interfaces are fundamental processes 
encountered in a wide range of physical systems. In particular, the manner in which solvent 
molecules solvate ions at the interface is relevant to problems in a variety of areas.  Another 
major focus lies in the development of models of molecular interaction of water and ions that can 
be parameterized from high-level first principles electronic structure calculations and 
benchmarked by experimental measurements. These models will be used with appropriate 
simulation techniques for sampling statistical mechanical ensembles to obtain the desired 
properties. 
 
 
Progress Report 
Intrinsic to collective properties of ions in solution 
 
Solvation Free Energies: Ionic solvation free energies are one of the most fundamental and 
important properties in physical chemistry and yet there is still debate and uncertainty about what 
they are. In particular, the contribution from the surface potential of the air-water interface is 
poorly understood.  Our research is aimed at providing clear and rigorous definition of single ion 
solvation free energies (see Figure 1).   Starting with model systems we calculate solvation free 
energies for positive and negative charged hard spheres using interaction potentials based in 
quantum density functional theory (DFT). For charged hard spheres we show that DFT water 
responds linearly (see Figure 2) to the charge in the center of the cavity but exhibits a very large 
charge hydration asymmetry (see Figure 3) that is much larger than experimental estimates for 
real ions. This indicates that real ions, particularly anions, are significantly more complex then 
the simple charged hard spheres they are often considered to be.  
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The solvation free energies of “real” ions are 
crucial targets for models of electrolyte solutions 
to reproduce.1 There are two contributions to 
these free energies, one from the local interaction 
with the surrounding water molecules, (moving 
the ion across the electrostatic potential 
difference created by the dipolar orientation of 
water molecules at the bulk air-water interface2 
(see Figure 1). Until now, we have not known 
the sizes of these two contributions for single 
ions in water (the dipole contribution from the 
presence of an interface cancels for cation-anion 
pairs.) Using DFT in conjunction with the 
Potential Distribution Theorem we can accurately 
calculate these two contributions. Our research 
thus far suggests how that the quantum 
mechanical nature of the ion is essential in 

determining solvation free energies. It is widely 
believed that water will interact more strongly with an 
anion than with a cation of the same size. Remarkably 
we find that the electrostatic response and the 
dispersion interaction, as determined from quantum 
mechanics, that favor anions are cancelled by the 
exchange energy and the local water structuring, 
which favor cations. As a result the intrinsic solvation 
energies based in quantum mechanics show no net 
preference for anions. The protocols developed in this 
research will also allow for the application of AIMD 
techniques to a whole new class of problems that depend on free energy changes. 
 
A microscopic picture of collective properties of ions in solution [1-3]: In current and previous 
funding periods we have studied both the structure and solvation free energetics of single ions in 
solution. We have demonstrated that the accuracy of the ion-water and water-water interaction 
afforded by DFT are good enough to reproduce the local aqueous structure of anions as 
determined by extended x-ray fine structure spectroscopy (EXAFS).  Nevertheless questions 
pertaining to the collective nature of concentrated electrolyte solutions still remain.  Moreover, 
producing well converged ensembles of trajectories of electrolyte solutions at finite 
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Figure 2: Effective potentials as a function of 
charge, q of the center of a charged hard sphere 
cavity, zi of a particular radius and charge of the 
hard using different representations of the DFT 
exchange and correlation functional. The linearity 
in the effective potential allows one to make 
direct contact with simpler theories such as the 
Born theory of solvation. 

 
Figure 1: Four different definitions of the electrostatic 
contributions to the solvation free energies: Real, 
Intrinsic, Ewald (inherently unphysical because they 
contain the Bethe potential--ϕB), and Bulk.  The 
conversion between each of the definitions is denoted 
schematically be the addition/subtraction of well-
defined potentials, namely the Bethe potential--ϕB, the 
dipole potential due to the presence of an interface--
ϕD, the cavity potential--ϕC. Note, for the case of 
quantum based potentials such as DFT, ϕB is large and 
positive. See Remsing et al. J. Phys. Chem. Lett. 5, 
2767 (2014) for details. 
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concentrations using DFT based interaction 
potentials remains a challenge.  Questions 
pertaining to the extent of an accurate 
representation of the short-ranged structure is 
necessary to predict the long-range collective 
response of a concentrated electrolyte solution 
remains. We have shown that DFT based 
interaction potentials reproduce the local aqueous 
solvation structure as determined by by EXAFS of 
both isolated Ca2+ and Cl- ions reproduce.[1] 
Having established this notionally “intrinsic” 
measure of accuracy with DFT interaction 
potentials, we can compute the PMF between two 
ions in water.  Figure 4 depicts the potential of 
mean force (PMF) as computed from DFT 
interaction potentials and classical empirical 
potential. Also shown in Figure 4 is the same PMF 

computed with a classical empirical potential that is known to give good agreement with 
EXAFS.  The PMFs are remarkably different.[1]  It is well known in the literature that CaCl2 
does not ion-pair until concentrations above 6M.[1]   Although data provided in Figure 4 
provides qualitative evidence of how an accurate description of local structure impacts collective 
properties such as activity and osmotic coefficients, a more rigorous connection is needed.   

 
Figure 5 demonstrates schematically 
how our research is making 
connections between “intrinsic” 
properties at infinite dilutions and 
collective properties at finite 
concentration.[2]  To this end we 
provided a model for ion pairing of 
NaCl using the short-range (SR) 
interaction as determined by DFT 
and the long-range (LR) interaction 
being determined by simple 
Coulomb form as shown in Figure 6.   
Using this simple two-body potential 
for the ion-ion interaction as the 
input in an integral equations with 
the hypernetted-chain closure, we 

can efficiently access the osmotic coefficients at finite concentration.[2]  
The result, as shown in Figure 6 shows that the coarse grained two-body 
interaction potential indeed yields reasonable osmotic coefficients up to 
concentrations of 1 M.  Using the ideas of the intrinsic PMF from accurate 
representations of interaction based in quantum mechanics to inform our 
understanding of collective properties such as clustering in solution up to 
moderate concentrations will be the focus of future studies.  Specifically, it 
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Figure 3: Real (see Figure 1) ion free energies 
for charge hard-spheres of particular radius.  Note 
the large asymmetry in the anion and cation 
solvation free energies for DFT based interaction 
potentials. 

Figure 4: PMF for ion pairing of CaCl2 
using different levels of molecular 
interaction.  The DFT is consistent with 
a picture little ion pairing in agreement 
with experiment.[1]  The classical force 
field would suggest that CaCl2 forms 
strong ion pairs.

Figure 5: A schematic of a 
PMF of ion-pairing in the 
dilute limit (A) that was 
computed in Figure 4.  (B) 
how the dilute limit PMF 
informs collective behavior.  
This will require the delicate 
interplay between the slowly 
varying long-range (LR) 
interaction and the complex 
short-range (SR) interaction. 
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will be the differences in the SR component between 
quantum versus classical empirical interaction potentials that 
will drive much of the interesting phenomena.[3] 
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Figure 5: (top) the potential of 
mean force for an isolated Na+--Cl-.  
The SR is determined by DFT.  The 
LR is a simple electrostatic term.  
(bottom) The computed and 
experimentally determined osmotic 
coefficients for NaCl as a function 
of oncentration. 

97



DYNAMIC STUDIES OF PHOTO- AND ELECTRON-INDUCED REACTIONS 
ON NANOSTRUCTURED SURFACES - DE-FG02-90ER14104 
Richard Osgood,  
Center for Integrated Science and Engineering, Columbia University, New York, NY 
10027, Osgood@columbia.edu 

 
Program Scope or Definition: 

Our current research program examines the photon- and electron-initiated reaction 
mechanisms, half-collision dynamics, and other nonequilibrium-excited dynamics effects, 
occurring with excitation of adsorbates on well-characterized metal-oxide surfaces, both 
in single-crystal and in nanocrystalline forms.  Our program has previously developed a 
new synthesis methods for uncapped nanocrystals with specific orientation and atomic 
structure in situ on a substrate in a UHV preparation chamber.  In our program, STM-
based nanocrystallography is used to identify the atomic structure and orientation of these 
nanocrystals. In order to explore the dynamics of surface reactions, three types of excita-
tion are applied to the molecular adsorbates on the nanocrystals: (a) thermal excitation in 
temperature programmed desorption (TPD) experiments, (b) irradiation with monochro-
mated light from a UV lamp, focused on the sample in the STM stage; and (c) excitation 
with the electric charges, injected from the STM tip. The last method allows single-
molecule-resolved studies. The resulting chemistry and surface dynamics are investigated 
via imaging of the reaction fragments in the vicinity of the reaction sites.   

Our most recent experiments have been directed toward light-induced reactions of 
surface bound molecules, where the focus has been on reactions on a single nanocrystal. 
Also we have made significant progress in characterization of STM tip-triggered reac-
tions on single crystal TiO2(110) surface and in understanding the wavelength dependen-
cies of the surface photoreactions. Most recently we have focused on understanding the 
effects of mechanical strain-induced changes in adsorbate surface reactions on TiO2(110) 
surfaces. These new findings are enabled by the very high values of strain in a field of a 
few-atomic-layer nanobubbles as a result of UHV preparation of the surface. 

 
Recent Progress: 
STM studies of photoreactions on supported single-crystal & nanocrystal TiO2.    

In order to establish the dynamics of light-induced reactions on TiO2 surfaces of 
nanocrystals, that could serve as a platform for more complex studies of single-molecule 
charge-induced reactions, a series of experiments using scanning tunneling microscopy 
(STM) have been carried out, in which surfaces with adsorbed target molecules were con-
trollably exposed to photon-energy-tuned UV light. 

In this section of the report, we summarize this investigation, which began last year 
but were then reformulated during the early part of this reporting period. In particular, we 
our work has focused on atomically resolved studies of adsorbate photoreactions on the 
surface of a single isolated TiO2 nanocrystal. This single-crystal aspect of the experiment 
is important since DOE has had a long-standing interest in understanding nanocrystal re-
actions in the face of significant unavoidable spatial dispersion in the dimensions of 
nanocrystals.  Our crystals were grown in situ on Au(111) in an ultrahigh-vacuum cham-
ber. The experiments used scanning tunneling microscopy, backed by temperature pro-
grammed desorption (TPD) to determine the surface coverage of trimethyl acetic acid 
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(TMAA) on the nanocrystal surfaces before and after irradiation with monochromated 
UV light. Trimethyl acetic acid (TMAA) was chosen as a model photoreaction active 

molecule due to its ease of handling and 
the existence of numerous prior studies 
of its photoreactivity, including studies 
at other DOE Labs (e.g. PNNL). UV 
doses were administered using a Xe-Hg 
arc lamp; light from this source was 
spectrally narrowed, with a mono-
chromator, to a 15 nm bandwidth and 
focused onto the sample inside our STM 
stage.  A detailed determination of the 
surface structure of the 1 – 3 nm thick 
and 10 – 30 nm wide nanocrystals was 
obtained presented and the importance 
of moiré effects in controlling the reac-
tion sites shown; Fig. 1.  

Our approach is unconventional since we use direct “counting” of molecules before 
and after irradiation in the case of a single nanocrystal. Since individual TMAA mole-
cules are clearly visible in the STM images, measurement of their areal density can be 
carried out before and after irradiation. The normalized TMAA photodesorption quantum 
efficiency from Au-supported TiO2 nanocrystals was found to be ~ 4 times lower com-
pared to the same reaction on rutile TiO2(110) surface, a result consistent with the lower 
fraction of light adsorbed in the nanocrystals. We conclude by noting that this experiment 
appears to be the first observation of an atomically-resolved study of any photo-induced 
reaction on the surfaces of TiO2 nanocrystals and a full account of this and the succeed-
ing section appears in Publication 5. 

 
Wavelength dependent dynamics of TMAA photolysis on TiO2 

Photolysis of TMAA molecules, adsorbed on TiO2(110) surface, with unfiltered UV 
light is a relatively well-studied phenomenon – particularly within DOE Labs!  In order 
to gain deeper general insight into the physical phenomena involved in photocatalytic 
processes, our experimental system has been designed to use monochromated light with a 
15 nm bandwidth. The energy output of the optical setup has been calibrated over the 
whole spectrum to allowing re-calculation of the optical flux in terms of photons per unit 
area. The experiments consisted of preparation of a TiO2(110) surface with a desired con-
centration of trimethyl acetate (TMA) and exposure of the surface to controlled doses of 
UV light. The surfaces were imaged with an STM before and after each exposure. The 
concentrations of TMA on the surfaces have been estimated from the measured STM im-
ages. The example of such series of the STM images is shown in the top section of Fig. 2. 
The lower part of this figure shows the TMA concentration decay curves for UV light at 
three different wavelengths: 365, 340, and 310 nm. 

The first and most obvious observation from the decay curves is that the efficiency 
of TMA photodesorption is higher for shorter wavelengths (i.e. for higher photon ener-
gies). Our calculations have shown that this photon energy-dependent efficiency can be 
explained by the different characteristic absorption lengths for light with different wave-

 
Fig. 1. (left) 25 × 25 nm STM image of hexagonal 
TiO2 nanocrystals on a Au(111) surface after a low 
dose of TMAA. (right) Schematic illustrating the mu-
tual orientation of gold and rutile lattices. Yellow 
spheres represent gold atoms, blue – Ti atoms, red – 
O atoms, and two green spheres – positions of TMA 
species within a pair. 
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lengths. Photons with higher energy are ab-
sorbed closer to the surface and the photo-
generated holes have higher probability of 
reaching the surface before recombination 
with electrons. 

In addition, a more detailed analysis of 
the TMA depletion dynamics has revealed 
that the efficiency of the photo-desorption 
decreases by more than an order of magni-
tude as the photoreaction proceeds to com-
pletion. For this reason the data points cannot 
be fitted well with a simple first-order expo-
nent function (Fig. 2). The rates of the effi-
ciency lowering as the function of TMA con-
centration were found to be nearly identical 
for 310 and 340 nm light but much higher for 
365 nm light. On the basis of such analysis, a 
number of conclusions can be made about 
inhibitive influence of the surface-trapped 
negative charge and about energy position of 
the reaction-triggering molecular orbital of 
the adsorbed TMA molecules. 

 
Studies of STM tip-induced surface reactions  

As a next step towards understanding dynamics on a single-molecule scale, we have 
performed a number of experiments, in which surface reactions were triggered by charg-
es, injected from an STM tip. Earlier, we had demonstrated electron-induced chemistry of 
halo-hydrocarbons on TiO2 surface; see Ref 1. Recently, we have explored the possibility 
of initiation of the TMAA photodesorp-
tion reaction on rutile(110) surface by 
controlled variations of the sample bias 
voltage. TMAA photodesorption is known 
to be activated by the electronic holes, 
generated in the TiO2 bulk by UV light. 
Thus in the case of STM tip-induced ex-
periments, the holes were created by ap-
plication of negative sample biases. Sev-
eral experimental protocols have been 
tested and the result of one such experi-
ment is shown in Fig. 3. In this figure the 
left STM image shows TMAA-saturated 
rutile(110) surface. After taking the im-
age, a smaller 20 × 100 nm area of the sur-
face was scanned with the sample bias lin-
early changing from V = -3.0 to -4.0 V 
with 0.05 V step. Then the original 40 × 

 
Fig. 3: Two STM images showing the same 40 × 
100 nm area of TMAA-saturated rutile(110) surface 
before (left) and after (right) the smaller area, 
marked with the cyan rectangle, had been scanned 
with changing negative sample bias.  

 
Fig. 2: Series of STM images showing the 10 × 
10 nm area of TMAA-saturated rutile(110) sur-
face after progressively longer exposures to UV 
light. Below: surface concentration of TMA 
groups on the rutile(110) surface as a function 
of UV exposure at 3 different wavelengths. 
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Fig. 4: STM image of rutile(110) surface 
with a protrusion and with OHb groups, 
combined with a schematic explaining the 
origin of the protrusion.  

120 nm area was imaged again at the normal +1.5 V bias. It can be seen from the right 
image in Fig. 3 that a fraction of TMA surface species have desorbed as a result of the 
negative bias application. Also it can be seen that the degree of the tip-induced depletion 
is clearly bias-dependent with lower (i.e. more negative) biases causing greater extent of 
TMA desorption. This tip-induced reaction exhibits a clear energy threshold; thus in our 
experiments V = -3.5 V bias causes about 50% depletion of the initial saturation TMA 
surface concentration.  

We have also explored the influence of other parameters on the tip-induced TMA 
desorption. In particular we found that the desorption efficiency is almost independent of 
the tunneling current over the range of 1 – 20 pA, while at currents of 50 pA and higher, 
the TMA depletion extent increases at fixed negative biases. This later observation may 
indicate field-induced desorption at the higher tunneling currents that correspond to a 
shorter tip-surface gap. The collected data suggests that the desorption of TMA species at 
< 20 pA proceeds through tunneling of an electron from the molecular orbital of TMA 
species in analogy with the same electron being removed through interaction with an 
electronic hole in TiO2 bulk. The experiments allow us to identify the energy position of 
this reactive molecular orbital. 

 
Stress-Induced Reactivity on Oxide Surfaces 

Our Group has recently demonstrated the use of nanoscale local strain to control 
surface reactions on oxide surfaces; see Refs. 3 and 4. As a result, we have used UHV 
STM imaging to show that such strain locally alters the surface reactivity, thus allowing 
study of the role of strain in controlling reaction dynamics on a strained surface. Our ex-

periments used a nanoscale template of 5 – 25 nm 
wide and up to 1 nm high strained areas caused by 
subsurface Ar filled cavities several nanometer 
below the surface, as shown in Fig. 4. These bur-
ied Ar clusters were prepared by a low-energy 
(i.e. 1 - 2 kV) ion beam in combination with high-
temperature annealing. In the vicinity of the bur-
ied Ar blister, the crystal lattice layers are de-
formed upward and a local strain field is estab-
lished. These strained areas appear as protrusions 
in the STM images. 

We have now used an STM to obtain a sta-
tistical aerial distribution of bridge-bonded hy-
droxyl groups (HOb) on our rutile sample with a 
well-defined nanoscale strain field. Our STM im-

ages show that the local surface concentration of OHb groups is lower on the protrusions. 
This lowering of concentration has been interpreted as a reduction in the local O-H bond 
energy, ΔEOH. An analysis of the reduction in the O-H bond energy across the surface 
showed a strong correlation between ΔEOH and the characteristic surface strain value, S. 
Importantly, the correlations of this ΔEOH value with other geometrical parameters, such 
as the height of the protrusion, are significantly lower. This result allows us to differenti-
ate between the two hypotheses of the origin of O-H bond lowering: strain-induced ver-
sus buried charge-induced effect. Our results strongly support strain-induced modulation 
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of the surface reactivity. The empirical linear relation between the O-H bond energy and 
the surface strain, reflected in Fig. 5, has been estimated to be ΔEOH (meV) ≈ 11 ∙ S (%). 

The ΔEOH values have been calculated through a subtraction of the contribution of 
the repulsive dipole-dipole interaction between OHb groups. As the quantitative parame-
ters of this interaction are not available from 
literature, we conducted comprehensive study 
based on statistical analysis of the radial distri-
bution of OHb pairs in the STM images of flat 
(protrusion-free) TiO2(110) surface. The data 
clearly favors the dipole-dipole interaction. 
The effective dipole moment of an OHb group 
was found to be 0.095 e·nm = 1.5 · 10-29 C·m.  

 
Future Plans  

Our most recent experiments have 
showed that local (i.e. atomic scale) strain in 
TiO2 layers results in a change in the reactivity 
of that surface and, in particular, in change of 
the binding energy of hydrogen atoms, which 
are the simplest adsorbates on the rutile(110) surface.[5] Our goal is now to understand 
the relationship between photo- and tip-reaction dynamics and surface strain. The O-H 
bond energy deviations due to surface strain have been deduced by collecting local OH 
concentration data on the surface protrusions of different dimensions and using the statis-
tical physics to process this data; this work has now been published in JPCC. Our plans 
for the coming year are to examine tip-induced surface fragment dynamics on TiO2.  To 
this end, we have recently rebuilt our mass spectrometer capability so as to enable more 
facile measurement. 
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Fig. 5: Plot of calculated O-H bond energy as 
a function of the maximum-strain value S. The 
red line shows the best linear fit to the data. 
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Studies of surface adsorbate electronic structure and femtochemistry at the 
fundamental length and time scales 

 
Hrvoje Petek 

Department of Physics and Astronomy and Chemistry 
University of Pittsburgh 

 
We study the dynamical properties of solid surfaces on the femtosecond temporal 

and nanometer spatial scales by time-resolved photoemission and scanning tunneling 
microscopy methods. The chemical and physical properties at molecule-solid interfaces 
are fundamentally important to solar energy conversion processes. Here we report on the 
recent results on the first experimental detection of excitons in metals and CO2 Capture 
by metal-organic chains on Au surfaces. 

Transient excitons at Ag(111) surface. In the field-theoretic description of light-
matter interaction, the absorption of a photon creating an electron-hole pair is an 
instantaneous process. At the instant of interaction, a photon induces a nonadiabatic 
transition in a metal to create an electron-hole pair interacting via the bare Coulomb 
interaction. This primary transition causes fast deviations from the initial charge density 
equilibrium of the system, which in turn couples to the dynamical polarization or 
screening response of the surrounding electronic density within a few lattice sites from 
the disturbance. The excitation evolves from this transient excitonic state, where a bound 
state of the electron-hole pair exists, to the fully screened state of the system, where a 
metal does not support a locally bound state of the Coulomb potential, on the time scale 
of formation of the screening charge density through the virtual single-particle and 
collective plasma excitations. In the case of a metal surface, the self-consistent linear 
response to creation of an external charge has the classical analog of perfect screening in 
the image charge. The image charge through the associated image potential supports a 
Rydberg series of image potential states. The transient exciton created by the interaction 
of a surface state electron with a photon can recombine to regenerate the coherent field 
(reflection), undergo a second-order scattering process with overall energy and 
momentum conservation (Drude absorption), or evolve into energy conserving 
asymptotic states such as the image potential states. In a nonlinear multiphoton 
photoemission experiment, additional absorption of photon can excite the electron above 
the vacuum level, with the resulting photoemission spectrum capturing the dynamics of 
the transient exciton evolving into the fully screened image potential state. 

In order to study the coherent interaction of light with metals, we developed a 
coherent three-dimensional multi-photon photoemission (3D-mPP) spectroscopy 
technique. In the case of Ag(111), we employ 3D-mPP to resolve for the first time the 
transient excitonic response of a metal. With single color, broadly tunable <15 fs pulse 
excitation in the visible spectrum, we excite mPP from Ag(111) surfaces, and image the 
resulting energy vs. parallel momentum distributions. The mPP spectra exhibit features, 
which cannot be attributed to single particle excitations among the well-known surface 
and bulk bands of Ag. In the case of 3PP form Ag(111) surface, a nondispersive feature, 
which dominates the spectra, appears when the laser is tuned near the two-photon 
resonant excitation from the Shockley surface state (SS) to the image potential state. The 
nondispersive character of the spectrum and the momentum range corresponding to the 

103



SS attribute this feature to a localized state that is created by exciting an electron from the 
SS, namely the transient exciton.  

In order to obtain further information on this newly discovered transient exciton, 
we perform time-resolved mPP measurements with interferometric scanning of identical 
pump-probe pulses. Interferometric time-resolved photoemission movies with different 
excitation wavelengths identify the coherent pathways and timescales for 3PP via the 
transient exciton resonance of Ag(111) surface. Interferograms, such as in Fig. 1 for the 
normal emission from Ag(111) surface, contain information on the coherent interactions 
leading to the 3PP process. Fourier transforming the interferograms obtains 2D 
photoelectron spectra, which correlate the components of the coherent polarization 
excited in the sample with the final state energies in the 3PP spectra. The 2D spectra 
manifest the evolution of the transient exciton into the fully screened image potential 
state on the time scale of dephasing of the surface plasmon of Ag. Remarkably, at higher 
excitation fluences it is possible to drive high-order processes up to 9PP via the excitation 
of the transient exciton in Ag. In parallel with these experimental studies, we are 
developing the many-body theory of the ultrafast excitonic response of metals. 

The transient exciton at Ag(111) surface can be observed with 15 fs laser pulses 
due to the unusual screening properties at Ag surfaces. We plan to explore the transient 
exciton response on adsorbate modified Ag surfaces and on thin metal films on 
semiconductor surfaces.  The transient excitons and polaritonic responses of Ag and Cu 
surfaces are representative of the ultrafast optical responses of solid-state materials. Thus, 
similar coherent responses are likely to have a role in the conversion of solar to electrical 
and chemical energy in organic and inorganic semiconducting materials. 

Fig. 1. A cross-section through a 3D movie of photoelectron counts vs. energy, 
momentum, and pump-probe delay time for normal emission from Ag(111) surface 
excited with 2.04 eV light. Fourier transform of such interferograms provides 2D spectra 
that correlate the induced linear and nonlinear polarization excited in the sample with 
specific features in the mPP spectra. 
 
CO2 capture by metal-organic chains. Efficient capture of CO2 by chemical means 
requires a microscopic understanding of the interactions of the molecule-substrate 
bonding and adsorption-induced collective phenomena. By molecule-resolved imaging 
with scanning tunneling microscopy (STM), we investigate self-catalyzed CO2 adsorption 
on one-dimensional (1D) substrates composed of self-assembled metal-organic chains 
(MOCs) supported on gold surfaces. Exposing Au(100) and Au(111) surfaces to 1,4-
phenylene diisocyanide (PDI) molecules under UHV conditions leads to self-assembly of 
one-molecule wide chains that uniformly cover the exposed Au surfaces, with a minimum 
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interchain separation of ~1.4 nm. The chains are composed of alternating 1.1 nm long 
units of Au adatoms forming covalent bonds to –NC functional groups of flat lying PDI 
molecules. The chains order into uniform grating structures even at lower coverages 
through long-range dipole-dipole repulsion.  
 Exposing MOCs to CO2 at 77 K causes their large-scale redistribution, namely 
they gather into close-packed structures where CO2 molecules are sandwiched in one-
molecule wide ranks between the adjacent chains. We attribute the CO2 molecule-
induced coalescence to a charge redistribution from the chains to the molecules, which 
transforms the chain interactions from repulsive to attractive. Implicit in this mechanism 
is charge transfer to CO2 molecules, i.e., the first step in CO2 reduction. 
 By mediating the interchain attraction CO2 molecules create more favorable 
adsorption sites for further CO2 adsorption thereby self-catalyzing their capture. The 
release of CO2 molecules by thermal desorption returns the MOCs to their original 
structure, indicating that the CO2 capture and release are reversible processes.  
 To understand more deeply the interactions that lead to the self-catalyzed CO2 
capture, we employ low temperature scanning tunneling microscopy (LT-STM), X-ray 
photoelectron spectroscopy (XPS), infrared reflection absorption spectroscopy (IRAS), 
temperature programmed desorption (TPD), and dispersion corrected density functional 
theory (DFT) to characterize chemisorption and physisorption of CO2 molecules on Au 
surface supported Au-PDI metal-organic chains. The STM imaging reveals that Au-PDI 
chains activate the normally inert Au surfaces by promoting CO2 chemisorption at the Au 
adatom sites even at <20 K. The CO2

δ− species at low coverage are imaged as single 
molecules attached to either or both sides of Au adatoms with a characteristic two-lobed 
structure (Fig. 2a). As the CO2 coverage is increased, additional molecules cluster in 
highly ordered two-dimensional (2D) physisorbed clusters, which grow into a full 
monolayer on Au crystal terraces (Fig. 2b, c). The chemisorption-induced physisorption 
by the “anchoring” CO2

δ− enable unprecedented imaging of single CO2 molecules from 
single molecules to full monolayers. The dispersion interactions with the substrates cause 
the monolayer films to assume a rhombic structure similar to a high-pressure CO2 
crystalline solid. The IRAS, XPS, and TPD measurements support the coexistence of the 
chemisorbed and physisorbed CO2 molecules up to 120 K.  

Fig. 2. (a) Au-PDI chains at low CO2 coverage. Single chemisorbed CO2
δ− species are 

found aside of Au adatoms. (b) The CO2
δ− species seed and anchor CO2 physisorption in 

larger cluster as the coverage is increased. (c) At full monolayer coverage CO2 molecules 
form a rhombic structure that is characteristic of a high-pressure CO2 phase. 
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 The Au surface supported Au-PDI chains provide a platform for investigating the 
physical and chemical interactions involved in CO2 capture and reduction. Au-PDI chains 
and Au substrates exhibit characteristics of both the homogeneous and heterogeneous 
catalysis, but it is not clear to what extent are the observed activity due to the Au-PDI 
chains, the substrate, or a cooperative interaction among them. In future experiments we 
plan to investigate whether similar self-assembly of metal-organic constructs occurs on 
other noble and transition metal substrates, and to what extent are the observed 
interactions enabled by the metal-organic constructs in the absence of the metallic 
substrate. Such metal-organic constructs are an interesting interfacial species with yet 
unknown chemical properties, because they appear to exist mainly on metal surfaces and 
not independently in other environments. Other experiments will probe the unoccupied 
electronic structure of Au-PDI chains by time-resolved two-photon photoemission with 
and without decoration of CO2 molecules, to investigate the possibility of photoinduced 
reduction of CO2. Coadsorption with proton donating molecules may enable further 
reduction through proton-coupled electron transfer. 
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MOLECULAR STRUCTURE, BONDING AND ASSEMBLY AT 
NANOEMULSION AND LIPOSOME SURFACES

PI: Geraldine Richmond, University of Oregon 
 Email: richmond@uoregon.edu 

Program Scope and Definition 
  Nanoemulsions are kinetically stable dispersions of oil, water, and surfactants that are 
advantageous because of their small size, and enhanced stability1 compared to larger macro-
emulsions. Reverse nanoemulsions are water droplets suspended in oil and are gaining increasing 
interest for emulsified fuel technologies, reactors for nanoparticle synthesis, carriers for slow 
drug release, and models for confined water environments.2 With time, nanoemulsions will 
destabilize and eventually separate into their separate phases with the process initialized by 
either coalescence or Ostwald ripening mechanisms.3 Molecular species, such as surfactants 
adsorbed to the droplet interface play a significant role in nanoemulsion stability by increasing 
the steric hindrance or electrostatic repulsions between droplets and lowering the interfacial 
tension between the oil and water phases.1 Although there have been many studies of 
nanoemulsion stability,3 there is a lack of understanding of the role the interface plays in their 
macroscopic behavior and stability.  

The objective of these studies is just that: to advance our 
understanding of the molecular structure, orientation and bonding 
of surfactants at the surface of nanoemulsions and liposomes, and 
the bonding characteristics of interfacial water that is either 
confined or surrounding the surfactant coated soft particle surfaces. 
Our approach involves measuring the surface vibrational 
spectroscopy of the surfactant coated particle surfaces in-situ using 
vibrational sum frequency scattering spectroscopy (VSFSS), with 
related complementary studies of these surfactant systems examined 
at the more well-defined planar oil/water interface by vibrational 

sum frequency spectroscopy (VSFS). Classical molecular dynamics (MD) calculations coupled 
with density functional theory (DFT) methods are employed to assist in spectral assignments and 
understanding solvation effects. Other experimental techniques such as dynamic light scattering 
(DLS), zeta potential and interfacial tensiometry are being used.  
Recent Progress 

Over the past year we have focused our studies on two nanoemulsion systems, those 
formed with sodium di-2-ethylhexylsulfoccinate (AOT) and the alkyl amine cetyltrimethyl-
ammonium bromide (CTAB).   The molecular structure of AOT micelles have been extensively 
studied when it assembles to form smaller micellar structures but little is known about the 
molecular features of AOT stabilized nanoemulsions.  Little is also known about CTAB 
nanoemulsion structuring.  Both have also been selected because they form both regular and 
reverse micelles, allowing us to compare the surfactant and water interfacial structure at both the 
spherical interfaces and the planar oil/water interface.  Also of importance in these studies is to 
understand the strengths and limitations of this new nonlinear scattering technique, VSFS. 
AOT Studies: AOT has been one of the most well studied surfactant systems and continues to 
generate interest due to its ability to effectively form reverse micelles in organic solvents, and to 
form a myriad of structures, such as micellar, vesicular, lamellar and liquid crystalline phases, in 
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aqueous systems.4 Due to the efficacy of AOT to assemble in both aqueous and non-aqueous 
solvents, it is widely used as a commercial surfactant to stabilize oil-water interfaces. The AOT 
molecule is made up of a sulfonate head group with a sodium counterion with two nearby ester 
groups that preferentially solubilize in the aqueous phase and two branched alkyl chains that 
solubilize in the oil phase. The unique wedge like shape of AOT has been cited as one of the 
major reasons why it is so efficient at forming reverse micellar systems in organics and forming 
lamellar systems in water.5 The molecular structure of AOT at the oil-water interface of 
nanoemulsions has not yet been explored due to the inherent challenge of probing nanoemulsion 
droplet interfaces. In our spectroscopic studies AOT surfactant vibrational spectra are measured 
at the regular (o/w) and reverse (w/o) nanoemulsion interface in situ using VSFSS. Our goal is to 
elucidate the structure of AOT alkyl chains and head group at the nanoemulsion interface to 
determine the differences in its assembly at regular and reverse nanoemulsion interfaces. The 
vibrational spectrum of AOT at the CCl4-D2O w/o droplet and at the D2O-hexadecane-d34 o/w 
droplet (~200 nm) interfaces were measured in the C-H stretching region, using a femtosecond 
broadband laser system in a scattering geometry.  Some results are shown in Figure 1 below. 

Figure 1. VSFSS spectra of AOT at the reverse CCl4-D2O nanoemulsions (shown on the left) 
and at the regular D2O-hexadecane-d34 nanoemulsions (shown on the right).  

The spectra have been fit to four peaks aiding in the spectral assignment of normal C-H 
vibrational modes, which include the following: symmetric methylene and methyl, the methine 
stretch and the Fermi resonance splitting of the methyl symmetric stretch and the bending mode.  
By comparing the two spectral fits, both spectra show an equal number of vibrational modes with 
similar peak positions and spectral widths. In reverse micellar systems, the unique branching of 
the AOT alkyl chains has been suggested to be the reason why AOT is so efficient at stabilizing 
these systems. The similarity in spectral shapes in Figure 1 between these two systems has 
indicated that the structure of AOT is nearly identical between these two different nanoemulsion 
systems. The nanoemulsion interface can be assumed to be nearly planar considering the 
molecular dimensions of AOT compared to the large size of the nanoemulsion. With that in 
mind, AOT was investigated at the planar oil-water interface with complementary techniques 
such as VSFS and surface tensiometry. Surface pressure data (not shown here) shows that at an 
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AOT concentration of 0.6-0.7 mM, the surface pressure starts to level off with subsequent 
additions of AOT.  When measuring the VSFS spectra of AOT at the CCl4-D2O interface at 
varying concentrations below and above this concentration (0.01-2 mM), there is very little 
spectral change besides an increase in overall intensity. This indicates that with increasing AOT
population at the planar oil-water interface, there is no substantial change in its alkyl chain 
structure. AOT molecules are not very well packed at these interfaces and this is corroborated 
with the large AOT head group area of 97 Å2 determined from surface tension analysis. The 
similar structure of alkyl chains of AOT at the regular and reverse nanoemulsion interfaces 
indicates that at these interfaces AOT cannot tightly pack due to the increased sterics of the 
branched alkyl chains. This is more similar to the behavior seen in lamellar structures compared 
to reverse micellar systems. We have also measured the S-O and C=O modes of the AOT head 
group on the reverse nanoemulsion and planar oil-water interfaces, which we plan to explore in 
further detail to learn how the head group aids surface stabilization of nanoemulsions.   
CTAB Studies 

CTAB nanoemulsions have been chosen for study for several reasons, one with the potential 
to help us elucidate finer details of the adsorbed surfactant monolayer as well as to optimize 
experimental parameters.  CTAB has garnered interest due to its use in DNA condensation, 
liposome stabilization with polyelectrolytes, nanomaterial synthesis and drug delivery. We are 
interested in CTAB as it is a good model system due to its ability to form stable nanoemulsions, 

its single chain structure, simplifying the vibrational 
spectrum, and its variety of commercially available 
deuterated species allowing us to selectively probe 
either the head group or aliphatic chain. 

This past year our focus with CTAB has been on 
establishing our experimental and computational 
protocols.  On the experimental side this has been no 
easy task, as these VSFSS experiments are very 
sensitive to a large number of different experimental 
parameters.  However, we have recently succeeded 
in measuring CTAB (1 mM) adsorbed to the 
interface of regular oil-in-water nanoemulsions  
(Figure 2), characterized by dynamic light 

scattering to have a diameter of ~200 nm.  We look for the contributions of the methylene (d+) 
and methyl (r+) modes to our vibrational spectrum, as the ratio between the two can provide 
insight into the conformational disorder of the aliphatic chains.  For CTAB adsorbed to the 
regular nanoemulsion interface we calculate d+/r+ to be 1.1 ± 0.3, compared to 0.6 ± 0.2 at the 
planar oil-water interface.  The data shows that surfactant monolayer at the regular nanoemulsion 
interface is orientationally ordered, yet somewhat conformationally more disordered compared to 
a planar oil-water interface.  We are currently working to improve the S/N ratio of our CTAB 
scattering experiments, which can be affected both by scattering experiment details as well as the 
surfactant system itself to enable us to draw stronger conclusions. 

Figure 2.  VSFSS spectrum of CTAB adsorbed 
to the regular hexadecane-D2O nanoemulsion 
interface.  The red line is the fit from which our 
ratios are derived from. 

Figugg re 2.  VSFSS spsspspspspspssspspspspspspspssspspspspspppspspspspspsppspsppsppspsspspssspsppppppspspppsspsspsppppspsspppsppppspssppspspppspsppsppsppsspsppssppsppppsppppppppecececcececceeeeececececceccceccecceceeececeeececcecccceeceeececececcecececeeeececceceeeeecceeeeececcecceeeeeceeeeecceececeeeececcctrtrtrrtrttttttrrrtrrrtrrtrrtrttrtrttrtrrtrrrrrrtrrrrrtrrtrrrrrrtrtrrtttttttttrtttttrrrrrumumumumumumumumumumumumummummuumumuumummummmmmmmuumuuuumuuumumumummmmumumummmumummuumumumumummmmuumumumuuummmumumuumummuumuuummmmuumummmummummmuummuummummmuuuumm oooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooooof ffffffffffffffffffffffffffffff CTCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC AB adsorbed 
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Our computational work is oriented at helping us understand the effects that conformational 
disorder, i.e. the presence of gauche defects, has on our sum-frequency spectra.  In our lab we 
perform MD simulations to generate an “experimental” oil-water interface, which we couple 
with DFT calculations to calculate a sum-frequency spectra. Previously, our methodology has 
been utilized at both the air-water interface6 and the oil-water interface.7 This past year we have 
been working on identifying the most probable CTAB conformers, to reduce our conformational 
space from ten’s of thousands. This is crucial for several reasons, in particular for the set-up of 
our MD simulations as well as the fact that VSFSS is sensitive to the molecular conformation. 
Thus, we have taken great care to make sure we are accurately representing the conformational 
space of CTAB. Through a series of dihedral potential energy scans following Berkowitz8 we 
have reduced the conformer library from ten’s of thousands to ~150 necessary conformers.   
Future Studies 
AOT:  We are currently completing our manuscript for publication of the above-described AOT 
studies. However our initial work into understanding is assembly at the regular and reverse 
nanoemulsion interfaces9 opens up questions as to whether the surface population is lower then 
the planar, or if there are some interactions between surfactant head groups causing the more 
disordered assemblies. To address these we have a series of ion studies planned to understand 
how the surfactant head groups interact, both with neighboring head groups and their counter-
ions. We have already performed a number of counter-ion exchanges, replacing the original 
sodium counter-ion with potassium, magnesium, and zinc ions. We are planning on taking 
VSFSS spectra of both the carbonyl moieties and the sulfonate moieties under varied 
concentrations and ion identities, observing how the vibrational responses change. 
CTAB: Now that we have had success with measuring CTAB at the oil-in-water nanoemulsions, 
we turn our attention to water-in-oil nanoemulsions. Like with AOT, we want to be able to 
compare CTAB at the regular and reverse nanoemulsion interfaces. The advantage with CTAB is 
we can draw firmer conclusions as to surfactant conformational disorder at each interface by 
using the d+/r+ ratio and computational work. We also are pursuing concentration studies to 
observe changes in surface packing, and the effect that has on the nanoemulsion interface. These 
experiments coupled with our continued computational efforts should elucidate some of the 
details of surfactant behavior at the curved nanoemulsion interface, including the effects of 
having a particular phase confined and the manner in which the monolayers assemble. 
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Rare events correspond to events that occur with low frequency. These events usually have 
potentially widespread impact and are therefore, events of considerable interest. At the molecular 
level, important transitions such as self-assembly and phase transitions in aqueous systems are rare 
events – meaning that the waiting time involved to observe even a single event is larger than the 
typical timescales accessible to molecular simulations. This hinders the ability to calculate the 
kinetics of these transitions. In our proposed research we focus on developing novel methods and 
the software infrastructure that implements these methods effectively on high performance 
computing systems to enable the studies of rare events in molecular simulations. While we motivate 
our work through studies of heterogeneous ice nucleation, the methods and software infrastructure 
developed here is applicable to any system. 
 
Proposed work: In our proposed research, we combine state-of-the-art tools in molecular 
simulations, BigData and multitasking handling systems, and visualization techniques to develop a 
robust infrastructure for performing rare event simulations. We specifically build on a method called 
forward flux sampling (FFS). We propose to develop a multidimensional FFS method (nDFFS) that 
will enable us to address the issue of finding appropriate order parameters for any given transition 
on-the-fly. This methodology has the potential of addressing the major knowledge gap – lack of an 
ability to find reaction coordinates on-the-fly – in simulations of rare events. 
 
Previous Results: In our previous work, we have developed a software program called Scalable 
Forward Flux Sampling (ScaFFS) to perform large scale forward flux sampling (FFS) calculations 
efficiently and effectively in high performance computing (HPC) infrastructure. In FFS, transitions 
from state A to state B are sampled through several intermediate transitions by dividing the phase 
space between A and B into interfaces. Several simulations are initiated at a given interface and 
configurations from those which reach the next interface are harvested. Then several simulations 
are initiated from the harvested configurations at the “new” interface to obtain configurations for 
the next interface. This process is continued until the final state is reached. While the process is 
straightforward, the application of the method to realistic systems can result in large number of 
simulation jobs and huge amount of data. To handle these large jobs and amounts of data effectively, 
we have developed ScaFFS. 
 
ScaFFS represents a collaboration of state-of-the-art techniques in molecular simulations with those 
from Big Data to enable rare event simulations at massive scales. ScaFFS is designed to be adaptive, 
data-intensive, high-performance, elastic, and resilient. ScaFFS uses Hadoop in a novel manner to 
handle the millions of simulations performed and files generated in FFS calculations. Through this 
approach we have been able to address all the challenges listed above. In addition, we do this in 
such a manner that the user only deals with the details of their FFS simulation. This is analogous to 
the MD software programs, where you only feed the details of the simulation system and parameters 
without worrying about how the parallelization would occur or what format the files can be written 
as. We use a similar approach here.  
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Advantages of ScaFFS (also summarized in Fig. 1):  
• Able to decide interfaces on-the-fly based on user specified criteria. 
• There is no need for modification to the source codes for simulation 

i.e. if MD is being performed then no source code modification of 
GROMACS/LAMMPS or any other software is required. 

• The status of each job is tracked and if needed, failed jobs are 
automatically re-run. 

• Each file is tracked and intermediate data is not stored. However, if 
needed, the user can specify to retrieve it. 

• The jobs are distributed over the nodes efficiently. 
• ScaFFS is capable of restarting the FFS simulation in case the 

calculations run over wall-time such that no data is lost.  
• The biggest advantage from a user perspective is that the user needs to only modify one file 

that specifies all details about the FFS parameters and details of file storage etc.  
• ScaFFS has been tested extensively in both the institutional shared HPC environment at 

Clemson University as well as the publicly available HPC resources at XSEDE. 
 
Specific goals of proposed research: 

• Integration of nDFFS into ScaFFS: We will develop and integrate nDFFS method into 
ScaFFS thereby enabling us to run large scale simulations required to validate nDFFS on 
realistic systems. 

• Validation of nDFFS method based on simulations of crystallization of Lennard Jones liquid: 
This system has been studied widely and the appropriate reaction coordinates for this 
transition have been determined based on other techniques. 

•  Heterogeneous ice nucleation: Specifically, we will study the nucleation of ice near silver 
iodide surfaces. This provides a “realistic” system for testing the nDFFS method. Finding 
the appropriate reaction coordinate will improve the efficiency of FFS significantly and will 
become an important aspect as the systems and processes get more complex.  

 
The successful completion of our work will enable simulations to study the kinetics of complex 
processes -- an aspect that has greatly lagged behind so far. While our work is motivated by phase 
transitions and assembly processes in aqueous systems, rare events are relevant to a broad span of 
fields including telecommunications, finance, insurance, physics, chemistry, and biology. The 
techniques and software program developed here can easily be adapted to these systems. Therefore, 
our methodology and the simultaneous development of the software infrastructure to implement 
these methods will provide the broad scientific community with powerful tools to study previous 
inaccessible processes through molecular simulations. 
 
Grant Number and Title: 
DE-SC0015448 Sampling Rare Events In Aqueous Systems Using Molecular Simulations 

Students: Ryan DeFever (PhD student) 
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Solvation 
Richard Saykally (saykally@berkeley.edu), Musahid Ahmed (mahmed@lbl.gov), Phillip L. 

Geissler (plgeissler@lbl.gov) and Teresa Head-Gordon (thg@berkeley.edu) 
 

Lawrence Berkeley National Laboratory, Chemical Sciences Division,  
1 Cyclotron Road, Berkeley, CA 94720 

Program Scope 
It is widely recognized that the solvation properties of ions and molecules influence, or even 
actually determine vital phenomena and processes, like electrochemical transport, bubble 
formation, ion pair formation and crystallization, protein folding,  corrosion, as well as chemical 
reactions in solutions and at interfaces.  The goal of this work is to develop predictive models of 
bulk electrolyte behavior and interfacial phenomena.  
 
Progress Report  

 Geissler performs theoretical studies of solvation at interfaces. The equilibrium statistical 
mechanics of small ions in liquid water highlight significant shortcomings of classic solvation 
theories such as dielectric continuum theory (DCT). Perhaps the most striking example is the 
failure of DCT to predict the observed asymmetry between cations and anions, in which the latter 
are much more favorably solvated in bulk water than positively charged species of the same size. 
Moreover, as first emphasized in computer simulations by Tobias and Jungwirth, such solutes can 
counterintuitively adsorb to the interfacial region, where they would seem to sacrifice the very 
favorable polarization energy underlying their high solubility. Computational work has shown that 
the molecular origins of these phenomena are varied, with discrepancies in bulk solvation 
explained by molecular reorganization in the solute’s coordination shell, and the solute’s influence 
on capillary fluctuations determining the interfacial behavior. Understanding these phenomena in 
microscopic physical detail has formed a central goal of our work, both for its relevance for 
atmospheric and electrochemistry and also for the basic gaps in chemical theory that it reveals. 

 Building on insight from our work on this problem, we have aimed to address the general question: 
What reduced description of microscopic fluctuations in liquid water will allow efficient, 
transparent, and accurate treatment of the diverse solute chemistries pertinent to energy sciences? 
To this end, we have developed a field theory based on the molecular quadrupole moment of water 
that accurately captures the hydration free energy of small ions in bulk water. One of the key 
ingredients in this theory is the relationship between the symmetries of the quadrupole and dipole 
moments, which allows us to describe the molecular reorganization in the first coordination shell 
simply in terms of the solvent’s dipole field. We have also started to investigate the adsorption of 
ions to interfaces other than liquid-vapor. In particular, SHG experiments by Saykally’s group 
show that the free energies of adsorption of small anions to the liquid-graphene interface are 
similar to liquid-vapor. Our molecular simulations have shown that this similarity is due to a 
cancelation of effects that arise from the fact that the graphene suppresses capillary fluctuations: 
On the one hand this suppression mitigates the entropic cost associated with ion adsorption to the 
interface, while on the other hand the enthalpic gain is reduced as fewer hydrogen bonds are 
transferred to the bulk solvent. 

 Saykally seeks to develop, and apply novel methodologies for atom-specific characterization of 
hydration in liquids, solutions and their interfaces, employing combinations of liquid microjet 
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technology with synchrotron X-ray and ultrafast nonlinear optical spectroscopy in close 
connection with state-of-the-art theory.   

 X-ray spectroscopy of liquid microjets of water/alcohol solutions were investigated to ascertain 
the level of molecular-scale heterogeneity, suggesting that the measured negative excess entropy 
of isopropanol is a result of clustering or micro-immiscibility.  Since their introduction into the 
commercial marketplace in 1991, lithium ion batteries have become increasingly ubiquitous in 
portable technology.  X-ray absorption spectroscopy of solutions of LiBF4 in propylene carbonate 
(PC), interpreted using first-principles electronic structure calculations within the eXcited electron 
and Core Hole (XCH) approximation yields new insight into the solvation structure of the Li+ ion 
in this model electrolyte, suggesting that computational models of lithium ion battery electrolytes 
need to move beyond tetrahedral coordination structures.  As a route to further clarifying the 
mechanism that selectively drives ions to and away from the air/water interface, we have 
developed a new experiment (Deep UV Sum Frequency Generation) for measuring the complete 
charge transfer to solvent (CTTS) spectrum of interfacial anions, and have applied it to the 
prototypical case of the iodide anion.  The spectrum shows significant differences from the bulk 
CTTS spectrum, and provides a new variable for constructing general models to explain interfacial 
ion behavior, which is underway in the Geissler group.  Experiments to extend our studies of ion 
adsorption to solid-liquid interfaces were initiated in a study of aqueous ion adsorption to the 
water-graphene interface, using our UV-SHG approach.  Interpretation of the spectra via 
theoretical modeling by the Geissler group indicates but subtle differences from the ion behavior 
at air-water interfaces.   

 Ahmed studies clusters as a route to definitive characterization of solvation that is amenable to 
detailed theoretical interpretation and comparison.  He has recently developed an experimental 
strategy for characterizing neutral versus ion-induced growth using in-source ionization of 
molecular-beam species with tunable VUV synchrotron radiation. Molecular dynamic processes 
in hydrocarbon clusters, and excitonic energy transfer have been studied experimentally, 
augmented by theoretical calculations from Martin Head-Gordon. Guided by these methods, a 
barrier-less pathway to covalent benzene ring formation from linear van-der-Waals acetylene 
clusters has been demonstrated following single-photon ionization. Using VUV photoionization 
mass spectrometry complimented by DFT calculations, it has been demonstrated that a single 
water molecule enhances the stability of symmetric acetaldehyde water clusters, and acts as a 
bridge for the transport of a proton between two acetaldehyde molecules. A newly commissioned 
apparatus has been used to perform Velocity Map Imaging- X-Ray Photoelectron spectroscopy on 
aqueous nanoparticle systems, and site-specific proton transfer mapped in solvated amino acid 
systems. These results are being modelled (electronic structure calculations of core levels in 
solvated amino acids) by Anna Krylov’s group at USC.  

Head-Gordon performs theoretical studies on solvation. We have made significant progress in 
multiple areas of CPIMS research including solvation and chemical transformations. Here we 
highlight one example of work on solvation. THz spectroscopy has proven to be a sensitive tool in 
order to probe solvation shell dynamics around a variety of solutes, from simple single monovalent 
ions to complex biological systems like proteins and enzymes. But in order to understand the 
experimentally observed spectra in molecular detail, theoretical methods are required. For small 
model systems, ab initio molecular dynamics (AIMD) simulations have proven to give a very 
accurate description of the THz experimental observable, and hence can be relied upon to 
decompose the motions of solvation shell dynamics. But for larger systems we need a more 

114



tractable but still accurate model to understand the THz observable. We have tested the AMOEBA 
polarizable model for its ability to reproduce the accuracy realized by AIMD on the water solvent 
motions near the zwitterioinic form of single glycine and valine peptides. It is note-worthy that the 
signature of the intermolecular vibrations of the water network in the 6 THz region is captured by 
the direct polarization and full mutual polarization AMOEBA models, whereas if we turn-off the 
many-body polarization component, this feature is lost from the simulated THz spectrum. In 
recently reported methodological work, we have shown that AMOEBA reproduces the THz 
spectral features and their mode decompositions as well as the AIMD studies, thereby setting up 
more advanced studies of larger systems studied by THz spectroscopy. 

Future Plans 
Geissler plans to extend his approach to describe multiple ion effects in bulk solvation contexts. 
Energy applications such as desalination often involve sufficiently concentrated electrolyte 
solutions that the correlations between solutes cannot be neglected. As the number and size of 
solutes increase, the physics of interface formation will also become important.  He also plans to 
continue investigations into ion solvation at different interfaces by quantifying the effects of 
different surface species on capillary fluctuations and electrostatic potential distributions. 
Preliminary results indicate that potential fluctuations favoring anionic solvation are suppressed to 
a greater extent, relative to the bulk, than those that favor the cation, suggesting that the coupling 
between the dipole/quadrupole field and capillary wave fluctuations may be important. 

Saykally will extend the studies described above to other proposed lithium battery solvents and 
other counterions.  Application of the new DUV-SHG experiment described above to measure 
CTTS spectra of other surface-enhanced ions will be pursued, including the study of counterion 
effects on the spectra.  The goal is to develop a more complete model of ion adsorption to liquid 
interface, with the Geissler group. Saykally will also extend the studies of ion adsorption to 
graphene surfaces, seeking to extract entropy and enthalpy effects, which will be used to develop 
a model with the Geissler group. 

Ahmed plans to use synchrotron radiation based VUV mass spectroscopy and X-Ray 
photoelectron spectroscopy in an integrated approach to move seamlessly from gas-phase systems 
to solution-phase chemistry mediated via clusters and nanoparticles. Ahmed proposes to advance 
the molecular-level understanding of metal ion solvation by integrating size-selected clusters in an 
ion trap mass spectrometer with X-Ray and IR spectroscopy.  In conjunction with theory, those 
measurements can provide direct information on electrostatic and covalent bonding, and 
intermolecular forces. Liquid surfaces will be probed by means of mass spectrometry and X-ray 
photoelectron spectroscopy in collaboration with Xiao-Ying Yu (PNNL). IR spectroscopy of 
neutral clusters will be performed at the Dalian VUV-FEL in collaboration with Ling Jiang (DICP, 
China).  

Head-Gordon will continue work that will decompose solvation dynamics of more complex 
systems using classical polarizable force fields. Furthermore THz and mode analyses are quite 
useful to understanding biocatalysis, to understand the interplay of non-equilibrium effects on the 
standard Michaelis-Menten view of catalytic mechanisms, and the homogenous catalysis systems 
we have planned using confinement.  
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The long-term objective of this project is to advance the development of molecular simulation 
techniques to better understand fundamental properties and processes of molecular and nanoscale 
systems in complex environments, such as condensed phases and interfaces. We have focused on 
complexity associated with broken symmetries corresponding to vacuum/liquid, liquid/solid, and 
liquid/liquid interfaces or highly concentrated electrolytes. The characterization of these systems 
requires a description of molecular interaction that is more robust than what is required to 
describe bulk, homogeneous systems. Understanding the balance between descriptions of 
molecular interaction and complexity will continue to be the focus of future research efforts. We 
will continue to develop a systematic connection between models of molecular interactions and 
collective behavior of molecular systems. This will lead to an improved knowledge of complex 
collective behavior on a macroscopic scale. It involves the investigation of representations of 
molecular interaction as well as statistical mechanical sampling techniques and finding the 
balance between efficiency and accuracy in the description of molecular interaction.  
 
To better understand collective many-body phenomena we are exploring the connection 
between: 1) the many-body decomposition of atom based potentials, 2) the partitioning of a 
system into an explicit sub-system and a bath and  3) transport and fluctuations of macroscopic 
mass, charge, and energy field densities, as well as electrostatic and electrodynamic fields.  Each 
of these frameworks have a long history of development. We expect that the relation between 
these frameworks will need to be better understood in order to impact understanding of more 
complex phenomena.  
 
In current work we focus on the water exchange process about ions, comparing and constrasting 
the dependence on the descriptions of molecular interaction. In studying these exchange 
processes it is necessary to find the proper balance between the ion-water and water water 
interaction. In our studies we search for the appropriate amount of explicit treatment of 
electronic structure that allows for efficient sampling of a statistical mechanical ensemble of a 
system of interest. We have established that a Density Functional Theory (DFT) description of 
molecular interaction provides a quantitative representation of the short-range interaction and 
structure when compared to Extended X-ray Absorption Fine Structure (EXAFS) measurements. 
To do this we continue to develop our MD-EXAFS approach.[6] This direct comparison to 
experimental measurement gives us the confidence that the short range molecular phenomena is 
effectively and accurately described by DFT electronic structure coupled to statistical 
mechanical sampling. Much of our future efforts will concentrate on characterizing fluctuations, 
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taking advantage of effective potentials of mean force and linear response kernels from density, 
charge and electromagnetic fluctuations.  

In Ref. [3] we explored the dynamics of Li+ - F- ion pairing in aqueous solvent, focusing on the 
transition from a contact ion-pair to a solvent separated ion pair. We constructed a generalized 
Langevin equation framework to compare DFT and empirical potential descriptions of molecular 
interaction. A key result of this study was the identification of high frequency coupling 
associated with “geometrically-frustrated charge pairing”[a] that occurs in some empirical 
potentials but not in the DFT description of molecular interaction. As a result, the enhanced 
coupling of the solute motion to the solvent through a frictional term results in a lowering of the 
rate constant by a factor of  two. In Figure 1, we show the spectral density of the coupling of the 
solute to the solvent. This is the Fourier transform of the friction kernel. Empirical potentials 
[OPLS and DANG] contain structure around 250 cm-1 that is not present in the DFT response, a 
signature of this spurious coupling. Future work will explore the features in empirical potentials 
responsible for such behavior. 

In Ref. [4] we explored the use of the coordination number as a reaction coordinate to describe 
water exchange rates about solvated ions. We developed a consistent transition state theory 
(TST) in this coordinate. This allows us to more effectively characterize the important collective 
motions that lead to the rare event processes. Typical potentials of mean force in this coordinate 
are displayed in Figure 2. Future work will involve extending these concepts to combinations of 
distance based reaction coordinates (distance between ions) and coordination number. In Figure 
3 we display preliminary two-dimensional potential of mean force results associated with the Li+

- F- and Li+ - I- ion pairing in aqueous solvent.  We are exploring TST in terms of these 
coordinates, developing reduced descriptions of dynamics using generalized Langevin equations. 

 
Figure 1. Spectral density of the coupling of the solute to the solvent, showing enhacement 
in empirical potentials [OPLS (green) and DANG (red)] compared to DFT (black).   
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Figure 2. The potential of mean force W(n) as a function of coordination number for a series of 
anions (A), singly charged cations (C) and doubly charged cations (D). The subscript 1 through 
5 indicates increasing size of the ion (from top to bottom). With the increase in ionic size, 
higher coordination states become accessible along with barrier reduction between the states. 
Cations are more stable and structured than comparable sized anions.  

  
Figure 3. An example of the rich structure in a two-dimension potential of mean force, W(n,r) 
where, n is a water coordination number and r is an ion-ion distance. 119



 
With our improved understanding of the balance between ion-ion, ion-water, and water-water 
interaction, we plan to extend our developments in the description of Dynamical Nucleation 
Theory [b,c,d,e] to the condensed phase. We have initiated studies of the nucleation pathways of 
CaCO3 formation, comparing empirical potential and electronic structure descriptions of 
molecular interaction. 
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An Atomic-scale Approach for Understanding and Controlling Chemical Reactivity 
and Selectivity on Metal Alloys

E. Charles H. Sykes (charles.sykes@tufts.edu)
Department of Chemistry, Tufts University, 62 Talbot Ave, Medford, MA 02155

Program Scope:

Catalytic hydrogenations are critical steps in many industries including agricultural, chemicals, foods 
and pharmaceuticals. In the petroleum refining industry, for instance, catalytic hydrogenations are 
performed to produce light, hydrogen rich products like gasoline. Hydrogen activation, uptake, and 
reaction are also important phenomena in fuel cells, hydrogen storage devices, materials processing, and 
sensing. Typical heterogeneous hydrogenation catalysts involve nanoparticles composed of expensive 
noble metals or alloys based on metals like Pt, Pd, and Rh. Our goal is to alloy these reactive metals, at 
the single atom limit, with more inert and often much cheaper hosts (which we term single atom alloys,
SAAs) and to understand how the local atomic geometry affects reactivity.  We have focused on 
understanding the adsorption, diffusion, spillover and reactivity of hydrogen in a number of these types 
of systems. We designed well-defined alloy surfaces using combinations of Pd, Co, Pt, Au, and Cu that 
are amenable to high resolution scanning probe studies, X-ray photoelectron spectroscopy, and chemical 
analysis of adsorbate binding, spillover and reaction.

These types of alloy systems allow us to address previously unobtainable structures, densities and 
phases of hydrogen due to the limitations of single crystal work in ultra-high vacuum. By understanding 
the energy landscape for hydrogen activation, adsorption and spillover we have been able to generate 
catalytically relevant high coverage hydrogen phases, design efficient and selective hydrogenation sites, 
and trap hydrogen on surfaces beyond its normal desorption point yielding novel catalytic intermediates.  

Recent Progress:

Controlling Hydrogen Activation, Spillover, and Desorption with Pd-Au Single Atom Alloys

A key requirement in the efficient use of heterogeneous catalysts, fuel cells and hydrogen storage 
devices is the ability of the material to activate, uptake and release hydrogen. The addition of Pd into Au 
is known to change the catalytic activity of the surface, but the atomic geometry of the active sites and 
the adsorption energies of key molecules are unknown. In this study, we used an atomically resolvable 
model system of dilute Pd-Au surface alloys and density functional theory (DFT) calculations to 
elucidate the energetics of H2 activation, diffusion, and desorption from Pd monomers in Au(111). We
experimentally demonstrated that Pd monomers in a Au(111) surface can activate H2, a process 
suggested by other experiments to require two contiguous Pd atoms. We clearly show by coupling high 
resolution scanning tunneling microscopy (STM) with temperature programmed desorption (TPD), that
low concentrations of individual, isolated Pd atoms can dissociate H2 since the concentration of 
adsorbed H atoms is proportional to the surface concentration of Pd atoms in Au. Combining TPD with 
DFT calculations, we elucidated the energetic landscape for H2 adsorption, activation, and desorption 
from isolated Pd atoms revealing a low temperature pathway for H2 activation and release through the 
Pd atoms with minimal spillover to Au (Figure 1).  The co-adsorption of H2 and D2 leads to complete 
scrambling of H and D supporting the dissociation of H2 and the transient existence of H atoms on Au. 
Additionally, Pd-Au SAAs bind CO significantly more weakly than Pd(111) (270 K vs. 450 K) which 
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can potentially improve the CO tolerance of the catalysts. The competitive adsorption of CO and H on 
the Pd atoms forces H atoms to spillover onto the Au surface altering the desorption pathway to an even 
lower temperature through Au (110 K vs. 175 K). Our work demonstrates that individual, isolated Pd 
atoms in Au allow for facile H2 activation and weak adsorption of H atoms, a key requirement for 
efficient and selective hydrogenation catalysis. 

Figure 1. Schematics of the energy landscapes for H2 adsorption and desorption on Pd-Au SAAs. (A) H2
activation energy (Ea) per H2
Pd-Au SAA. Energetics of H2 desorption for Pd-Au SAA (B) without and (C) with CO. Schematic illustrates the 
preferred active sites for H2 dissociation as well as preferred adsorption sites for H and CO. Preferred and minor 
desorption pathways are displayed in orange and blue, respectively. In (B) the preferred pathway for H2
desorption is via the Pd site. In (C) the Pd site is blocked by CO, so H atoms spillover to Au and then desorb from 
there. All energies are reported relative to H2 in the gas phase, as noted by the dashed horizontal lines. Note that 
Ea for H2 on Au(111) calculated by DFT (which doesn’t account for quantum nuclear effects) may in fact be a 
large overestimate of the barrier, as experimentally H2 desorbs from Au(111) at 110 K. 

A Microscopic View of the Active Sites for Selective Dehydrogenation of Formic Acid on Cu(111)

Formic acid is an important molecule due to its potential for hydrogen storage. Formic acid decomposes 
on metal surfaces through either dehydrogenation to produce CO2 and H2 or via dehydration to produce 
CO and H2O. High selectivity to dehydrogenation is necessary for energy and hydrogen storage 
applications, and the dehydration route can poison catalysts through strong binding of reactively formed 
CO. However, these two mechanisms are linked via the water-gas shift reaction (WGSR) making them 
hard to understand. It is well accepted that Cu catalysts have high selectivity towards dehydrogenation. 
While there is extensive research examining the reaction of formic acid on Cu(110), little work has been 
performed on Cu(111) despite the fact that this is the dominant facet on many nanoparticles. There were,
to the very best of our knowledge, no temperature programmed reaction (TPR) studies of formic acid on 
Cu(111) reported in the literature.
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Using TPD/R and STM, we have probed key steps in the decomposition of formic acid on Cu(111) at 
the atomic-scale, observing  intact adsorption and surface intermediates, as well as the surface after 
product desorption (Figure 2). Our model system allowed us to investigate the reaction under conditions
where WGSR is inactive. We found that Cu(111) decomposes formic acid 100% selectively through 
dehydrogenation. At 85 K, formic acid adsorbs molecularly on Cu(111), forming hydrogen bonded 

surface bound H atoms, both of which are visualized by STM. All molecules at surface step edges react 
to formate, but on the Cu(111) terraces desorption of formic acid competes with formate production 
which limits formate production to ~5% on the terraces. H atoms formed by deprotonation recombine to 
form H2 in a desorption rate limited process by 360 K. CO2 and H2 desorb from the surface in a reaction 
rate limited processes at 400 and 450 K due to formate decomposition on terraces and steps respectively.
The surface is left clean following the dehydrogenation of formate. Our results indicate that while the 
Cu(111) surface is significantly less reactive than the well-studied Cu(110) facet, roughening the 
Cu(111) surface leads to a significant increase in reactivity with no drop in selectivity to CO2 and H2.

Figure 2. Reaction Pathway for Formic Acid Dehydrogenation on Cu(111). Summary of the key reaction 
steps illustrated with STM images and schematics of the corresponding species. Initially, between 80–160 K 
intact formic acid forms hydrogen bonded chains on the surface. Scale bar = 3 nm. At 160 K formic acid 
deprotonates to yield formate. Scale bar = 5 nm.  Between 400–500 K formate decomposes to yield H2 and CO2,
which desorb instantaneously in a reaction rate limited process leaving a clean Cu surface. Scale bar = 5 nm.  

Future Plans:

Our approach offers the opportunity to study the atomic-scale composition and structure of active sites 
and relate this information to their ability to activate, spillover and react industrially relevant small
molecules. We will use these guiding principles to examine catalytic metal alloys from a new 
perspective and discover new processes. Future work is aimed at:

1) Extending our single atom alloy (SAA) approach to understanding hydrogenations on PdAg 
2) Using the “molecular cork” effect to control the activity and selectivity of surface catalyzed 

hydrogenation reactions
3) Elucidating the optimal atomic geometry of AgCu for oxygen activation
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These model systems will allow us a fundamental understanding of many important elementary steps in 
surface catalyzed chemistry. The atomic-scale structure of the active sites in metal alloy catalysts is 
hard, if not impossible, to characterize by conventional methods. Our surface science approach that 
includes scanning probes offers methods to characterize the structure, stoichiometry, and reactivity, and 
provides an atomic-scale view of local structure and adsorbate binding/diffusion. However, when 
working on well-defined model systems it is imperative to work with the same elements, structures and 
ensembles that are present in the real catalysts under working conditions. Implementation of the SAA 
approach to the design of real catalysts requires consideration of the effect of higher reaction 
temperature and pressure, which may cause the minority active element to segregate into the bulk of the 
more inert host and hence cause a loss in activity. Understanding and controlling surface segregation 
under reaction conditions will also be crucial for the efficient use of the costly elements of the alloy by 
keeping them in active sites on or near the surface. Promisingly, there are now many experimental and 
theoretical examples of metal alloys under realistic conditions in which the more active element is 
stabilized at the surface by adsorbates. 

All our proposed systems have been chosen with these considerations in mind. Active elements will be 
alloyed into more inert Cu, Ag, and Au surfaces. The (111) facet is chosen, as it is often the most 
commonly exposed facet on metal nanoparticles. While minority structures like step edges or defects 
often dominate the reactivity of metal surfaces, the chemistry of our alloyed systems is expected to be 
driven at the added metal atom sites and this will be checked with control experiments of the reactivity 
before and after alloying.
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Program Scope

There is currently significant interest in nanostructured materials that can confine liquids in

nanoscale pores, due to both the appearance of new fundamental phenomena in these systems and

their wide range of potential applications, including catalysis, sensing, separations, electrochemistry,

and optical materials. However, the design principles are still lacking for the development of such

mesoporous (2 nm ≤ diameter ≤ 50 nm) materials for practical applications that take advantage

of their large surface area-to-volume ratio and their high degree of tunability through pore size,

shape, roughness, and chemical functionality. At the same time, this gap points to the need to

improve our fundamental understanding of how complex liquid dynamics can arise from nanoscale

confinement and vary strongly with the confining environment properties.

We are addressing some of the outstanding questions regarding these nanoconfined liquid dy-

namics and the implications for chemical reactions – i.e., How does a chemical reaction occur

differently in a nanoconfined solvent than in a bulk solvent? – in multiple ways, as described below.

Recent Progress & Future Plans

Solvation Dynamics.

We have continued our work on solvation dynamics in confining silica frameworks and extended

it to behavior at planar silica interfaces. Solvation dynamics is closely related to the reaction

coordinate for charge transfer reactions such as electron or proton transfer reactions and is often

dramatically affected by nanoconfinement. It is by now well established that liquid layering and

orientational ordering at interfaces produces an underlying free energy surface that affects the

behavior of solutes, e.g. reactants or chromophores. We have previously proposed that this should

affect chemical reactivity and spectroscopy.

We have completed non-equilibrium simulations of the time-dependent fluorescence signal of

the C153 dye molecule dissolved in ethanol confined within ∼ 2.4 diameter hydrophilic, amor-

phous silica pores. Initial conditions were sampled from replica exchange MD simulations with

C153 in the ground electronic state.1,2 The results for the dynamic Stokes shift, S(t) = [Efl(t) −
Efl(∞)]/[Efl(0) − Efl(∞)] where Efl is the fluorescence energy, can be fit with a tri-exponential

that gives the longest timescale (the one most strongly influenced by confinement) as 86 ps, in good

agreement with the 102.7 ps reported by Baumann et al.3 Analysis of the nonequilibrium trajec-

tories indicates that the slowed dynamics primarily originates from interfacial ethanol molecules,

consistent with the canonical two-state, or core-shell, model. However, this model does not provide

a complete picture, e.g., a relatively small number of ethanol molecules (< 10) account for the vast

majority of the solvation response.
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We are now also carrying out simulations of liquids at planar silica interfaces. We have developed

atomistic models of hydrophilic (OH-terminated) amorphous silica interfaces for simulations with

various liquids, including methanol, water, and acetonitrile. We are investigating the structure and

dynamics of these liquids with a particular focus on comparing these properties at an amorphous

interface with the corresponding results at a crystalline one, e.g., β-cristobalite. The latter aims to

investigate the effect of silica surface structure – while a majority of experiments use (amorphous)

fused silica, most simulations are based on crystalline silica surface models – that we have found

to be important in our previous simulations of mesoporous silica.

Vibrational Spectroscopy.

We have recently simulated the vibrational (IR, Raman, and 2D-IR photon echo) spectra of

water (specifically HOD in D2O) confined in a ∼ 2.4 nm diameter silica pore.4 The OH frequency

is obtained using the empirical map approach of Skinner and co-workers.5 Our simulations indicate

that confined water exhibits an IR spectrum that is only slightly perturbed from the bulk; this

result is quite surprising in light of the dramatic effects on reorientation and spectral diffusion

dynamics of the confined water,6,7 but is in agreement with previously reported experimental

spectra.8 In contrast, the Raman spectrum is principally changed by the addition of a larger

shoulder at higher frequencies – also in agreement with measurements9 – due to weaker hydrogen

bonding near the silica interface that leads to blue-shifted OH frequencies. (These same OH groups

do not contribute significantly to the IR spectrum due to their smaller transition dipole moments.)

The results indicate that the IR spectrum is insensitive to the interfacial waters which are better

probed by Raman spectroscopy.

We have also predicted the 2D-IR spectra for this
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Figure 1: CLS (circles) is shown as a func-

tion of waiting time and compared to the fre-

quency autocorrelation function (solid lines) for

bulk (black) and confined (red) water.

system4 which have not yet been measured (our sim-

ulations thus represent the first prediction of their be-

havior). The simulated spectra indicate that it should

be possible to probe the slower spectral diffusion of

confined water compared to the bulk liquid by analy-

sis of the 2D-IR spectra. This is illustrated in Fig. 1

where the center-line-slope (CLS) obtained from the

2D-IR spectra, and representative of the spectral dy-

namics, are shown for both confined and bulk HOD

in D2O. The corresponding frequency autocorrelation

functions are also shown and are in excellent agreement

with the CLS results.

The relative insensitivity of vibrational spectroscopy to the confinement of water has motivated

us to begin simulations of the vibrational sum-frequency generation (SFG) spectrum of the wa-

ter/silica planar interface. The simulations also make use of the empirical mapping approach5 and

the planar amorphous silica models discussed above. The simulations are of HOD in D2O with

no deprotonation of the surface silanol groups (a situation realized experimentally at low pH).

There are a number of measurements of the SFG spectra in the literature that will provide critical
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validation of the amorphous silica surface models. Because the spectra probe only waters in the

interfacial region, it is anticipated that the SFG spectra will represent a more quantitative test of

the simulations (which, as noted above, have so far been able to reproduce the features observed

in measured IR and Raman spectra of mesoporous silica-confined water).

We have also studied the reorientational and hydroben-bond (H-bond) dynamics along with the

vibrational spectroscopy of water confined within phospholipid reverse micelles in collaboration with

two research groups in France. These systems provide an interesting comparison to the more widely

studied AOT reverse micelles as well as the nanoscale silica pores discussed above. The validation

and characterization of the models used to describe the reverse micelles has been completed along

with the first examination of the reorientational dynamics and infrared spectroscopy.10 A full,

molecular-level analysis of the dynamics, including a critical examination of the two-state model

and simulations of the 2D-IR spectra, is in progress.

Reaction Rate Theory.

We recently presented a general approach for directly calculating the activation energy for a

chemical reaction from a simulation at a single temperature.11 The methods are applicable to

both classical and quantum systems. The activation energy is obtained from a correlation function

that can be evaluated from the same trajectories or quantum dynamics used to evaluate the rate

constant itself and thus requires essentially no extra computational work. These approaches can be

implemented in the context of nearly any method for calculating a rate constant. We successfully

applied the methods to determining the activation energy of the one-dimensional Eckart barrier,

described in terms of both classical and quantum mechanics, and the classical H-bond exchange

dynamics in liquid water.

Dynamics and Spectroscopy of Alcohols.

We are continuing our work aimed at understanding the H-bond dynamics of alcohols by devel-

oping models for simulating their vibrational spectra. Specifically, we are parametrizing empirical

maps for the transition frequencies and dipoles of the OH stretch of linear alcohols from methanol

through butanol using electronic structure calculations of clusters extracted from MD simulations.

We have already obtained results for methanol and ethanol that are in good agreement with reported

IR spectra. This work is motivated in part by our previous examination of the OH reorientation

and H-bond dynamics of isomeric butanols to understand how the dynamics in alcohols vary with

the arrangement of the steric bulk.12 For many alcohol systems, including the isomeric butanols,

there is limited experimental data on the dynamics. The present work will address this issue by

enabling comparisons between simulations and (comparatively plentiful) measured IR spectra, and

will also facilitate extensions of our simulations of vibrational spectra to alcohol/silica interfaces.

Nonlinear Response and Gaussian Statistics.

Linear response theory, in which perturbations are described by fluctuations in the equilibrium

state, is the dominant theory for describing nonequilibrium dynamics. In this approximation, the

perturbation is assumed to be weak – on the order of thermal energies (kBT ). Linear response has

been remarkably successful at predicting nonequilibrium dynamical properties for weak perturba-
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tions and even for perturbations much larger than those on the order of the thermal energy. We

have previously shown, in the context of solvation dynamics, that the (static) linear-response ap-

proximation actually represents the assumption that the relevant variable – the energy gap between

the electronic ground- and excited-states – obeys Gaussian statistics.13

Recently, we have addressed some of the fundamental questions about nonequilibrium chemical

dynamics and the Gaussian statistics approximation in the context of the “dipole-flip” model.14

First, Can non-Gaussian statistics be predicted by relying only on equilibrium simulations? We

showed that the answer to this question is yes, by comparing higher-order time correlation func-

tions with their Gaussian statistics approximations. Second, What is the origin of the non-Gaussian

statistics? We developed tools for isolating the degrees-of-freedom responsible for non-Gaussian

(nonlinear) behavior by decomposing the total correlation function and testing for Gaussian be-

havior in the resulting subset of coordinates. Third, Can the Gaussian statistics approximation be

corrected to describe nonlinear response without resorting to full nonequilibrium simulations? We

have shown that this can be accomplished to a limited degree, but this issue requires additional

work. We are currently applying the same approach to understand nonlinear response in reactions

of the solvated electron.15
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Program Scope 

The objective of this project is to explore a novel methodology for visualization of ultrafast electronic processes 
at interfaces. The method, which is based on optical stimulation, builds upon previous success using spontaneous 
second-order nonlinear optical probes to track the temporal evolution of interfacial electric fields resulting from 
charge separation across an interface. A goal is to speed signal acquisition by orders of magnitude so that laser 
scanning ultrafast microscopy becomes feasible. The ultimate aim is to generate movies of interfacial electronic 
phenomena occurring on femtosecond timescales and submicron length scales, thereby informing our understanding 
of disorder, heterogeneity, and morphology, and how these factors affect ensemble behavior in photovoltaic, 
electrochemical, and optoelectronic systems.  

Recent Progress I: Stimulated SHG 

Second harmonic generation (SHG) is a second order nonlinear optical process in which two photons at a 
fundamental frequency 𝜔 combine to form a single photon at frequency 2𝜔. Like any even-ordered nonlinear 
optical process, SHG is dipole-forbidden in the bulk of centrosymmetric media such as many crystal structures, 
amorphous solids, liquids, and gases; observed SHG signals in these media originate from materials’ interfaces. 
SHG experiments selectively probe interfaces and are sensitive to the interfacial environment. SHG is an inefficient 
process, and high incident fundamental fluences are necessary to produce measurable signals. The incident 
fundamental fluence is often limited by the sample’s optical damage threshold, and signals are usually very weak. 
Even with an optimal detection system, the signal to noise ratio (SNR) in SHG experiments is limited by the 
presence of shot noise. It is desirable to amplify the weak spontaneous SHG signal allowing high quality 
measurements to be taken in a shorter period of time. Such an advance would enable SHG measurements with time 
and spatial resolution, which are currently infeasible due to intractably long acquisition times resulting from 
spontaneous SHG’s notoriously low SNR.  

In Year 2 of the project, we published a successful amplification of weak spontaneous SHG signals by optical 
stimulation in an idealized proof-of-principle demonstration (Goodman & Tisdale, Phys. Rev. Lett. 2015).2 Though 
the initial demonstration showed an improvement in SHG signal generation by a factor of 104 compared to the 
spontaneous signal, the signal suffered from large fluctuations due to optical phase instability. As we showed in the 
initial paper, the stimulated SHG signal is highly sensitive to the relative optical phase between the incident 
fundamental and second harmonic fields. While this sensitivity caused undesired signal fluctuations in the original 
intensity modulation scheme, we soon realized that we could use the phase sensitivity to our advantage by 
modulating the optical phase of the stimulating field rather than modulating its intensity. This approach has the 
added benefit of removing artifacts associated with intensity modulation of the second harmonic field, such as third-
order phenomena and two-photon fluorescence. 

Our first successful implementation of phase-modulation stimulated SHG is shown schematically in Fig. 1(a). A 
common optical path is employed to reduce phase noise, as demonstrated in Fig. 1(b). Modulation of the relative 
optical phase between the fundamental and stimulating fields is accomplished using an electro-optic modulator 
(EOM) operated at 1 MHz. Numerical simulations and later experimental confirmation (Fig. 1(c)) revealed 
requirements for both the depth of the modulation (exactly 2π) and the modulation waveform (sawtooth) needed for 
long-term stability of the stimulated SHG signal. While we have not yet reached the shot noise limit, the signal now 
has sufficient stability (Fig. 1(b,d)) to begin imaging studies. 
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Figure 1. Phase-modulation stimulated SHG. (a) Schematic of the common path design and a photo of the common 

path modulation scheme. (b) Comparison of the stability of the stimulated SHG signal before (black, upper panel) 

and after (red, lower panel) introduction of the common path phase modulation scheme. (c) Numerical simulation 

(left) and experimental confirmation (right) of the effect of phase modulation depth and phase drift on the lock-in 

detected SSHG signal. (d) Long-time stability of the SSHG signal. 

 
Recent Progress II: Charge Carrier Dynamics in Homogeneously Broadened PbS Quantum Dot Solids 

Lead sulfide (PbS) quantum dots (QDs) are solution-processed semiconductors in which the size of the QD 
determines the band gap. The band gap can be tuned across the near infrared region of the electromagnetic spectrum, 
making PbS QDs useful for telecommunications applications and a variety of optoelectronic devices including solar 
cells, IR light-emitting diodes, and photodetectors. In Year 1 of the project we developed methods to synthesize 
highly monodisperse PbS QDs over a broad size range, and to control the polydispersity by adjusting the Pb to S 
precursor ratio (Weidman et al., ACS Nano 2014).1 We have found that monodisperse PbS QDs self-assemble into 
highly ordered BCC superlattices, and that some long-range order remains even after exchanging the long 
hydrocarbon ligands required for colloidal stability in solution for short ligands that promote charge carrier 
transport.   

Energetic disorder in quantum dot solids adversely impacts charge carrier transport in quantum dot solar cells 
and electronic devices. Recently (unpublished), we used ultrafast transient absorption spectroscopy (Fig. 2) to show 
that homogeneously broadened PbS quantum dot arrays (𝜎ℎ𝑜𝑚2 : 𝜎𝑖𝑛ℎ

2 > 30: 1, 𝜎𝑖𝑛ℎ/𝑘𝑇 < 0.3) can be realized if 
quantum dot batches are sufficiently monodisperse (δ ≲ 3.3%). Homogeneous linewidth was found to be an inverse 
function of quantum dot size, monotonically increasing from ~30 meV for the largest quantum dots (5.8 nm 
diameter/0.92 eV energy) to ~60 meV for the smallest (4.1 nm/1.3 eV energy). Furthermore, we showed that 
intrinsic charge carrier hopping rates are faster for smaller quantum dots. This finding is opposite the mobility trend 
commonly observed in device measurements, but is consistent with theoretical predictions. Fitting our data to a 
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kinetic Monte Carlo model, we extracted charge carrier hopping times ranging from 40 ps for the smallest quantum 
dots to over 1 ns for the largest, with the same ethanethiol ligand treatment. Additionally, we made the surprising 
observation that in slightly polydisperse (δ ≲ 4%) quantum dot solids, structural disorder has a greater impact than 
energetic disorder in inhibiting charge carrier transport. These findings emphasize how small improvements in batch 
size dispersity can have a dramatic impact on intrinsic charge carrier hopping behavior, and will stimulate further 
improvements in quantum dot device performance.  

 

Figure 2. Charge carrier dynamics in PbS QD solids. (a,b) Transient absorption data on PbS QD solids showing 

the redshift of the band edge bleach following uniform excitation. Dashed lines show the peak position and solid 

lines show linear absorption spectra. (c) Reciprocal of the fitted prefactor from the KMC model as a function of QD 

solution absorbance peak. (d) Expected free carrier mobility as a function of center-to-center spacing.  The dashed 

line shows the expected 1/r
6
 dependence.  (e) Transient absorption data on a coupled PbS QD solid following mid-

gap state excitation. (f) Normalized bleach intensity for the mid-band gap state and band edge states, calculated 

from (e).  Inset shows the bleach at the mid-gap state energy following band edge excitation.  They dynamics are the 

same in all cases, indicating equilibrium between the two states. Data collected at Brookhaven Center for 

Functional Nanomaterials. 

 
Future Plans 

We are now turning our attention to using the new time-resolved micro-SHG instrument to investigate 
interfaces of fundamental interest. Our initial efforts are focused on interfaces between QDs and bulk semiconductor 
surfaces, which have previously exhibited interesting ultrafast coherent dynamics. These efforts will leverage both 
the spectroscopy instrument development and synthetic materials progress over the first two years of the project. 
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 The ability of water to integrate charged species into its hydrogen bond (H-bond) network and the 
rapid transport of this charge, in particular the proton, has made aqueous systems attractive candidates for 
alternative energy sources such as fuel cells, water oxidation catalysis, and new battery technology.  
These unique properties of water are derived from its intricate H-bond network which results in strong 
intra- and intermolecular coupling that span many water molecules, leading to energy transport and 
dissipation on ultrafast timescales.  It has been our aim to develop a molecular-level description of these 
collective, ultrafast processes in aqueous systems in order to gain a more fundamental understanding of 
how water stores, converts, and transports electrical, chemical, and thermal energy. 
 The research conducted over the past year has continued to be driven by the development of new 
ultrafast laser sources, specifically our plasma-based broadband infrared (BBIR) source which allows us 
to probe the entire mid-IR in our two-dimensional infrared (2D IR) experiments with sub-70 fs pulses, 
which is critical for covering the extremely broad IR features and fast dynamics in liquid water. After our 
successful implementation of this BBIR technology in studying the ultrafast solvation structure and 
transport dynamics of protons in aqueous acids (Science, 2015) and hydroxide (J. Chem. Phys., 2016), our 
efforts have focused on three main areas: (1) The continued work on understanding water’s ultrafast 
dynamics and coupled motions, and comparison to D2O where the strong anharmonic couplings that 
plague H2O are suppressed. (2) The direct observation of how water responds to solute excitation 
allowing for new insight into the nature of solute-water interactions in both acid and salt solutions.  These 
experimental studies were made possible by using a commercial optical parametric amplifier (Topas) with 
difference frequency generation (DFG) to generate high-intensity, short pulses tunable from 1300-3000 
cm-1. (3) The development of new theoretical methods in collaboration with Greg Voth (UChicago) to 
more accurately model and predict the spectroscopic behavior of proton transport in solution.   

By expanding the capabilities of our spectrometer, we have been able to probe the dynamics of 
liquid water more deeply than was previously possible. Essentially, the ability to rapidly collect high 
signal-to-noise 2D IR spectra has enabled systematic studies of liquid H2O, and allowed us to refine our 
understanding of its molecular dynamics. In particular, we observe almost no temperature dependence of 
water’s dynamical observables which is at odds with intuition. We interpret this in terms of the strong 
coupling induced by the H-bonding interaction, which significantly distorts the nuclear potential energy 
surface of the O—H bond and results in motion that is delocalized over multiple molecules.  In an effort 
to comprehend the nature of this delocalization, we have conducted 2D IR depolarization experiments 
which give spectrally resolved orientational correlations.  We interpret frequencies at which the O—H 
stretch does not depolarize quickly as arising due to less delocalization.  Our experiments are consistent 
with previous theoretical calculations of the delocalization, and we observe more localized behavior for 
both extremely strong and weak hydrogen bonds.  This was work was recently selected as a Feature and 
Cover Article in J. Chem. Phys. 
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To probe the nuclear potential energy surface directly, we have undertaken experiments on the 
heavier isotopologue of water, D2O.  We have found that D2O is qualitatively different from H2O in its 
molecular dynamics with the former having a behavior that is more in line with a weakly anharmonic 
system. This is evidenced by a number of factors, with the most notable being the presence of residual 
symmetric and anti-symmetric stretching in D2O, which is not observed in H2O. This difference in 
molecular dynamics guides our understanding of the nuclear potential energy surface, and places a 
significant constraint on theoretical models.  Any theoretical model that can describe liquid water should 
be able to capture this difference between light and heavy water. 

Our previous work on aqueous acids have opened up new avenues for directly measuring the 
structure and dynamics of proton solvation in water. We have collected 2D IR spectra of 4M HCl pumped 
at 6 μm, directly exciting both the water bend and the acid bend at 1760 cm-1. While the acid peak appears 
as a shoulder on the water bend peak in a linear FTIR spectrum, the acid peak appears distinct from the 
H2O bend and with stronger intensity in 2D IR spectra. The acid bend peak is broad in both ω1 and ω3, 
with no diagonal elongation visible, which means the breadth is dominated by homogeneous broadening. 
Moreover, the peak shows long-lived anisotropy decay, which can be modeled biexponentially with 
timescales of 300 fs and 3 ps.   

To further characterize the excess proton species, we will are planning experiments with pump 
pulses tuned to new features in the acid infrared spectrum.  First, we plan to tune to 4 μm to pump acid 
species that contribute to the “continuum” between 1800 and 3000 cm-1.  These vibrations are thought to 
originate from acidic OH stretches in a wide distribution of local electric fields. Exciting these 
frequencies will elucidate the nature of the stretching modes in acid species.  Finally, we are currently 
developing methods to improve excitation and detection at lower frequencies, particularly the 1200 cm-1 
feature thought to arise from the proton oscillation mode of the Zundel species. The ability to measure the 
ultrafast properties of this feature will be crucial for directly measuring Grotthuss proton diffusion in 
liquid water.   

Working with Greg Voth to assign the vibrational spectral features for different proton-water 
complexes in isotopically dilute acid, a mixed quantum-classical spectroscopic model has been developed 
using the latest multi-state empirical valence bond (MS-EVB 3.2) proton model.  We have developed a 
semi-empirical single oscillator spectroscopic map by constructing the potential energy surface (PES) 
along the O—H stretch coordinate using DFT calculations on the frozen instantaneous proton-water 
clusters taken from different timeframes of reactive MS-EVB simulation trajectories.  During the proton 
transfer events the PES changes drastically which results in large fluctuations in the instantaneous 
transition frequencies. By decomposition of the spectral response into geometrically different sub-
ensembles, we have found that the Zundel and Eigen solvation behaves distinctly different. Since the 
excess charge is more delocalized in the Zundel arrangement, we have observed a continuous frequency 
red-shift while approaching Zundel-like configurations from Eigen solvation structures. We have also 
studied the effects of an excess proton in different solvation shells and observed that the excess charge 
largely modifies the response of the first solvation shell. The contributions to the broad acid continuum to 
different solvation structures have also been demonstrated. 

In order to understand the correlations of vibrational degrees of freedom with transiently solvated 
proton-water clusters in the case of isotopically pure solution, we have performed mixed quantum 
classical harmonic normal mode analysis on the frozen instantaneous proton-water clusters taken from the 
MS-EVB 3.2 trajectory. We find that with increasing hydrogen bond strength the transition frequency 
shows a significant red shift.  The in-phase stretching mode of the four flanking water molecules in the 
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Zundel-like species is associated with the excess proton bend response and the proton oscillation band is 
strongly coupled with the symmetric bend mode of the central H5O2

+ moiety. 
 Finally, we have begun to investigate the intermolecular couplings between ions and water in 
solution. We have focused on aqueous nitrate and carbonate, two isoelectronic ions that are on opposite 
ends of the Hofmeister series. Key to this work was the ability to pump and probe both the water OH 
stretch at 3 μm and the ion asymmetric stretches at 7 μm, in particular, following the spectral changes and 
dynamics of the two cross-peak regions in the 2D IR spectra.  Using these cross-peak dynamics, we have 
found that the strong H-bonding between carbonate and its first hydration shell results in direct mixing of 
the ion and water vibrational modes yielding highly coupled and correlated intermolecular motion that 
spans beyond the first shell, as evidenced by the appearance of strong ion-to-water and water-to-ion cross 
peaks at the earliest waiting times. In contrast, aqueous nitrate displays very weak ion-water cross peaks. 
In fact, the cross-peak line shapes and dynamics do not point to direct OH stretch-nitrate stretch mixing, 
but rather to coupling with low-frequency water librational and H-bond distortion modes. This is 
evidenced by the immediate narrowing of the nitrate stretch distribution upon OH stretch excitation, 
indicating that a homogenous environment around the ion rapidly forms as fluctuations in the first or 
second shell waters increase.  Moreover, due to the excitonic and delocalized nature of the OH stretch 
discussed above, we observe that the influence of both these ions on the water H-bond network extends at 
least into the second hydration shell. This work was recently published in J. Am. Chem. Soc.  We are 
beginning to develop a clearer understanding of how the sensitive balance between intra- and 
intermolecular couplings influence the solvation structure and dynamics of molecular ions.  Future work 
will aim to more definitively answer the controversial question of how ions influence the water H-bond 
network beyond the first solvation shell, and further investigating the role that coupling to librational and 
H-bond modes have in the ultrafast processes that distribute energy in aqueous systems.           
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Chemistry of Ionic Species in Aqueous Systems

 
The main goal of our research is to provide molecular based understanding of 

chemical processes that occur in aqueous solutions, including cluster, bulk, and 
interfacial environments. Majority of our research activities revolves around ionic and 
radical molecular complexes. One of our objectives it to understand how electronic 
structure properties of these solute molecules affected by the aqueous phase. This is 
accomplished by performing accurate ab-initio calculations in conjunction with 
spectroscopy measurements of gas phase, cluster, and bulk systems. This information is 
then used to gain insight into more complex problem involving combined solute-solvent 
system. There, the main challenge lies in identifying proper collective variables that 
expose the essential properties of the system and ultimately provide predictive and 
reliable approach to understand chemistry of ionic solutions. 

In this period we have continued our investigation of 
Green Fluorescent Protein (GFP) chromophore focusing on 
cluster solvation properties as well as its excited states in 
bulk solution. Despite extensive experimental and 
computational studies, there remain many open questions 
regarding the key fundamental variables that govern the 
photochemistry of GFP. The analysis of GFP in gas phase, 
cluster, and bulk aqueous environments provides a unique 
way to isolate intrinsic chemical properties of the 
chromophore and track the impact of the environment in the 
controlled manner. Through selective generation of 
microsolvated structures of GFP of predetermined size and subsequent analysis of 
experimental photoelectron spectra by high level ab-initio methods we were able to 
precisely identify the structure of the system, establish the accuracy of theoretical data, 
and provide reliable description of auto-ionization process as a function of hydrogen-
bonding environment. Our study clearly illustrated that the first few water molecules 
progressively stabilize the excited state of the chromophore anion against the 
autodetached neutral state, which should be an important trait for crystallographic water 
molecules in GFPs that has not been fully explored to date. 

We are continuing our investigation of molecular specific effects in cluster 
solvation studies. Our main hypothesis is that solute specific effects observed in the bulk 
environment should be amplified in clusters and thereby provide important insight into 
relevant collective variables that govern the solvation process. Our methodology is based 
on the combined theoretical and experimental analysis of electron binding energy as a 
function of cluster size. Such analysis proved instrumental in understanding solvation 
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patterns of IO3
- and SCN- molecules. One of the research directions here involves 

analysis of increasingly larger water clusters, based on newly obtained experimental PES 
data for SCN- with solvation clusters up to 40 waters. At 
this size of solvation region we have a unique opportunity 
to gain insight how cluster solvation transitions into the 
bulk environment. Our results indicate that in large water 
clusters SCN is located on the surface, which confirms as 
our prior assignment of SCN as chaotrope species. In 
addition to rigid anion poly-atomic species, we are also 
investigating more complex cases involving cation-anion 
pairs. Cation-anion interactions in aqueous phase are 
highly specific, i.e. depend on the molecular level of 
detail, and this specificity results in rich and complex 
chemistry. One of the systems that we are currently 
investigating is alkali-carboxylate complex. We have 
previously studied these systems in gas phase, and this study is focused on the effects of 
aqueous cluster solvation.  

 
A new research direction we have 

recently initiated is focused on chemistry 
sulfur-oxide species. The two classes of 
systems that we are currently investigating 
are iodine-sulfur oxides and cysteine 
sulfenic acid. In the first case, we are 
focused on ISO3

–, IS2O3
–, and IS2O4

– - short-
lived intermediates which have been 
detected interfacial reactions involving 
aqueous charged droplets of iodine/sulfur 
oxides. Our results suggests that these 
anions may be viewed as [X–SO3]– 
complexes with X = I, IS, and ISO, 
respectively, linked by I–S or S–S bonds. In the second case, we are interested in 
understanding chemistry of disulfide bonds.  

Collaborators on this project include Xue-Bin Wang(PNNL), C. J. Mundy 
(PNNL), S. M. Kathmann(PNNL), G. K. Schenter(PNNL), S. S. Xantheas (PNNL), 
Sergei Lymar (BNL) 

 
 
Publications: 
 
Valiev, M.; Deng, S. H. M.; Wang, X.-B., How Anion Chaotrope Changes the Local Structure of 
Water: Insights from Photoelectron Spectroscopy and Theoretical Modeling of SCN– Water 
Clusters, Journal of Physical Chemistry B 2015. 

Bhaskaran-Nair, K.; Valiev, M.; Deng, S. H. M.; Shelton, W. A.; Kowalski, K.; Wang, X.-B., Probing 
microhydration effect on the electronic structure of the GFP chromophore anion: Photoelectron 
spectroscopy and theoretical investigations. Journal of Chemical Physics 2015, 143 (22), 224301. 

Experimental and calculated photo-electron 
spectrum of deprotonated cysteine sulfenic acid 

radical anion
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Chemical Kinetics and Dynamics at Interfaces  
Cluster Model Investigation of Condensed Phase Phenomena  
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Program Scope 
We aim at obtaining a molecular-level understanding of solution chemistry and condensed phase 
phenomena using gas phase clusters as model systems. Clusters occupy an intermediate region between 
gas phase molecules and the condensed states of matter and play an important role in heterogeneous 
catalysis, aerosol chemistry, and biological processes. We use electrospray ionization (ESI) to generate a 
wide variety of molecular and ionic clusters to simulate key species involved in the condensed phase 
reactions and transformations, and characterize them using low temperature, and temperature-controlled 
negative ion photoelectron spectroscopy (NIPES). Inter- and intra-molecular interactions and their 
variation as function of size and composition, important to understand complex chemical reactions and 
nucleation processes in condensed and interfacial phases can be directly obtained. Experiments and ab 
initio calculations are synergistically combined to (1) obtain a molecular-level understanding of the 
solvation and stabilization of complex singly- and multiply-charged anions important in condensed 
phases; (2) probe solute specific effects in hydrated anion and neutral clusters; (3) study temperature-
dependent conformation changes and isomer populations of complex solvated clusters; (4) quantify 
thermodynamic driving forces resulting from hydrogen-bonded networks formed in aerosol nucleation 
processes and enzymatic catalytic reactions; (5) investigate intrinsic electronic structures of 
environmentally and catalytically important species and reactive diradicals; and (6) understand the 
molecular processes and initial steps of dissolution of salt molecules in polar solvents. The central theme 
of this research program lies at obtaining a fundamental understanding of environmental materials and 
solution chemistry important to many primary DOE missions (waste storage, subsurface and atmospheric 
contaminant transport, catalysis, etc.), and enhances scientific synergies between experimental and 
theoretical studies towards achieving such goals. 

Recent Progress 
Molecular Level Probe of Anion-ππ Specific Interactions. Proposed in theory and confirmed to exist, 
anion‒π interactions have been recognized as new and important non-covalent binding forces. Despite 
extensive theoretical studies, numerous crystal structure identifications, and a plethora of solution phase 
investigations, anion‒π interaction strengths that are free from complications of condensed phase 
environments, have not been directly measured. We conducted a joint photoelectron spectroscopic and 
theoretical study on this subject, in which tetraoxacalix[2]arene[2]triazine 1, an electron-deficient and 
cavity self-tunable macrocyclic molecule was used as a charge-neutral host to probe its interactions with a 
series of anions with distinctly different shapes and charge states (spherical halides Cl‒, Br‒, I‒,  linear 
thiocyanate SCN‒, trigonal planar nitrate NO3

‒, pyramidic iodate IO3
‒, and tetrahedral sulfate SO4

2‒). The 
electron binding energies of the resultant gaseous 1:1 complexes (1•Cl‒, 1•Br‒, 1•I‒, 1•SCN‒, 1•NO3

‒, 
1•IO3

‒ and 1•SO4
2‒) were directly measured experimentally, exhibiting substantial non-covalent 

interactions with pronounced anion specific effects. The binding strengths between Cl‒, NO3
‒, IO3

‒ and 1 
are found to be strongest among all singly charged anions, amounting to ca. 30 kcal/mol, but only about 
40% of that between 1 and SO4

2‒. Quantum chemical calculations reveal that all anions reside in the 
center of the cavity of 1 with anion‒π binding motif in the complexes’ optimized structures, where 1 is 
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seen to be able to self-regulate its cavity structure to accommodate anions of different geometries and 
three-dimensional shapes. Electron density surface and charge distribution analyses further support 
anion‒π binding. The calculated  binding energies of the anions and 1 nicely reproduce the 
experimentally estimated electron binding energy increase. This work illustrates that size-selective 
photoelectron spectroscopy combined with theoretical calculations represent a powerful technique to 
probe anion‒π interactions and has potential to provide quantitative guest-host molecular binding 
strengths and unravel fundamental insights in specific anion recognition (J Zhang, B Zhou, ZR Sun, and 
XB Wang. Phys. Chem. Chem. Phys. 2015, 17, 3131-3141). 

Photoelectron Spectroscopic Studies of the Green Fluorescent Protein (GFP) Chromophore and 
Microhydration Effect on its Electronic Structure: We reported a NIPES study of the model green 
fluorescent protein (GFP) chromophore anion. Despite the considerable size and low symmetry of the 
molecule, well resolved vibrational structures were obtained with the 0–0 transition being the most 
intense peak, from which the adiabatic (ADE) and vertical detachment energy (VDE) were determined, 
both higher than the energy level of the bright excited S1 state of the chromophore anion. Hence our study 
reveals unambiguously the excited S1 state being a true bound state, a key parameter that determines 
fluorescence efficiency and the photoresponse of GFP (SHM Deng, XY Kong, GX Zhang, Y Yang, WJ 
Zheng, ZR Sun, DQ Zhang, and XB Wang, J. Phys. Chem. Lett. 2014, 5, 2155-2159). The photophysics 
of the GFP chromophore is also critically dependent on its local structure and environment. In spite of 
extensive experimental and computational studies, there remain many open questions regarding the key 
fundamental variables that govern the photoresponse of GFP. One outstanding problem is the role of 
autoionization as a possible relaxation pathway of the excited state under different environmental 
conditions. This issue was considered in our recent work through combined experimental and theoretical 
studies of microsolvated clusters of the GFP chromophore anion. Through selective generation of 
microsolvated structures of predetermined size and subsequent analysis of experimental photoelectron 
spectra by high level ab initio methods we are able to precisely identify the structure of the system, 
establish the accuracy of theoretical calculations, and provide a reliable description of the auto-ionization 
process as a function of the hydrogen-bonding environment. Our study clearly illustrates that the first few 
water molecules progressively stabilize the excited state of the chromophore anion against the 
autodetached neutral state, which should be an important trait for crystallographic water molecules in 
GFPs that has not been fully explored to date (K Bhaskaran-Nair, M Valiev, SH Deng, WA Shelton, K 
Kowalski, and XB Wang. J. Chem. Phys. 2015, 143, 224301-1-6, 2015). 

Probe Electronic Structures and Electron Affinities of Environmentally Important Species − the CO3 

Radical Anion (CO3
•–): Carbon trioxide, CO3, is an unusual molecule with a long history. It is important 

in both atmospheric chemistry and astrochemistry as an intermediate in the photoreaction of O3 with CO2 
and as a reactive intermediate in the photoreaction of CO2 with itself. Despite extensive experimental and 
theoretical studies, surprisingly, fundamental information about the electronic structure and electron 
affinity of CO3 has not yet been directly measured. We report the first NIPE spectrum of CO3

•–. The CO3 

radical anion (CO3
•–) has been formed by electrospraying carbonate dianion (CO3

2–) into the gas phase. 
The NIPE spectrum of CO3

•– shows that, unlike the isoelectronic trimethylenemethane [C(CH2)3], D3h  
carbon trioxide (CO3) has a singlet ground state. From the NIPE spectrum, the electron affinity of D3h 

singlet CO3 was, for the first time, directly determined to be EA = 4.06 ± 0.03 eV, and the energy 
difference between the D3h singlet and the lowest triplet was measured as ∆EST = − 17.8 ± 0.9 kcal/mol. 
The obtained electronic structure information and electron affinity may help to understand the critical 
roles of CO3 in CO2 chemical transformations for long term sequestration (DA Hrovat, GL Hou, B Chen, 
XB Wang, and WT Borden, Chem. Sci. 2016, 7, 1142-1150). 
 

Future Directions 

The main thrust of our BES program will continue to be on cluster model studies of condensed phase 
phenomena in the gas phase. The experimental capabilities that we have developed give us the 
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opportunity to attack a broad range of fundamental chemical physics problems pertinent to ionic 
solvation, solution chemistry, homogeneous / heterogeneous catalysis, aerosol chemistry, biological 
processes, and material synthesis. The ability to cool and control ion temperature enables us to study 
different isomer populations and conformation changes of environmentally important hydrated clusters. 
Another major direction is to use gaseous clusters to model ion-specific interactions in solutions, ion 
transport, and ion-receptor interactions in biological systems, and initial nucleation processes relevant to 
atmospheric aerosol formation.  
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This project will probe the surface chemistry of 
organic molecules residing on nanometer and micron-sized aqueous droplets exposed to gas phase 
hydroxyl radicals using atmospheric pressure surface sensitive mass spectrometry and ambient 
pressure photoelectron spectroscopy.  This program aims to: 

Quantify the link between molecular structure, phase and surface reactivity at aqueous and 
organic interfaces using aerosols of nanoparticles and micron-sized droplets. 

This work broadly supports the Department of Energy’s Basic Energy Sciences program to better 
assess, mitigate and control the efficiency, utilization, and environmental impacts of energy use. 
This work seeks a rigorous molecular understanding of how heterogeneous reaction pathways lead 
to either bulk solvation of a surface active organic molecule or its removal from the interface 
through decomposition into gas phase products.  Understanding these fundamental processes are 
critical for predicting the chemical fate of hydrocarbon byproducts of energy use and consumption. 

During the last funding period we have focused on the completing our work on 
the elucidating the interfacial chemistry of cloud droplet formation on organic aerosols. We have 
completed our measurements and analysis. We observed unexpectedly that droplet sizes measured 
at cloud activation conditions were 40-60% larger than predicted by theory assuming that the 
organic material is dissolved inside the droplet bulk.  Our model analysis of the experimental 
results revealed a new interfacial mechanism for cloud droplet formation on organic rich aerosols.  
We incorporated a monolayer equation of state and isotherm (known in previous literature as the 
compressed film model) into Köhler Theory (an established approach to predict cloud droplet 
formation).  This model explains the larger cloud droplets that form at activation, and showed how 
interfacial molecules can depress surface tension and fundamentally alter the relationship between 
the quantity of water vapor in the gas phase and the resulting droplet size.  In fact the role of 
interfacial organic molecules is somewhat subtle, in that surface tension by these molecules 
doesn’t appreciable enhance cloud droplet formation, but rather increases the hygroscopicity (i.e. 
water content) of the aerosol by allowing it to grow larger than the simple case of bulk dissolution.  
This work shows that current cloud droplet formation parameterizations (which neglect surface 
chemistry) used in climate and region models is based, for many aerosol types, on incorrect 
physics.  In our manuscript we show how parameterizations based on this new mechanism 
(compressed film model of cloud droplet activation) could be implemented in such models.  

We have completed and published our first results from our aerosol optical tweezer instrument.  In 
this work we develop a new approach that combines single droplets confined in an optical trap 
with isotopic exchange (D2O/H2O).  This approach allows us to measure the water diffusion 
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coefficient over a broad range (Dw ~10-12 – 10-17 m2 s-1) for viscous organic liquids (citric acid, 
sucrose and shikimic acid) and inorganic gels (magnesium sulfate, MgSO4). This approach is 
integral to our larger effort to understand the coupling and feedbacks between surface reactions 
and diffusive transport in ultra-viscous, glassy and amorphous gel phases. 

We have also continued our work into how the structure of an organic molecule, in particular in 
the presence of hydroxyl groups, controls the heterogeneous reaction mechanism of oxygenated 
organic compounds. This work investigates the OH-radical initiated oxidation of aqueous tartaric 
acid (C4H6O6) droplets using an aerosol flow tube reactor. The aerosol mass spectra reveal that 
four major reaction products are formed: a single C4 functionalization product (C4H4O6) and three 
C3 fragmentation products (C3H4O4, C3H2O4, and C3H2O5). The C4 functionalization product does 
not originate from peroxy radical self-reactions, but instead forms via a α-hydroxylperoxy radical 
intermediate produced from the OH abstraction at the tertiary carbon site. The proximity of a 
hydroxyl group to the peroxy moiety enhances the unimolecular HO2 elimination from the α-
hydroxylperoxy intermediate to form the reaction products we observe. These results are in 
contrast with our previous work on two structurally related dicarboxylic acids which lack a 
hydroxyl group (succinic acid and 2,3-dimethylsuccinic acid).  Together these results will provide 
a more comprehensive picture as to how the identity and location of functional groups (i.e.methyl 
vs. hydroxyl groups) alters heterogeneous OH reaction mechanisms. 

Finally, we have made progress on building and coupling a two ring electrodynamic balance 
(EDB) with atmospheric pressure extractive electrospray ionization mass spectrometry.  The EDB 
is designed to trap “clouds” of micron-sized droplets for long periods of time (seconds to days).  
The ability to trap droplets of these longs time scales (hours to days) allows us to access 
heterogeneous reaction mechanisms that are not dominated by peroxy + peroxy radical reactions.  
Key science questions that we will address is how unimolecular peroxy radical reactions complete 
with bimolecular reactions at aqueous interfaces.  To accomplish this requires coupling the EDB 
to our existing Orbitrap mass spectrometer to obtain single droplet mass spectra.  We have develop 
such an interface in which we can simultaneously store 10-20 droplets for hours in the trap and 
then eject them on demand from the trap into an extractive electrospray ionization source.  We 
have measured single droplet mass spectra for a test reaction (oleic acid droplets + ozone) over 
many hours and succeeded in observing the correct products of the reaction as well as the correct 
heterogeneous reaction rate. 

: Moving beyond our prototype two ring EDB we will design and build a more 
sophisticated version based upon a linear quadrupole design.  This quad design has superior 
particle stability enabling in additional to mass spectrometry, spectroscopic (i.e. Raman and 
dynamic light scattering) probing of single droplet arrays (100’s of droplets).  The approach will 
utilize the same mass spectrometry interface described above.  The science objectives of this 
instrument will again be focused on understanding how unimolecular reaction of free radical 
intermediates formed at droplet surfaces compete with bimolecular reactions and depend upon the 
water content of the droplet.  Water can participant directly or catalytically in free radical reaction 
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mechanisms as well as controlling the transport properties in the aerosol (glassy vs. fluid droplets.)  
In this respect we hope to obtain a detailed molecular picture of the complex coupling between 
surface reactions and the availability and mobility of interfacial organic reactants. 

We have also begun detailed measurements of heterogeneous reacto-diffusive lengths.  The depth 
below the surface that a gas phase species (OH or ozone) can travel before it reacts is an elementary 
step in all multiphase chemical reactions.  To measure these nanometer sized reacto-diffusive 
lengths we will create core shell aerosols.  The dimensions of the core and shell can be precisely 
controlled with nanometer resolution using differential mobility analysis.  Using a combination of 
reactive and unreactive shells and selecting a core material that is reactive to OH or ozone we will 
measure the transmission probability of OH and ozone as a function of shell thickness.  Simple 
Fickian models of reaction + diffusion will be used to interpret the data measured for a variety of 
systems providing value data necessary to constrain larger scale 3-D reaction diffusion simulations 
of multiphase chemistry. 
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1. Program Scope 

Mesoscale science has garnered significant attention as it builds even further on the enormous 
foundation of nanoscience created by the scientific community over the last decade. At mesoscale 
dimensions, the emergence of collective behavior naturally arises as interactions between disparate 
degrees of freedom (electronic, mechanical, and chemical phenomena all acting in concert) 
become dominant. While classical molecular dynamics can handle hundreds of thousands of 
atoms, it cannot provide a first-principles based description of mesoscale systems at the quantum 
level. At the other extreme, conventional Kohn-Sham DFT methods can probe the true quantum 
nature of chemical systems; however, these methods cannot tackle the large sizes relevant to 
mesoscale phenomena. The density functional tight binding (DFTB) formalism utilized in this 
project provides a viable approach for probing these mesoscale systems at a quantum mechanical 
level of detail. Moreover, the new non-empirical corrections and GPU enhancements implemented 
in this project will enable a detailed assessment of the importance of quantum effects in mesoscale 
processes, creating an exciting opportunity for BES leadership in these large, complex systems. 

To address these complex mesoscale systems, this project has two complementary but parallel 
thrusts: (1) introducing self-interaction corrections for improving the accuracy of DFTB and (2) 
implementing massively-parallelized GPUs for calculating the electron dynamics of these large 
systems. Improving the accuracy of DFTB is vital since exchange-correlation effects can still 
remain very strong in mesoscale systems, and it is crucial to incorporate quantum-based non-
empirical corrections in DFTB to treat these large, complex systems. At the same time, enhancing 
the computational efficiency of DFTB is also essential since optimal computational performance 
is required for addressing the large size scales associated with mesoscale processes. Within the 
broader computational objectives of DOE-BES, the DFTB enhancements proposed in this project 
will also lay the computational groundwork for addressing electron dynamics in mesoscale 
materials and processes. The DOE has specifically identified electron dynamics in mesoscale 
systems as a “Grand Challenge in Basic Energy Sciences” and have called for a deeper 
understanding of mesoscale dynamics in complex systems. To further our understanding of these 
large mesoscale structures, this project will implement two different (but complementary) non-
empirical corrections and GPU enhancements to the DFTB formalism described further below. 
 
2. Recent Progress 

The start date of this project was 08/15/2016, and during the past month we have focused our 
initial efforts on the second thrust of this project, specifically GPU parallelization for calculating 
the electron dynamics of large systems. The specific material systems we have chosen are large 
metallic nanocluster-molecule systems and nanocluster arrays. In particular, we are harnessing 
GPUs and implementing new computational routines to understand plasmonic interactions and 
collective many-body excitations in these metallic nanoparticles on an atomistic scale with DFTB. 
We have chosen metallic nanoparticles as an ideal system for GPU parallelization since our 
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understanding of the detailed quantum-mechanical mechanisms in these collective excitations is 
severely limited due to the sheer size and complexity of plasmonic nanostructure-molecule 
interfaces. Specifically, while classical electrodynamics methods can handle metallic 
nanostructures at a continuum level, they cannot provide a first-principles based description of 
plasmonic systems at the quantum level, which is absolutely crucial for describing electron 
tunneling processes at sub-nanometer gaps. At the other extreme, conventional linear-response 
time-dependent methods can probe the true quantum nature of chemical systems; however, these 
methods cannot tackle the large sizes relevant to collective excitations in plasmonic materials. 
Recently, using real-time time-dependent DFTB (TDDFTB), we have shown that collective 
plasmonic excitations produce large electric fields on metallic surfaces, leading to dramatic 
enhancements in the 
optical response. In 
particular, the largest 
electric field 
enhancements occur 
on regions of highest 
local curvature (i.e., at 
the corners of the 
structure), yielding 
“hot spots” on the 
surface of the metal 
nanoparticle (cf. 
Figure 1). As such, 
the development of GPU-enhanced electron dynamics methods that can resolve these features for 
large systems plays an important step in predicting and understanding the dynamics in these 
complex plasmonic systems. 

To probe the dynamics of these large systems using massively-parallelized GPUs, we calculate 
the time evolution of the density matrix from a numerical integration of the Liouville-Von 
Neumann equation of motion: 

 (1) 

where  is the DFTB density matrix, and S is the overlap matrix, which is required due to the non-
orthogonal DFTB basis functions. For extremely large systems, the memory requirements for 
storing the DFTB density matrices exceeds the GPU global memory, which severely limits the 
types of systems that can be studied. Currently, we are implementing and evaluating three custom 
algorithms for out-of-core matrix-matrix multiplication designed to address this problem for larger 
systems. Within these three different algorithms, we split the multiplicands into block matrices 
and perform the multiplication as follows:  

 (2) 

In Algorithm 1, memory is allocated for one submatrix of the first multiplicand and one 
submatrix of the second. The single multiply is performed, and memory is copied back to the 
product matrix before moving on to the next computation. Of the three algorithms tested, this uses 
the least memory of the algorithms, but generates the most memory transfer operations as we split 
the matrix into more submatrices. In Algorithm 2, memory is allocated for one submatrix of the 
first multiplicand and the entire second multiplicand. Using this additional memory, we are able 

Figure 1. Electric field enhancement obtained from RT-TDDFTB for (a) an 
icosahedral-shaped sodium nanoparticle and (b) a rod-shaped sodium nanoparticle. 
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to launch all of the kernels for one row group at once. This allows for better performance at the 
cost of additional memory requirements. Finally, for Algorithm 3, we modified the first algorithm 
and pipelined it with CUDA streams, with each thread in the operation having a corresponding 
CUDA stream. This increases the performance of the first algorithm in most cases when the 
number of threads and streams is optimal for the number of submatrices and the size of the 
problem. A downside of this approach is that this algorithm uses more memory than the first on 
both the host and the GPU, because each thread or stream needs a context to work in. 

Using these custom GPU algorithms, we have calculated the absorption spectrum of extremely 
large gold nanoparticles obtained from the 
Fourier transform of the time-dependent 
dipole moment after deconvolution of the 
applied electric field (cf. Figure 2). It is worth 
mentioning that it is computationally 
prohibitive to obtain these results with 
conventional Casida-type TDDFT methods 
due to the immense size of these systems, 
whereas the entire spectrum can be directly 
obtained with the RT-TDDFTB approach. 
Most importantly, as opposed to frequency-
domain calculations common in linear-
response TD-DFT, it is relatively 
straightforward to parallelize the time-
propagation steps on GPUs. We are still 
evaluating the efficiencies in each of the three 
different algorithms, and our preliminary 
assessment is as follows: Algorithm 1, though 
a naive approach, works very well, and 
actually outperforms the other two algorithms 
in certain cases. However, as the matrices get 
very large, it becomes prohibitive to perform 
the multiplication with a small number of 
submatrices, and the algorithm’s performance 
subsequently suffers. Algorithm 2 exhibits the 
best performance for multiplications where it 
can store one of the multiplicands in GPU 
memory; however, once that size is exceeded, 
algorithm 2 is less useful. Algorithm 3 serves 
as a pipelined version of Algorithm 1 which puts the amount of memory it uses on a sliding 
measure between algorithm 1 and 2. Accordingly, it exhibits the best performance of all three 
algorithms for all matrix sizes tested in this project. 
 
3. Future Plans 

As mentioned in the Program Scope, this project has two parallel thrusts: (1) introducing self-
interaction corrections to DFTB and (2) implementing new GPU algorithms in DFTB for 
efficiently calculating the electron dynamics of these large systems. Starting in late 2016, we 
intend to focus strongly on thrust (1) by implementing unitarily-invariant self-interaction 

Figure 2. Top: Large, icosahedral-shaped gold 
nanoparticles containing up to 12,735 orbitals; Bottom: 
Absorption spectra of gold nanoparticles obtained from 
the GPU-enhanced RT-TDDFTB approach. 
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corrections (SICs) to DFTB using Fermi Orbitals (FOs) as described by Pederson and coworkers 
(Pederson, M.R.; Ruzsinszky, A.; Perdeew, J. P. J. Chem. Phys. 2014, 140, 121103). The specific 
procedure for implementing the DFTB FO-SIC approach in this project is summarized in Figure 
3 and given as follows: (1) For a set of DFTB orbitals, , N centroid positions  
will be found which provides a set of N normalized 
linearly independent (but not orthogonal) FOs, 

; (2) Löwdin’s method of symmetric 
orthonormalization will then be used to construct a set 
of localized orthonormal orbitals,  and 
construct the SIC-DFTB energy in Eq. (6) from the set 
of FOs; (3) the SIC-DFTB energy will be minimized as 
a function of the DFTB orbitals and the FO centroids. 
In summary, this procedure will allow us to construct N 
localized DFTB orbitals from N quasi-classical 
electronic positions  for calculating the 
SIC energy. Again, the key advantage of this approach 
is that it leads to localized orbitals that retain size-
extensivity of the DFTB Hamiltonian. Most 
importantly, this approach circumvents the original 
Perdew-Zunger localization equations which scale as 
O  for a small number of electrons. In a recent 
publication, Pederson also presented closed-form 
expressions for derivatives of the FO centroid positions 
required for efficient minimization of the SIC energy 
(Pederson, M. R. J. Chem. Phys. 2015, 142, 064112). 
These derivatives vanish when the energy is minimized 
and will also be used in this project to efficiently navigate to the minimum energy. As such, the 
simple procedure for solving the FO-SIC equations can easily scale as favorably as DFTB itself, 
and even further efficiency may be obtained by accounting for the sparsity inherent to the DFTB 
approach. To validate the SIC-DFTB approach and to mitigate errors in this thrust, detailed 
comparisons between DFTB-FOs and standard DFT-FOs will be analyzed. For example, the FOs 
account for all the density at a given point in space and are, therefore, very localized orbitals. For 
example, the DFTB FO centroids for CO2, C2, and N2 will be directly compared to the centroids 
computed by Pederson et al. to confirm that the DFTB FO centroids form vertices on distorted 
tetrahedral similar to their previous work. Finally, to further mitigate any errors in this task, several 
tests of the proposed DFTB code against high-level benchmark calculations will be carried out. 
Specifically, fundamental gaps and quasiparticle orbital energies generated from the modified 
DFTB code will be compared to rigorous GW and experimental values. With the DFTB FO-SIC 
approach properly benchmarked, it is anticipated that these corrections to DFTB will significantly 
improve the description of other electronic properties such as quasiparticle energy levels and 
excited state properties, which will be coupled with the GPU enhancements mentioned previously 
to probe the electronic structure and dynamics of large systems in this project. 
 
4. Recent Progress 

Due to the recent start date of 08/15/2016, no publications have been produced under this 
award. 

Figure 3. Algorithmic flowchart for 
implementing the DFTB FO-SIC approach. 
The computed outputs of each block are 
listed next to the dotted arrows, which are 
later used in subsequent blocks. 
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Program Scope: The objective of this research effort aims at developing a comprehensive, 
molecular-level understanding of the collective phenomena associated with intermolecular 
interactions occurring in the gas phase, in guest/host molecular systems and in aqueous 
environments. The motivation of the present work stems from the desire to establish the key 
elements that describe the structural and associated spectral features of solutes in a variety of 
hydrogen bonded environments such as bulk water, aqueous interfaces and aqueous hydrates. 
Simple model systems including small molecules of complex electronic structure as well as 
aqueous clusters offer a starting point in this process by providing the test bed for validating new 
approaches for analyzing the electronic structure as well as the nature of interactions and the 
magnitude of collective phenomena at the molecular level. For instance, high level first-
principles calculations of the structures, energetics, and vibrational spectra of aqueous neutral 
and ionic clusters provide useful information needed to assess the accuracy of reduced 
representations of intermolecular interactions, such as classical potentials used to model the 
macroscopic structural and thermodynamic properties of those systems. The database of accurate 
cluster structures, binding energies, and vibrational spectra can, furthermore, aid in the 
development of new density functionals, which are appropriate for studying the underlying 
interactions. Representative applications include the development of novel descriptions of the 
electronic structure of simple molecules, the modeling of liquid water and ice, the quantitative 
description of aqueous ion solvation, the structure of 
clathrate hydrates and the interaction of host 
molecules with those guest networks. The detailed 
molecular-scale account of aqueous systems provided 
by these studies is relevant to Department of Energy 
programs in contaminant fate and transport and waste 
processing as well as hydrogen storage. 
Recent progress: We have reported the first optimum 
geometries and harmonic vibrational frequencies for 
the water ring pentamer and several hexamer clusters 
(prism, cage, cyclic and two book) at the 
CCSD(T)/aug-cc-pVDZ level of theory. The 
CCSD(T) results confirm the cooperative effect of the 
homodromic ring networks (systematic contraction of 
the nearest-neighbor (nn) intermolecular separations 
with cluster size) previously reported by MP2, albeit 
with O-O distances shorter by ~0.02 Å, indicating 
that MP2 overcorrects this effect.  The harmonic 
frequencies at the minimum geometries were obtained 

Fig. 1. Red shift of the hydrogen bonded frequencies 
(–Δω, cm-1) from the monomer’s average of 
symmetric and antisymmetric OH vibrations as a 
function of the elongation of the hydrogen bonded 
OH bond with respect to the monomer’s value (ΔR, 
Å) for the n = 2 – 6 clusters.  Blue [red] colors 
correspond to the CCSD(T) [MP2] results.  Filled 
(open) symbols denote the IR active (inactive) 
frequencies.  
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by the double differentiation of the CCSD(T) energy using an efficient scheme based on internal 
coordinates that reduces the number of required single point energy evaluations by ~15% when 
compared to the corresponding double differentiation using Cartesian coordinates.  Negligible 
differences between MP2 and CCSD(T) were found for the librational modes, while uniform 
increases of ~15 and ~25 cm-1 were observed for the bending and “free” OH harmonic 
frequencies.  The largest differences between CCSD(T) and MP2 are observed for the harmonic 
hydrogen bonded frequencies for which the former produces larger absolute values than the 
latter.  Their CCSD(T) red shifts from the monomer values (∆ω) are smaller than the MP2 ones, 
due to the fact that CCSD(T) produces shorter elongations (∆R) of the respective hydrogen 
bonded OH lengths from the monomer value with respect to MP2.  Both the MP2 and CCSD(T) 
results for the hydrogen bonded frequencies were found to closely follow the relation –∆ω = s ⋅ 
∆R, with s = 20.2 cm-1 / 0.001 Å for hydrogen bonded frequencies with IR intensities > 400 
km/mol.  The CCSD(T) harmonic frequencies, when corrected using the MP2 anharmonicities 
obtained from second order vibrational perturbation theory (VPT2), produce anharmonic 
CCSD(T) estimates that are within < 60 cm-1 from the measured infrared (IR) active bands of the 
n=2-6 clusters. The energetic order between the various hexamer isomers on the PES (prism has 
the lowest energy) previously reported at MP2 was found to be preserved at the CCSD(T) level, 
whereas the inclusion of anharmonic corrections further stabilizes the cage hexamer isomer. 

 We have furthermore established a computational protocol for the accurate estimation of 
the MP2 and CCSD(T) Complete Basis Set (CBS) limits from calculations with smaller basis 
sets of triple and even double zeta quality. Our best 
CCSD(T)/CBS estimates are -4.99±0.04 kcal/mol 
(dimer),  -15.8±0.1 kcal/mol (trimer), -27.4±0.1 kcal/ 
mol (tetramer), -35.9±0.3 kcal/mol (pentamer), -
46.2±0.3 kcal/mol (prism hexamer), -45.9±0.3 kcal/mol 
(cage hexamer), -45.4±0.3 kcal/mol (book hexamer), -
44.3±0.3 kcal/mol (ring hexamer), -73.0±0.5 kcal/mol 
(D2d octamer) and -72.9±0.5 kcal/mol (S4 octamer). We 
have found that the percentage of both the uncorrected 
( ) and BSSE-corrected ( ) binding energies 
recovered with respect to the CBS limit falls into a 
narrow range on either side of the CBS limit for each 
basis set for all clusters. In addition, this range 
decreases upon increasing the basis set. Relatively 
accurate estimates (within < 0.5%) of the CBS limits 
can be obtained when using the “⅔ , ⅓” (for the AVDZ 
set) or the “½ , ½” (for the AVTZ, AVQZ and AV5Z 
sets) mixing ratio between  and . These mixing 
rations are determined via a least-mean-squares 
approach from a dataset that encompasses clusters of 
various sizes. This protocol can be used to estimate accurate binding energies of clusters 
containing up to 30 molecules (for CCSD(T)) and up to 100 molecules (for MP2). 

Interest in water clusters in the >15 molecule range stems from the fact that clusters with 
internally solvated water molecules are widespread models that mimic the local environment of 
the condensed phase. The appearance of stable (H2O)n cluster isomers having a fully coordinated 

Fig. 2. Binding energy of the D2d isomer of the 
(H2O)8 cluster for the MP2/AVnZ series as a 
function of the cardinal number n of the basis 
set. The dashed line indicates the MP2/De

CBS 
limit. Black (red) symbols and curves 
correspond to the uncorrected (BSSE-corrected) 
binding energies,  De (De

CP). Green triangles 
trace their average values (De

ave), while the blue 
cross marks the value corresponding to 2/3 ⋅ 
De(AVDZ) + 1/3 ⋅ De

CP(AVDZ). 
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interior molecule has been theoretically predicted to 
occur around the n=17 size range. However, our 
current knowledge about their structures has remained 
hypothetical from simulations in lieu of the absence 
of precisely size-resolved experimental measure-
ments. In collaboration with the Buck and Zeuch 
groups at the Max Planck Institute and the University 
of Gottingen, Germany, we have identified a fully 
solvated isomer of (H2O)20 via a joint experimental 
isomer selective infrared (IR) excitation modulated 
photoionization spectroscopy and high level 
electronic structure calculations. The observed 
absorption patterns in the OH stretching region are 
consistent with the theoretically predicted spectra of 
two structurally distinct isomers of exceptional 
stability: A drop-like cluster with a fully coordinated 
(interior) water molecule and an edge-sharing 
pentagonal prism cluster in which all atoms are on the surface. The drop-like structure is the first 
experimentally detected water cluster exhibiting the local connectivity (two donor and two 
acceptor ligands to a central water) found in liquid water. 

Future Plans: The developed protocol for the accurate determination of the CBS limit for the 
interaction energies of weak interactions opens up a plethora of opportunities for establishing 
reliable benchmarks for weak intermolecular interactions. The protocol will be further validated 
using published results for very weak interactions (i.e. rare gas dimers), aromatic and anti-
aromatic π-π interactions as well as the interaction of guest molecules with host hydrate lattices. 
The latter are required for the construction of interaction potentials to study macroscopic 
processes related to the encapsulation and exchange of hosts such as H2, CH4 and CO2 that are 
pertinent to energy production, energy storage and Carbon sequestration.  
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FUNDAMENTAL ADVANCES IN RADIATION CHEMISTRY 
Principal Investigators: 

DM Bartels (bartels.5@nd.edu), I Carmichael, I Janik, JA LaVerne, S Ptasińska 
Notre Dame Radiation Laboratory, University of Notre Dame, Notre Dame, IN 46556 

SCOPE 
Research in fundamental advances in radiation chemistry is organized around two themes. First, 
energy deposition and transport seeks to describe how energetic charged particles and photons 
interact with matter to produce tracks of highly reactive transients, whose recombination and escape 
ultimately determine the chemical effect of the impinging radiation. The work described in this part is 
focused on fundamental problems specific to the action of ionizing radiation. Particular projects 
include investigation of neutron radiolysis in high temperature water, experimental and theoretical 
investigation of the VUV spectra of liquids up to supercritical conditions, chemistry of highly excited 
states in spur and track recombination in aromatic hydrocarbon liquids, and investigation of a novel 
radiation source, the atmospheric pressure plasma jet. The second thrust deals with structure, 
properties and reactions of free radicals in condensed phases. Challenges being addressed include 
the experimental and theoretical investigation of solvated electron reaction rates, measurement of 
radical reaction rates in high temperature water, determination of the redox potentials of hyper-
reduced transition metal ions, and investigation of the structure and reactivity of OH radical adducts. 

PROGRESS AND PLANS 
 Quantum diffusion of atomic hydrogen isotopes in water was studied in a combined 
experimental and simulation study. Relative diffusion coefficients were determined in water for 
the D, H, and Mu isotopes of atomic hydrogen, by measuring their diffusion-limited spin 
exchange rate constants with Ni2+ as a function of temperature.  H and D atoms were generated 
by pulse radiolysis of water and measured by time resolved pulsed EPR.  Mu atoms are detected 
by muonium spin resonance.  To isolate the atomic mass effect from solvent isotope effect, all 
three spin exchange rates were measured in 90% D2O.  The diffusion depends on the atomic 
mass, demonstrating breakdown of Stokes-Einstein behavior.  The diffusion can be understood 
using a combination of water "cavity diffusion" and "hopping" mechanisms, as has been 
proposed in the literature.  The H/D isotope effect agrees with previous modeling using Ring 
Polymer Molecular Dynamics (RPMD). The "quantum swelling" effect on muonium due to its 
larger de Broglie wavelength does not seem to slow its "hopping" diffusion as much as predicted 
in previous work. Quantum effects of both the atom mass and the water librations have been 
modeled using RPMD and a qTIP4P/f quantized flexible water model. These results suggest that 
the muonium diffusion is very sensitive to the muonium vs. water potential used. 
 Molecular hydrogen is a primary product of the interaction of low-LET (γ, β) radiation 
with water, and previous measurements have shown that its initial yield increases at elevated 
temperature. This has been the subject of controversy because more atomic H and eaq

− free 
radicals escape recombination at elevated temperature, and the corresponding H2 product should 
decrease. Room temperature experiments have demonstrated that a large fraction of H2 also 
comes from early physico-chemical processes (presumably electron-hole charge recombination 
and/or dissociative electron attachment) which can be suppressed by scavenging pre-solvated 
electrons.  We extended these scavenging measurements up to 350 °C to investigate why the 
overall H2 yield increases. It is found that most of the H2 yield increase is due to the presolvation 
processes. Relatively small changes in the scavenging efficiency vs. LET, and a significant effect 
of temperature depending on the (positive or negative) charge of the scavenger, indicate that the 
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presolvation H2 is dominated by electron-hole charge recombination rather than dissociative 
electron attachment at all temperatures. This means that virtually all popular water radiolysis 
modeling codes incorporate the wrong mechanism (DEA) for H2 production. 
 Reactions of the hydrated electron with divalent aqueous transition-metal ions: Cd2+, 
Zn2+, Ni2+, Cu2+, Co2+, Fe2+ and Mn2+ were studied using a pulse radiolysis technique up to 
300oC.  The activation energies obtained from the Arrhenius plots are in the range of 14.5 to 40.6 
kJ/mol.  Pre-exponential factors are quite large, between 1 × 1013 and 7 × 1015 M−1 s−1.  There 
appears to be a large degree of entropy-enthalpy compensation in the activation of Zn2+, Ni2+, 
Co2+ and Cu2+, as the larger pre-exponential factors strongly correlate with higher activation 
energy.  Saturation of the ionic strength effect suggests that these reactions could be long-range 
nonadiabatic electron "jumps", but Marcus theory is incompatible with direct formation of 
ground state (M+)aq ions.  A self-consistent explanation is that electron transfer occurs to excited 
states derived from the metal 4s orbitals.  Ionic strength effect in the Mn2+ and Fe2+ reactions 
suggests that these proceed by short-range adiabatic electron attachment involving breakdown of 
the water coordination shell.  

Waste separations are generally based on the extraction of isotopes from aqueous nitric 
acid solutions into a solid or liquid organic phase. Nitrate is known to be a good scavenger for 
the hydrated electron and its precursor, but little is known about the overall chemistry of these 
systems at the very high nitrate concentrations (6M) used in separations and for various types of 
LET.  The initial focus of our study has been on nitrite production and later studies will 
incorporate H2 production and modeling. Reduction of the nitrate is generally initiated by the 
reaction of the hydrated electron (or presolvated electron at high NO3

- concentrations). 
 eaq

− + NO3
−   NO3

2− 
 NO3

2− + H2O  NO2 + 2OH− 
 NO2 + NO2 + H2O  NO3

− + NO2
− + 2H+  

The oxidizing OH radical will undergo a wide variety of reactions, one of which will reduce the 
nitrite ion concentration in the following reaction. 

OH + NO2
−  NO2 + OH− 

Measured nitrite ion yields are due to the competition between oxidizing and reducing processes. 
Irradiations have been performed with both γ-rays and 5 MeV He ions, the latter to mimic α-
particle radiolysis. Nitrate concentrations have been varied from 1 mM to 6 M in order to 
reproduce conditions in separation streams. Nitrite yields are found to increase with increasing 
nitrate concentration as expected from scavenging of the hydrated electron and its precursor in 
the γ-ray spur or He ion track. At nitrate concentrations above 1 M, direct effects begin to occur 
and one observes direct decomposition of the nitrate ion itself. This process will obviously be 
rather important in actual separation conditions.  A very strong dose effect was observed in these 
systems at certain nitrate concentrations suggesting complex long-time chemistry as well. 
Further studies will vary LET over a wider range and include high acid concentrations. Track 
diffusion kinetic models will be applied in order to fully understand these systems. 

Reactive species present in a helium atmospheric pressure plasma jet (He-APPJ) were 
recently characterized by optical emission spectroscopy (OES). In addition, OES was used to 
study the relative emission intensities of various species produced when oxygen was added to 
He. The emission spectra were obtained from two regions of our plasma system: one between the 
high voltage and ground electrodes (core region) and the other a few cm away from the nozzle 
into the air (jet region). The emission spectrum obtained in the core region of the APPJ in He 
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was composed of lines from metastable He, He2, N2, N2
+, H, OH, and O. The emission spectra of 

the jet region of the APPJ in He and a He/O2 mixture were significantly different from the those 
measured in the core region. The intense N2 emission lines observed in the jet region are typical 
of plasma ignited in atmospheric conditions and are produced by the interaction of the plasma jet 
with the surrounding air. A 2D numerical model that described the gas dynamics and the 
afterglow chemistry in an APPJ operating in He with humid air impurity complemented the 
experimental work. The model consisted of two parts, that of the background gas dynamics, and 
of the afterglow chemistry. The former describes the gas flow and mixing of the He/air mixture 
inside and outside the plasma jet, while the latter describes the chemistry outside the plasma jet. 
Presently, we are developing novel and complementary diagnostics, such as interferometry and 
Schlieren photography, necessary to probe physical properties of APPJs which have strong 
spatial gradients, reduced time scales, and an enormous number of processes.  

High-resolution VUV supercritical water absorption spectra were acquired for the first 
time at 381°C at 15 different pressures ranging from 4 to 300 bar, with corresponding densities 
ranging from 0.0013 to 0.529 g cm-3. At the lowest pressures, the SCW data mimic gas-phase 
results for the water monomer.  The calculated Ã state monomer surface is purely repulsive with 
respect to extension of either O-H bond, and Franck-Condon excitation to this PES accesses the 
saddle point above and between the two equivalent dissociation channels. The diffuse structure 
in the measured absorption spectrum has been assigned to motion in this saddle point region 
perpendicular to the dissociation co-ordinate, corresponding to the symmetric stretch. The 
diffuse nature of the structure reflects the short-lived nature of the stretching resonances. Upon 
increase of the pressure up to 300 bar, two main effects are observed: (i) a 0.28 eV blue shift, 
related to the rise in the population of water dimers and trimers and (ii) disappearance of the 
vibrational coherence feature. We suppose that the coherence only exists in isolated monomer 
species, and its disappearance corresponds to perturbation of the C2v monomer electronic 
symmetry. Detailed analysis of the spectra allowed us to determine the threshold intermolecular 
distances needed to extinguish the coherence feature, resulting in surprisingly large distances on 
the order of 4.5Å. 

Time-resolved resonance Raman (TRRR) spectroscopy was applied to characterize 
primary intermediates produced at the early stages of OH induced oxidation of metal cations 
(Tl+, Ag+, Cu2+, Sn2+) in aqueous solutions. It has been suggested in the past that these 
intermediates having characteristic transient absorption spectra located in the UV region, 
originate from OH adducts to the respective metal aquo cations. Yet the nature of the bonding 
between metal and oxygen of electrophilic OH radicals has never been examined. We were able 
to observe vibrational spectroscopic signatures of the intermediates produced by oxidation of Tl+ 
and Ag+ by Raman scattering in resonance with their transient absorptions at 350 nm and 
295 nm, respectively. TRRR spectra of both intermediates resemble pseudo-diatomic OH 
adducts to halides or sulfides, where only one fundamental vibration with a progression of 
overtones was observed. The fundamental signal in the TlOH+ and AgOH+ intermediate spectra 
have been assigned to X-O (X=Tl, Ag) bond symmetric stretch and had 383 and 483 cm-1 Raman 
shifts, respectively. Exchange of the solvent from light water to heavy water caused the 
fundamental Raman shifts to decrease by several wavenumbers indicating that both adducts are 
protonated. From the progression of the observable overtones, the harmonic frequency, 
anharmonicity constant, and bond dissociation energies of TlOH+ and AgOH+ were estimated. 
Based on the spectroscopic parameters it seems that the character of metal-oxygen bond differs 
significantly between the two. The bond nature in AgOH+ resembles a single covalent bond, 
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whereas in TlOH+ the data imply weak hemibonding with large anharmonicity (~8.8 cm-1) and 
very low dissociation energy (0.6 eV). 

PUBLICATIONS WITH BES SUPPORT SINCE 2014 
Kosno K.; Janik I.; Celuch M.; Mirkowski J.; Kisała, J.; Pogocki, D.  Isr. J. Chem. 2014, 54, 302-315 The role of pH 
in the mechanism of •OH radical induced oxidation of nicotine. 
Han X., Cantrell W.A., Escobar E.E., Ptasinska S.  Eur. Phys. J  2014, D68, 46.  Plasmid DNA Damage Induced by 
Helium Atmospheric Pressure Plasma Jet. 
Zhang X. , Ptasinska S.. J. Phys. D. 2014, 47, 145202.  Growth of Silicon Oxynitride Films by Atmospheric 
Pressure Plasma Jet. 
Bahnev B., Bowden M.D., Stypczynska A., Ptasinska S., Mason N.J.; Braithwaite N.St.J. Eur. Phys. J D 2014, 68, 
140-1-5 A novel method for the detection of plasma jet boundaries by exploring DNA damage. 
Han X., Liu Y, Stack M.S., Ptasinska S. J. Phys: Conf. Ser. 2014, 565, 012011-1-6 3D Mapping of plasma effective 
areas via detection of cancer cell damage induced by atmospheric pressure plasma jets. 
Kanjana K.; Walker J.A.; Bartels D.M. J. Phys. Chem. A 2015, 119, 1830-7 Hydroxymethyl Radical Self-
Recombination in High-Temperature Water. 
Rumbach P.; Bartels D.M.; Sankaran R.M.; Go D.B. Nat Commun 2015, 6 The solvation of electrons by an 
atmospheric-pressure plasma. 
Rumbach P.; Bartels D.M.; Sankaran R.M.; Go D.B. J. Phys. D: Appl. Phys. 2015, 48 The effect of air on solvated 
electron chemistry at a plasma/liquid interface. 
Kumar A., Walker J.A., Bartels, D.M., Sevilla M.D. J. Phys. Chem. A 2015, 119 A Simple ab initio Model for the 
Hydrated Electron that Matches Experiment 
Janik I., Marin T.W. Rev Sci Inst., 2015, 86, 015102. Design of an ultrashort optical transmission cell for vacuum 
ultraviolet spectroscopy of supercritical fluids. 
Arjunan K.P., Sharma V.K., Ptasinska S. Int. J. Mol. Sci. 2015, 16, 2971-3016 Effects of atmospheric pressure 
plasmas on isolated and cellular DNA – a review. 
Kanjana K.; Courtin B.; MacConnell A.; Bartels D.M. J. Phys. Chem. A 2015, 119, 11094-104 Reactions of Hexa-
aquo Transition Metal Ions with the Hydrated Electron up to 300 degrees C. 
Dawley M.M.; Tanzer K.; Carmichael I.; Denifl S.; Ptasińska S. J. Chem. Phys.2015, 142, 21501. Dissociative 
electron attachment to the gas-phase nucleobase hypoxanthine 
Sterniczuk M.; Bartels D.M. J. Phys. Chem. A 2016, 120, 200-9 Source of Molecular Hydrogen in High-
Temperature Water Radiolysis. 
Sterniczuk M.; Yakabuskie P.A.; Wren J.C.; Jacob J.A.; Bartels D.M. Radiat. Phys. Chem. 2016, 121, 35-42 Low 
LET radiolysis escape yields for reducing radicals and H2 in pressurized high temperature water. 
Walker J.A.; Mezyk S.P.; Roduner E.; Bartels D.M. The Journal of Physical Chemistry B 2016, 120, 1771-9 Isotope 
Dependence and Quantum Effects on Atomic Hydrogen Diffusion in Liquid Water. 
Janik I.; Tripathi G.N.R. J. Chem. Phys. 2016, 144, 154307-7 The nature of CO2

- radical anion in water. 
Huang W.; Ptasińska S. Appl. Surf. Sci. 2016, 367, 160-6. Functionalization of Graphene by Atmospheric Pressure 
Plasma Jet in Air or H2O2 environments.  
Adhikari E.; Ptasińska S. Eur. Phys. J. D 2016, 70, 180-7. Correlation between plasma induced DNA damage level 
and helium atmospheric pressure plasma jet (APPJ) variables.  
Arjunan K.; Obrusnik A.; Jones B.; Zajickova L.; Ptasińska S. Plasma Proc. and Polym. 2016 Effect of additive 
oxygen on the reactive species profile and microbicidal property of a helium atmospheric pressure plasma jet. 
10.1002/ppap.201600058 
 

157



Exceptionally rapid capture of radical cations made by pulse radiolysis 

Principal Investigators: Andrew R. Cook and John R. Miller 
Department of Chemistry, Brookhaven National Laboratory, Upton, NY, 11973 USA 

acook@bnl.gov, jrmiller@bnl.gov 
 
Program Scope: 

This program applies both photoexcitation and ionization by short pulses of fast electrons 
to investigate fundamental chemical problems relevant to the production and efficient use of 
energy and thus obtain unique insights not attainable with other techniques. These studies may 
play an important role in the development of safer, more effective, and environmentally beneficial 
processes for the chemical conversion of solar energy. Picosecond pulse radiolysis at the Laser 
Electron Accelerator Facility (LEAF) is employed to generate and study reactive chemical 
intermediates or other non-equilibrium states of matter in ways that are complementary to 
photolysis and electrochemistry and often uniquely accessible by radiolysis. This program also 
develops new tools for such investigations, applies them to chemical questions, and makes them 
available to the research community. Advanced experimental capabilities, such as Optical Fiber 
Single-Shot detection system (OFSS), allow us to work on fascinating systems with 5-10 ps time-
resolution that were previously prohibitive for technical reasons. 
 
Recent Progress: 

Rapid cation capture  The radiation chemistry of non-aqueous media is much less 
understood than that of water, but is an enabling science that makes important contributions to 
many areas of research in our group.  Non-aqueous solvents are often better solvents for dissolving 
molecules. Low polarity organic solvents allow minimization of energy losses due to electrostatic 
environment relaxation, which is particularly important for our investigations of charge transport 
in conjugated polymers relevant to OPV.  

An important question is whether it is possible to rapidly and in high yield oxidize solutes 
using organic solvent radical cations formed by pulse-radiolysis?  The literature is full of reports 
of solute oxidation at near (or below) diffusion limited rates in a variety of solvents.  Even at 
modest solute concentration, this means oxidation of solutes can take many nanoseconds.  Capture 
of electrons, which can have mobilities as large as 100 cm2/Vs in some non-polar liquids, can be 
far faster.  In addition, electrons are known to be captured in good yield prior to solvation on 
timescales << 10 ps.  Such mechanisms are not known for solute oxidation.  The “hole” from 
ionization is usually found to be a solvent molecular cation, which requires mass transport and 
thus diffuses slowly. Examples of electronic transport in molecular liquids are rare. An additional 
complication with organic solvent radical cations is that in many cases they can be short lived, 
fragmenting by proton transfer or C-C bond scission to make more stable cations and radicals, 
both of which may unable to oxidize solutes.  All of these factors lead to an expectation of low 
solute cation yield and slow oxidation in most solvents of interest. 

Previous results in chloroform found very different results.   As a function of concentration, 
experiments showed unknown and unexpectedly rapid and high yield capture of holes in 
chloroform, observed in OFSS experiments as “Step” increases in absorption within the 
experimental time resolution of ~15 ps.  A radiochemical yield of up to G=1.7 cations/100eV 
absorbed could be captured in CHCl3 in under 15 ps; essentially all of the capturable solvent radical 
cations.  This rather startling result was best fit by the same exponential dependence on 
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concentration used for capture of electrons prior to solvation.  The main conclusion of this work 
was that these solvent holes were not diffusing molecular ions, but being captured prior to 
solvation, implying some sort of electronic mechanism without mass transport. We considered the 
hypothesis that holes could initially be delocalized over many solvent molecules, and be captured 
at significant distances away from the center of the ionization if the wavefunction of the hole 
overlapped with a solute.  An intriguing possibility is that these delocalized holes might also 
propagate rapidly through the solvent to find solutes.  Data supported oxidation of solutes as far 
as 2.3 nm away from the center of the ionization in < 15 ps.  The results represent the first 
observations of this remarkable process. 

Recent work has been exploring how general this phenomena might be.  Is it something 
particular to CHCl3 or chlorinated solvents?  To what extent does it occur in other media?  A strong 
test is provided by solvents where solvent radical cations formed by pulse radiolysis are not known 
to oxidize solutes.  As noted above, these are solvents termed as “fragmenting”, where the initial 
solvent radical cation is known to rapidly undergo chemistry to degrade its oxidizing power.  An 
example is THF, which is often used in our group as it is a great solvent for conjugated polymers.  
It has been shown that the lifetime of the solvent radical cation is ~0.5 ps, rapidly transferring a 
proton to a neighboring THF molecule to make largely unreactive solvated protons and radicals, 
which are unable to oxidize almost all solutes.  The preferred probe molecules are brominated 
aryls, such as 2,7-dibromo-9,9-dihexyl-9H-fluorene 
(Br2F); chosen for its high solubility in many solvents, 
and a special feature that it’s anion rapidly dissociates 
to make non-absorbing Br- and a radical upon electron 
attachment.  In this way, the only species we detect is 
Br2F+•. The figure to the right compares signals 
detected in OFSS experiments (~15 ps time 
resolution) at the maximum of the Br2F+• absorption 
band for a 300mM sample in dichloroethane, which is 
well known to produce a large yield of solute radical 
cations, to THF.  The data clearly show a significant 
yield of Br2F+• in THF.  An important question is how 
much of this yield is due to direct ionization of Br2F, 
and how much may be due to capture of pre-solvated 

holes?  Using the 
signal in DCE as the maximum yield possible (Gmax~3.6), we 
find that the yield in THF is ~2x that expected for the direct 
ionization.  As in CHCl3, the yield of Br2F+• in THF as a function 
of c = [Br2F] is well described by:  , where 
q = 1/C37, and C37 = 1.5 M.  While this is a large value, it can be 
used to determine the maximum average distance for capture, 
0.45nm.  This implies that pre-solvated hole capture is occurring 

when the THF radical cation is a nearest neighbor to a Br2F molecule. 
We have made similar measurements in other fragmenting ethers, including 

tetrahydropyran(THP), 1,2-dimethoxyethane(DME) and 1,4-dioxane. We find higher yields of 
Br2F+• production in all, as well as correspondingly larger capture distances.  Our hypothesis in 

Br Br

C6H13 C6H13

R ~ 0.45 nm 
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this series is that the yield of pre-solvated hole 
capture is related to the lifetime of the solvent 
radical cation.  While this lifetime is known for 
THF, ~0.5 ps, it is not known for the others.  As a 
proxy for the solvent hole lifetime, we have 
calculated the free energy of fragmentation, ∆Gfrag, 
defined as a proton transfer from the solvent radical 
cation to a neighboring molecule.  We find a fair 
correlation between the observed yield and ∆Gfrag, 
seen to the right.  A similar correlation with C-H 
dissociation barrier is also found.  It should be noted 
that the figure to the right only considers proton 
transfer; in some molecules other fragmentation 
mechanisms may dominate or occur 
simultaneously, such as C-C bond scission suggested in the literature for DME+•, will also effect 
lifetime – possibly explaining the slightly low yield in DME.  

An important conclusion that can be drawn from this work is that the timescale for pre-
solvated hole capture in such media is likely slower than 2 ps.  If it were faster, the yield in THF 
would have been larger.  Additionally, pre-solvated hole capture provides a way to make an 
unexpected yield of solute radical cations, even in solvents where cations are not normally 
expected.  This can lead to unanticipated chemistry.  It also points to a way where solute radical 
cations may be studied in useful media where previously not thought possible.

Polyfluorene triplets  Pulse radiolysis is an excellent way to produce triplet excited 
states of solutes.  This technique has been applied to determine T1→Tn spectra and extinction 
coefficients(ε) in a series of oligomers (oFn) and polymers (pFn) of length n repeat units of 
fluorene.  An expectation was that ε would increase with oF length until a maximum defined by 
delocalization in the T1 and Tn states, then remain constant.  We find instead that it increases to a 
length of n=3, then decreases out to the longest length pF tested, with n=84.  This is combined 
with a spectrum that red-shifts until a length of 6 units, along with an oscillator strength that does 
the same.  Conjugated polymer spectra and ε as a function of length are interpreted in terms of a 
fixed polaron, with conjugation length determined by the balancing of energy and changes in 
angles and bond lengths.  The current data are suggesting a different picture, where motion of the 
polaron on the polymer chain makes for smaller changes in band angles and lengths, as it only 
resides in each part of the chain for a short time, before moving to another part.  Put another way, 
exciton motion may be faster than geometric relaxation. 

Chain length dependence on energetic properties of oligofluorenes  Redox 
potentials and excited state energies determined as functions of length for conjugated oligomers 
provide an insight to understand the electron and energy transfer in the conjugated polymers. 
Because charges and excitons are thought to form delocalized polarons of certain lengths, an 
expectation is that their energies would become constant once the length of the oligomer exceeds the 
delocalization length of the polaron.  Despite this, redox potentials have been reported to continue to 
decrease slowly past this length.  This phenomena has been described empirically as a particle in the 
box, giving a redox potential that varies linearly with 1/n.  We propose an alternate picture, in which 
the energy of the polaron becomes constant for the chain lengths greater than the delocalization 
length, while the free energy continues to slowly change due to the positional entropy arising because 
the polaron can reside at varied positions along the chain.  Using pulse radiolysis at LEAF, we have 
measured reduction potentials and triplet free energies of fluorene oligomers and a polymer with 
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lengths of 1-10 and 57 repeat units. We have shown that this alternate model works well to describe 
the measured free energies as a function of length beyond the delocalization length, reinforcing the 
view that charges and triplet excitons in conjugated chains exist as polarons and that positional 
entropy can replace a popular empirical model of the energetics. 

Future Plans: 
Work will explore other media, spanning alkanes, ethers, nitriles, and possibly alcohols for 

the rapid production of solute radical cations due to pre-solvated solvent cations.  A key goal will 
be to seek trends to shed additional light on the mechanism.  Data above suggest that pre-solvated 
hole capture may be possible on solids.  This may provide a way to study transport on conjugated 
polymers in dilute solid matrices, and make comparisons to measurements in solution.  Another 
question will focus on energetics – can step captured holes produce radical cations of solutes with 
higher IP than can diffusion of solvated holes?  A consequence of “Step” capture of holes in certain 
cases appears to be large amounts of solute excited states produced by rapid recombination.  This 
will be further explored. 
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Program Scope
Fundamental processes induced by radiation at interfaces are being probed using a wide 

variety of innovative techniques and a multidisciplinary approach. Understanding radiation 
induced processes at interfaces on the molecular scale is an immense challenge because of the 
transport of mass, charge and energy along and through the interface. Many of these interfaces 
are not well characterized and are directly or indirectly modified by the radiation. This program
is an extension of studies on fundamental radiation chemical effects in homogeneous media that 
have been and continue to be a major effort at the NDRL. Heterogeneous systems are applicable 
to a wide variety of scenarios throughout the nuclear power and solar industries. This work 
extends our extensive knowledge on the radiolysis of water and aqueous solutions to include the 
effects due to an added interface. Another active area of research involves probing the precise 
interactions occurring at gas – solid interfaces using advanced X-ray photoelectron spectroscopy 
techniques. In particular, emphasis has been given to gases at GaN and perovskites because of 
their use in photoelectrochemical devices.

Recent Progress and Future Plans
Silicon carbide is a relatively inert ceramic that has been proposed for use in the nuclear 

power industry as a replacement for the zircaloy cladding material currently being used. Most of 
the reactor systems proposed with SiC will not have water as a coolant, but almost all materials 
have dissociated chemisorbed water associated with their surface. Accidents may also introduce 
water so the radiolysis of water-SiC interfaces is extremely important. Silicon carbide α-phase and 
β-phase nanoparticles with associated water were irradiated with γ-rays and 5 MeV 4He ions 
followed by the determination of the production of molecular hydrogen, H2, and characterization 
of changes in the particle surface. The yields of H2 from SiC – water slurries were always greater 
than expected from a simple mixture rule indicating that the presence of SiC was influencing the 
production of H2 from water. The increase in H2 yields was rather modest compared to other oxides 
including zirconia, and it probably occurs through an energy transfer from the solid to liquid phase. 
Decreasing the relative water mass relative to that of the SiC led to an increase in H2 yields, which 
indicates a significant surface effect of adsorbed water. As expected for these types of materials, 
little change in the SiC surface was observed following radiolysis except for some conversion of 
β-phase SiC to the α-phase and the formation of a SiO2 oxide with He ion radiolysis. The latter 
could be due to infusion of O2 into the system and the production of ozone. A variety of other 
proposed cladding materials including SiN and graphite will be examined for changes to their 
surface as well as for any influence to the water chemistry.1

The radiolysis of aluminum interfaces associated with water occurs in a variety of scenarios 
related to nuclear power including in reactor construction in waste storage. Nanoparticles of Al2O3

with water were irradiated with γ-rays and 5 MeV He ions followed by the determination of the 
production of H2 and characterization of changes in the particle surface. Any variation in the water 
chemistry to the presence of the Al2O3 interface should lead to a variation in the yield of H2 as 
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compared to that in pure water. For Al2O3 samples with adsorbed water, the radiation chemical 
yield of H2 was found to be 79.8 ± 15.4 molecules/100 eV (1 molecule/100 eV = 1.04 x 10-7 mol/J). 
This value is to be compared with the 0.45 molecules/100 eV for pure water. Such a large 
difference shows the high degree of energy migration in this system. In slurries, the yield of H2
was observed to decrease as the amount of water present increased relative to the Al2O3. As with 
many of the other oxides examine, surface interactions have a large effect on the radiolysis of 
water on or near to the interface. Surface studies indicated that the ±-phase Al2O3 samples changed 
phase following irradiation by He ions. The surface was found to have an oxyhydroxide layer 
present on the pristine sample, which is removed by irradiation. Future endeavors in the 
examination of the radiolysis of water-oxide surfaces will more thoroughly examine the water 
chemistry, especially the interactions of Al2O3 surfaces with H2O2 as described next.

Decomposition of water leads to the formation of H2O2, which is a problem in the nuclear 
power industry because of its oxidizing nature. The addition of H2 to water in reactors is a common 
procedure to prevent the formation of H2O2 by scavenging the precursor OH radicals before they 
can recombine. The mechanism for this scavenging reaction is due to a chain reaction that was 
first isolated years ago by A. O. Allen and co-workers and essentially converts H2 and H2O2 back 
to water. Chain processes are easily influenced by impurities and other external factors such as an 
interface so the details of this process are still not understood. Long time radiation chemical studies 
of pure water will lead to a steady state concentration of H2O2 of about 1 µM.2 Solutions containing 
various amount of initial H2O2 will show a gradual decrease in its concentration until a steady state 
is reached. Radiolysis of aqueous H2O2 solutions with γ-rays and added alumina and/or H2 were
performed. The concentration of H2O2 was varied from 50 to 250 micromole and was found to 
decrease to a steady state value with increasing dose. The addition of H2 was found to increase the 
rate of loss of H2O2 with dose and a lower steady state value was reached. Addition of Al2O3 with 
H2 led to an even greater increase in the rate of decrease in H2O2 concentration with increasing 
dose and a lower steady state value. Continuing studies will examine the variations in the amount 
of Al2O3 and the H2 concentrations to map out their influence on H2O2 decay. Previous studies 
have suggested that the decomposition of H2O2 involves its adsorption onto the surface followed 
by decomposition.3 Model studies were unable to show that a simple adsorption of the H2O2 on 
the alumina surface was sufficient to account for the observed kinetics. Other experiments using a 
tris buffer were unable to show if the H2O2 actually did adsorb on the alumina surface. Further 
experiments in combination with model studies will try to identify H2O2 adsorption and its 
consequences as well as elucidate the overall mechanism. 

Recently, we conducted fundamental investigations of water adsorption and dissociation 
onto surfaces of Ga-based photoelectrodes (GaAs, GaP, and Ga-N), which can be incorporated 
into PEC solar cells, in order to elucidate the water effects on surfaces upon water splitting. Our 
latest study on water interactions with GaN showed a correlation between chemical and electronic 
structures of the H2O/GaN interface under ambient conditions.4 III-N semiconductors possess 
many favorable properties that make them promising candidates as photocathode materials in 
future PEC solar cells. By varying the elemental stoichiometry or with the application of co-
catalysts to these semiconductors, various properties, such as bandgap, lattice constant, and 
refractive index can be tuned precisely to satisfy a specific system, which also makes them 
electronically and architecturally flexible. Considerable attention has been focused recently on 
GaN as a material for photoelectrodes, thus, the H2O/GaN interfacial properties have been 
investigated both theoretically and experimentally, primarily under ultra-high vacuum conditions. 
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These studies indicated that there was detectable band bending and surface photovoltage effects 
on a pristine surface and a surface exposed to H2O. However, the interfacial chemistry and 
electronic properties of H2O/GaN under operational conditions can differ significantly.

We employed ambient pressure AP-XPS) to investigate the electronic and chemical 
properties of the H2O/GaN(0001) interface under elevated pressures and/or temperatures. A 
pristine GaN(0001) surface exhibited upward band bending, which was partially flattened when 
exposed to H2O at room temperature. However, the GaN surface work function was slightly 
reduced due to the adsorption of molecular H2O and its dissociation products. At elevated 
temperatures a negative charge generated on the surface by a vigorous H2O/GaN interfacial 
chemistry induced an increase in both the surface work function and upward band bending. We 
tracked the dissociative adsorption of H2O onto the GaN(0001) surface by recording the core-level 
photoemission spectra and obtained the electronic and chemical properties at the H2O/GaN 
interface under ambient conditions. Our results suggest a strong correlation between the electronic 
and chemical properties of the material surface. The evolution of these properties will lead to 
significantly different behavior at the electrolyte/electrode interface in a working PEC solar cell.
Therefore, there is an urgent need to investigate the relationships between semiconductor 
electronic properties with local interfacial chemistry of other III-V semiconductors (e.g., GaP, 
GaAsP, InAsP and other binary and ternary systems), which we plan to investigate in a near future. 

In addition to III-V semiconductors other type of materials were studied, namely 
perovskites.5,6 To elucidate both the chemical changes and the influence of these compositional 
changes on solar cell performance, we analyzed the results of X-ray photoelectron spectroscopy 
(XPS), scanning electron microscopy (SEM), and X-ray diffraction (XRD) of perovskite films 
exposed to ambient conditions. Chemical analysis revealed the loss of CH3NH3

+ and I¥ species 
from CH3NH3PbI3 and its subsequent decomposition into lead carbonate, lead hydroxide, and lead 
oxide. After long-term storage under ambient conditions, morphological analysis revealed the 
transformation of randomly distributed defects and cracks, initially present in the densely packed 
crystalline structure, into relatively small grains. In contrast to a PbI2 powder, CH3NH3PbI3
exhibited a different degradation trend under ambient conditions. Therefore, we proposed a
plausible CH3NH3PbI3 decomposition pathway that explains the changes in the chemical 
composition of CH3NH3PbI3 under ambient conditions. In addition, films stored under such 
conditions were incorporated into photovoltaic cells, and their performances were examined. The 
chemical changes in the decomposed films were found to cause a significant decrease in the 
photovoltaic efficiency of CH3NH3PbI3. Moreover, low-energy electrons can also affect structural 
and chemical properties of CH3NH3PbI3, leading to transformations of the organic part of the 
material, i.e., methylammonium cation.
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Scope
This program applies pulse radiolysis and complementary time-resolved techniques for 

investigating reactive intermediates and inorganic reaction mechanisms. The specific systems are 
selected based on their fundamental significance or importance in energy and environmental 
problems.

The first project investigates physical chemistry of nitrogen oxides and their congeneric 
oxoacids and oxoanions. These species play an essential role in environmental chemistry, 
particularly in the terrestrial nitrogen cycle, pollution, bioremediation, and ozone depletion.
Nitrogen-oxygen intermediates are also central to the radiation-induced reactions that occur in 
nuclear fuel processing and within attendant nuclear waste. Equally important are the biochemical
roles of nitrogen oxides. We apply time-resolved techniques for elucidation of the prospective 
reactions in terms of their thermodynamics, rates and mechanisms.

The second project deals with radiation chemistry in polar aprotic solvents. Due to their 
solubilizing properties, low nucleophilicity, and large electrochemical window, these solvents are 
widely used in mechanistic studies relevant to redox catalysis. Recently, we have shown that pulse 
radiolysis, particularly combined with time-resolved infrared detection (TRIR), is a powerful 
technique for gaining mechanistic insights into the dynamics of redox catalysis in polar aprotic 
solvents through probing normally inaccessible catalysts’ oxidation states. However, this research 
is hampered by insufficient understanding of primary radiolysis species in these solvents and by 
the deficiency of methods for directing their reactivity toward generating strong reductants or 
oxidants that can be used for initiating useful redox chemistry. Our current work focuses on
acetonitrile, which is our solvent of choice for a number of planned TRIR mechanistic studies.

The goal of the third project has been to gain mechanistic insight into proton coupled electron 
transfer (PCET). These reactions, which involve an overall transfer of a proton and an electron,
play an important role in natural and artificial photosynthetic transformations providing low 
energy pathways in charge separation, charge transport and redox catalysis. In this project, we 
apply time-resolved techniques to investigate the reaction rates dependencies upon the driving 
force. When combined with the computational thermodynamic analysis, such an approach 
provides information that is critical for distinguishing between alternative stepwise and concerted 
PCET pathways and evaluating the influence of solvent properties on the PCET mechanisms.

This abstract summarizes recent results from the last two projects; the first project was 
presented in detail at the 2014 CPIMS meeting.

Collaborators on these projects include M. Valiev (PNNL),1 J. Hurst (WSU, emeritus),2-5 D. 
Polyansky (BNL),4, M. Ertem (BNL),6 and D. Grills (BNL).7

Recent progress
CO2•– Radical in Acetonitrile. (with David C. Grills, BNL) Carbon dioxide radical anion 

(CO2•–) is a powerful reductant (Eo(CO2/CO2•–) = –1.90 V vs NHE in H2O8-9). In aqueous pulse 
radiolysis, a common strategy to generate overall reducing conditions is to add formate anion 
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(HCO2–), resulting in the scavenging of •OH and •H radicals via H-atom transfer and the production 
of CO2•–; that is,

•OH/•H + HCO2– → H2O/H2 + CO2•– (1) 
Recently, there has been increasing interest in organic solvents as media for pulse radiolysis. 

We are particularly interested in acetonitrile (CH3CN) as a solvent for mechanistic investigations 
of CO2 reduction catalysts using our recently-developed technique of pulse radiolysis combined 
with nanosecond time-resolved infrared spectroscopy (PR-TRIR).7 Compared with water, much 
less is known about the identity and reactivity of the primary radiolysis products in CH3CN. 

However, product analysis studies10-11 clearly identify 
fragmentation as the predominant radiation-induced process 
in MeCN, whereby a variety of solvent-derived radicals are 
produced as shown in the scheme to the left. 

It was previously proposed12 that the addition of HCO2–

to CH3CN results in the CO2•– generation through H-atom abstraction from HCO2- by the 
radiolytically-generated •CH2CN radical; that is, a reaction analogous to eq 1

•CH2CN + HCO2– → CH3CN + CO2•– (2)
More recently we presented data that could be interpreted as a support for such reactivity.7

Another pathway for the radiolytic formation of CO2•– in CH3CN, which will be important in 
investigating CO2 reduction catalysts, is the direct reduction of dissolved CO2 by the solvated 
electrons; that is,

es– + CO2– → CO2•–    (3)
However, to the best of our knowledge, the CO2•– radical has never been spectroscopically 
characterized or monitored in CH3CN solution. 

We have taken advantage of the structural 
specificity of the PR-TRIR technique to probe the 
generation of CO2•– by both of the abovementioned 
pathways. The CO2•– radical was found to absorb at 
1650 cm-1 (Figure to the right). Experiments with 
various combinations of unlabeled and 13C-labeled CO2

and HCO2– allowed us to unravel the contributions of 
the two pathways (eq. 2 and 3) into CO2•– formation. 
Our results indicate that formate predominantly acts to 
boost the yield of CO2•– from es– (eq. 3). We conjecture 
that this occurs through HCO2– serving as a base that 
scavenges protons released during the solvent 
ionization, which helps to suppress the electron-proton 
geminate recombination thereby enhancing the es–

yield. The formation of CO2•– from HCO2– through H-
atom abstraction by solvent radicals is a minor 
pathway. From literature,8-9,13 we estimate BDE(H–CO2–) ≈ 92 kcal/mol. Because BDE(H-
CH2CN) is ∼97 kcal/mol, such a reaction is thermodynamically feasible, but its small driving force 
makes it rather slow and inefficient.
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Proton-Coupled Electron Transfer.6 (with Dmitry Polyansky and Mehmed Ertem, BNL)
Photoexcitation of the polypyridine Ru(II) complex whose structure is shown to the left (L = 
bipyridine) leads to the triplet (T1) excited state, in which the electron is transferred from the Ru(II) 
center to the azaacridine ligand. This increases both the complex reduction potential (by 1.70 V)

and Brønsted basicity of the ligand (by 4.5 pKa units). Through a combination of pulse 
radiolysis and flash photolysis experiments, we have shown that the complex in its T1

is capable of oxidizing a variety of para-substituted phenols, that is,
1(T1) + R-PhOH → 1(T1)-H• + R-PhO• (4)

Although formally this reaction amounts to hydrogen atom transfer, mechanistically it constitutes 
PCET because the electron goes to the Ru center and the proton is accepted by the ligand’s N atom.
This reaction exhibits negative activation energy, whci is a clear 
indication that a precursor complex is formed betwwen 1(T1) and R-
PhOH. Computational data strongly suggest that this complex is due to 
the hydrogen bonding interaction between the ligand’s N atom and 
phenol’s OH group, as shown to the right for para-nitrophenol. This 
result emphasizes the critical role that hydrogen bonding plays in PCET 
reactions in general.

To gain a deeper mechanistic insight into reaction 4, we have employed the in-depth energy 
analysis of the three possible PCET pathways shown in the Scheme below. Based on this analysis, 
we have concluded that the nature of a para substituent plays a decisive role in the partitioning of 
reactivity between these pathways. For phenols with more electron-donating substituents (e.g.,

MeO- or Ph-), reaction 4 occurs entirely through the
diagonal, one-step pathway in the Scheme which can be
described as a concerted electron-proton transfer (EPT). In 
contrast, for phenols with electron-donating substituents 
(e.g., NC- or O2N-), the two-step PT1-ET2 pathway 
consisting of proton transfer followed by electron transfer 
within the 1(T1)-H/PhO− ion pair becomes dominant. The 
two-step ET1-PT2 pathway that begins with electron transfer 
does not play any role due to the prohibitively strong 
endothermicity of this step for all phenols.

Planned work will investigate:
• Nature and radiation yields of primary acetonitrile radiolysis products.
• Techniques for directing primary radiolysis species toward generating strong reductants or 

oxidants in acetonitrile.
• Novel pathways for generating nitroxyl species (1HNO and 3NO–) and their reactivity, 

including their self-decay and spin-forbidden ground state bond breaking/making reactions.
• Energetics and redox reactivity of trioxodinitrate (HN2O3–/N2O32–) species, and their nitroxyl 

release mechanism.
• Redox and radical chemistry in the nitrite/nitrate system, including: formation pathways and 

thermodynamics of nitrate radical anion, NO3•2–; rates and mechanisms of its acid-catalyzed 
and redox reactions.

• Kinetic isotope effect and kinetic solvent effect in the PCET reactivity.
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Program Definition 

Ionic liquids (ILs) are a rapidly expanding family of condensed-phase media with important 
applications in energy production, storage and consumption, including advanced devices and processes 
and nuclear fuel and waste processing. ILs generally have low volatilities and are combustion-resistant, 
highly conductive, recyclable and capable of dissolving a wide variety of materials. They are finding new 
uses in dye-sensitized solar cells, chemical synthesis, catalysis, separations chemistry, batteries, 
supercapacitors and other areas. Ionic liquids have dramatically different properties compared to 
conventional molecular solvents, and they provide a new and unusual environment to test our theoretical 
understanding of primary radiation chemistry, charge transfer and other reactions. We are interested in 
how IL properties influence physical and dynamical processes that determine the stability and lifetimes of 
reactive intermediates and thereby affect the courses of reactions and product distributions. We study 
these issues by characterization of primary radiolysis products and measurements of their yields and 
reactivity, quantification of electron solvation dynamics and scavenging of electrons in different states of 
solvation. From this knowledge we wish to learn how to predict radiolytic mechanisms and control them 
or mitigate their effects on the properties of materials used in nuclear fuel processing, for example, and to 
apply IL radiation chemistry to answer questions about general chemical reactivity in ionic liquids that 
will aid in the development of applications listed above. 

Soon after our radiolysis studies began it became evident that the slow solvation dynamics of the 
excess electron in ILs (which vary over a wide viscosity range) increase the importance of pre-solvated 
electron reactivity and consequently alter product distributions and subsequent chemistry. This difference 
from conventional solvents has profound effects on predicting and controlling radiolytic yields, which 
need to be quantified for the successful use under radiolytic conditions. Electron solvation dynamics in 
ILs are measured directly when possible and estimated using proxies (e.g. coumarin-153 dynamic 
emission Stokes shifts or benzophenone anion solvation) in other cases. Electron reactivity is measured 
using ultrafast kinetics techniques for comparison with the solvation process. 

A second important aspect of our interest in ionic liquids is how their unusual sets of properties affect 
charge transfer and charge transport processes. This is important because of the many applications of 
ionic liquids in devices that operate on the basis of charge transport. While interest in understanding these 
processes in ionic liquids is growing, the field is still in an early stage of development. We are using 
donor-bridge-acceptor systems to study electron transfer reactions across variable distances in a series of 
ionic liquids with a range of structural motifs and whose dynamical time scales vary from moderately fast 
to extremely slow, and to compare them with conventional solvents. 

Methods. Picosecond pulse radiolysis studies at BNL’s Laser-Electron Accelerator Facility (LEAF) 
are used to identify reactive species in ionic liquids and measure their solvation and reaction rates. This 
work is aided greatly by the development of Optical Fiber Single-Shot (OFSS) detection at LEAF by A. 
Cook (DOI: 10.1063/1.3156048) and its present extension into the NIR regime. LEAF’s unique capability 
in mid-infrared transient absorption detection3 allows precise identification of radiolytic intermediates and 
their reaction kinetics. IL solvation and rotational dynamics, and electron transfer reactions, are measured 
by TCSPC in the laboratory of E. W. Castner, Jr. at Rutgers Univ. Picosecond transient absorption 
measurements of excited state dynamics and electron transfer reactions are done in our lab at BNL. 
Diffusion rates of anions, cations and solutes are obtained by PGSE NMR in the S. Suarez and S. 
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Greenbaum labs at CUNY and by Castner’s group at Rutgers. We have extensive collaborations with 
other major groups in ionic liquid synthesis, physical chemistry, simulations and radiation chemistry. 

Ionic liquid synthesis and characterization. Our work often involves novel ILs that we design to the 
requirements of our radiolysis and solvation dynamics studies and are not commercially available. We 
have developed robust in-house capabilities and long-standing collaborations (particularly with S. Lall-
Ramnarine of Queensborough CC and R. Engel of Queens College) to design, prepare and characterize 
ILs in support of our research objectives. Cation synthesis is done by several methods, including a CEM 
microwave reactor, resulting in higher yields of purer products in much shorter time than traditional 
methods. We have a diverse instrumentation cluster including DSC, TGA, viscometry, AC conductivity, 
Karl Fischer moisture determination, ion chromatography and ESI-mass spec (for purity analysis and 
radiolytic product identification). The cluster serves as a resource for a widespread network of 
collaborations. Our efforts are substantially augmented by student internships from the BNL Office of 
Educational Programs, particularly the VFP (formerly FaST) program, which brings collaborative faculty 
members and their students into the lab for ten weeks each summer. Since 2003, a total of 48 undergrads, 
three graduate students, one pre-service teacher, two high school students and four junior faculty have 
worked on IL projects in our lab, many of them for more than one summer. 

Recent Progress 
Longer polyether side chains on pyrrolidinium cations show 

remarkable viscosity behavior in the IL.1 Imidazolium and 
pyrrolidinium bis(trifluoromethylsulfonyl)amide ionic liquids 
bearing side chains 4 to 10 atoms in length with repeating ether 
units, and their alkyl analogues, were prepared and characterized 
for their thermal and transport properties. Remarkably, as the 
number of ether units in the pyrrolidinium ILs increases there is 
hardly any increase in the viscosity, in contrast to 
alkylpyrrolidinium ILs where the viscosity increases steadily with 
chain length (Fig. 1). Viscosities of imidazolium ether ILs 
increase with chain length but always remain well below their 
alkyl congeners. Viscosities were measured over a wide 
temperature range for each IL and fitted to the Vogel-Tammann-
Fulcher equation. The differences between IL families shown in 
Fig. 1 for a single temperature were reflected consistently over 
the whole temperature range and the VTF fitting parameters. 

While it has been observed for some time that the alkyl-substituted imidazolium NTf2 ILs are 
significantly less viscous than their pyrrolidinium NTf2 counterparts, when oligoether chains are attached, 
the pyrrolidinium and imidazolium NTf2 ILs are much closer in viscosity than in the alkyl case, with the 
pyrrolidinium ILs actually being less viscous when the ether chains get longer. No one had rigorously 
investigated these longer polyether side chain ILs before, so this effect was a discovery. Structural and 
molecular dynamics studies on related systems by our collaborators suggest that ether and alkyl side 
chains distribute themselves differently within the IL, where the alkyl chains tend to self-segregate into 
non-polar domains while the ether chains do not. These structural differences manifest themselves in the 
dynamical and transport properties of the ILs. However, the nearly constant viscosities with increasing 
alkyl chain length observed with the pyrrolidinium series, in comparison with the imidazolium series, was 
not anticipated by previous work. These results call for further studies using PGSE NMR diffusion 
measurements, X-ray scattering studies of liquid structure, and molecular dynamics simulations to 
interpret the observed dynamical behavior. They also suggest a significant new parameter space 
concerning the choice of starting materials for researchers designing ILs for specific applications. 

Figure 1. Viscosities of the imidazolium 
and pyrrolidinium ether and alkyl NTf2 
ionic liquids at 25 °C. 
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Future Plans 

Scavenging and solvation processes of pre-solvated electrons in ionic liquids. Our early work in the 
reactivity of excess electrons in ionic liquids demonstrated the importance of pre-solvated electron 
scavenging in trying to understand and predict the distributions of early radiolysis products and radiolytic 
damage accumulation. It was also clear that the slower relaxation dynamics of ILs made them excellent 
media for the general study of fundamental radiolysis processes without the need to use cryogenic 
techniques, in combination with the advanced instrumentation of the LEAF Facility. We recently 
connected our observed electron solvation dynamics to the kinetics of electron scavenging. In other 
preliminary work we have observed that selected scavengers (e.g., nitrate, benzophenone) in ILs show 
different reaction profiles towards the various precursor states to the solvated electron. Different 
scavenger reactivities towards pre-solvated and solvated electrons have been known empirically for many 
years and cryogenic kinetic work by Jonah and Lewis showed specific mechanistic differences between 
scavengers similar to what we have seen in ILs. However, the combination of extended IL dynamical time 
scales and the time resolution of the LEAF OFSS detection system, coupled with the fact that it uses only 
small amounts of samples that do not have to be flowed, as well as the ability of ILs to dissolve polar and 
nonpolar scavengers, provides a unique opportunity to characterize the fundamental reactivity of pre-
solvated electron species and understand how the properties of scavengers control their reaction profiles. 
The extension of the LEAF OFSS detection capability to the NIR (900-1700 nm) greatly facilitates the 
study of dynamical and electron solvation processes in our ILs. This knowledge will permit the design of 
better systems to control radiation-induced reactivity, for example in the processing of radioactive 
materials (whether in ionic liquids or not), in systems for radiation processing and sterilization, and 
during long-term exposure to space, for example. (with A. Cook, BNL) 
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press. 

2. Transport Properties of Ionic Liquid Mixtures Containing Heterodications S. I. Lall-Ramnarine, E. 
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