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FOREWARD 
 

This volume summarizes the 34th annual Research Meeting of the Atomic, Molecular and 
Optical Sciences (AMOS) Program sponsored by the U. S. Department of Energy (DOE), Office 
of Basic Energy Sciences (BES), and comprises descriptions of the current research sponsored 
by the AMOS program.  The participants of this meeting include the DOE laboratory and 
university principal investigators (PIs) within the BES AMOS Program.  The purpose is to 
facilitate scientific interchange among the PIs and to promote a sense of program identity.   
 
The BES/AMOS program is vigorous and innovative, and enjoys strong support within the 
Department of Energy.  This is due entirely to our scientists, the outstanding research they 
perform, and the relevance of this research to DOE missions.  The AMOS community continues 
to explore new scientific frontiers relevant to the DOE mission and the strategic challenges 
facing our nation and the world.   
 
We are deeply indebted to the members of the scientific community who have contributed their 
valuable time toward the review of proposals and programs, either by mail review of grant 
applications, panel reviews, or on-site reviews of our multi-PI programs.  These thorough and 
thoughtful reviews are central to the continued vitality of the AMOS program. 
 
We are privileged to serve in the management of this research program. In performing these 
tasks, we learn from the achievements and share the excitement of the research of the scientists 
and students whose work is summarized in the abstracts published on the following pages.   
 
Many thanks to the staff of the Oak Ridge Institute for Science and Education (ORISE), in 
particular Connie Lansdon and Tim Ledford, and to the Bolger Conference Center for assisting 
with the meeting. We also thank Diane Marceau, Robin Felder, and Michaelena Kyler-Leon in 
the Chemical Sciences, Geosciences, and Biosciences Division for their indispensable behind-
the-scenes efforts in support of the BES/AMOS program.   
 
 
 
Tom Settersten (Detailee) 
Jeffrey L. Krause 
Chemical Sciences, Geosciences, and Biosciences Division 
Office of Basic Energy Sciences 
Office of Science 
US Department of Energy 
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AMO Physics at Argonne National Laboratory

Gilles Doumy, Robert Dunford, Elliot Kanter, Bertold Krässig,
Anne Marie March, Steve Southworth, Linda Young

X-ray Science Division
Argonne National Laboratory, Argonne, IL 60439

gdoumy@aps.anl.gov,dunford@anl.gov,kanter@anl.gov,kraessig@anl.gov

amarch@anl.gov,southworth@anl.gov,young@anl.gov

Norbert Scherer
Chemistry Department

University of Chicago, Chicago, IL 60637
nfschere@uchicago.edu

1 OVERVIEW

The Argonne AMO physics program is focused on quantitative understanding of x-ray interactions
and inner-shell processes from the weak-field limit explored at the Advanced Photon Source (APS)
to the strong-field regime accessible at the Linac Coherent Light Source (LCLS). Single-photon
x-ray processes can be dramatically altered in the presence of strong optical fields, and we exploit
ultrafast x-ray sources to study these effects. The use of tunable, polarized x rays to probe strong-
field processes in situ can lead to new physical insights and quantitative structural information not
accessible by other techniques. Theory is a key component of our program by predicting phenomena
that motivate experiments and by simulating and interpreting measured results.

The intense femtosecond x-ray pulses generated at the LCLS and SACLA XFELs are used to
study multiple-photon ionization and inner-shell decay dynamics in gas-phase atoms and molecules
and to study the photochemical dynamics of solvated molecules. Theory and advanced computa-
tional platforms are used to simulate the interactions of intense, ultrafast x-ray pulses with atoms,
molecules, clusters, and nanoparticles. The APS remains our primary source of intense, tunable,
polarized x rays for time-resolved laser-pump/x-ray-probe experiments of chemical dynamics and
for x-ray and inner-shell interactions with gas-phase atoms and molecules. We continually seek
to enhance and exploit instrumentation and techniques that increase understanding of x-ray and
strong-field phenomena. To exploit the full x-ray flux available at the APS, we have developed
high-repetition-rate laser systems for pump-probe experiments at MHz pulse rates. This capabil-
ity enables measurements of laser-induced, transient electronic and atomic structures with high
sensitivity.

Optical lasers can trap, orient, and order nanoparticles, providing a new route towards manip-
ulation and assembly of nanomaterials. Advanced techniques to optically trap nanoparticles and
measure their spectroscopic properties and interactions are being developed in the laboratory of
Professor Norbert Scherer at the University of Chicago. We are also exploiting that expertise to
develop optical traps for x-ray diffraction and coherent imaging of nanoparticles at the APS.
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2 INTENSE X-RAY PHYSICS

Laser streaking at LCLS
(G. Doumy, A. L. Cavalieri,1 L. F. DiMauro,2 M. Meyer,3 W. Helml,4, R. Coffee,5 and other
collaborators)

X-ray free electron lasers are capable of producing very intense and short x-ray pulses ranging
from a few fs up to a few tens of femtoseconds. Those sources have already revolutionized the
field of ultrafast time resolved x-ray science, in spite of the current lack of exact determination of
the pulse duration characteristics. Any measuring scheme is rendered even more challenging by
the SASE mode of operation (Self Amplified Spontaneous Emission), which makes a purely chaotic
source. Ultimately, a single shot measurement of every shot is required to get a full characterization
of the source properties.

Our large collaboration has been using the technique known as laser streaking to get a handle
on those pulse properties. The temporal characteristics are transposed to electron wave-packets
produced during ionization of a gas target. The simultaneous presence of a strong laser field
(operating in the visible, IR or THz region) modifies the energy spectrum of those electrons’ wave-
packets in a deterministic way. It is then possible to extract from the measured final energy
distribution some of the properties of the x-ray pulses.

Attempts at measuring the temporal profile of XFEL pulses have been complicated by the
unavoidable timing jitter that exists between the XFEL and the strong laser field, as well as the
limitations of the streaking method which requires that the pulse duration be less than half of the
laser period. An elegant solution uses THz sources to produce the streaking effect. The long period
(150 to 300 fs) allows for both capturing the whole range of pulse durations and controlling for jitter
variations on the order of 100–150 fs, which represent the routine synchronization performances
at XFELs. However, obtaining time resolution sufficient to identify the expected substructure of
SASE pulses remained elusive mostly due to the limited energy resolution of the photoelectron
energy measurements.

Figure 1: Correlation plots of the center of mass of neon Auger electrons (left) and valence photoelectrons
(right) against the core hole photoelectron. The elliptical shape on the left is due to the delay introduced by
the hole lifetime (2.7 fs), which means that the two families of electrons are experiencing a different streaking
field.

Going further with the streaking measurements requires using shorter wavelengths, and thus
shorter laser periods. This does mean that the jitter has to be handled separately. We have followed
two main approaches:

1 - Measure the jitter independently from the streaking measurement. State of the art methods

Argonne National Laboratory
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using transient absorption of a continuum laser pulse through x-ray excited SiN membranes are
now able to pinpoint with femtosecond precision the arrival time of the x-ray pulse related to the
optical laser. This ensures that a precise knowledge of the strength of the streaking field is available,
which is crucial for successful reconstruction. One such measurement was attempted at LCLS in
June, 2014 using 6 μm wavelength laser pulses stretched to a few picoseconds to facilitate even
more retrieval of the streaking conditions.

2 - Eliminate the jitter by measuring both a reference signal and the signal of interest at the
same time, in the same streaking conditions. The reference signal is produced by the instantaneous
photoionization, while one can study even delayed processes such as Auger decay. The hope is
that one could then be able to not only get access to the x ray pulse durations, but more impor-
tantly be able to follow in the time domain the subsequent processes following the photoionization
event. Technical issues hampered the first attempt in 2013, but still demonstrated the power of
the combined measurement. The method is illustrated in Fig. 1, plotting the center of mass of
the streaking spectra of both photoelectrons and Auger electrons in Neon atoms ionized by 1 keV
x-ray photons that clearly exposes the fact that the core hole lifetime imposes a delay between the
ionization and the decay channel, such that the electrons are not exposed to the same streaking
strength. Therefore, Auger electrons appear to have a lower or higher energy than if they had been
emitted at the same time as the photoelectrons, depending on the slope of the streaking laser vector
potential, and present an elliptical shape in the correlation map with photoelectrons. This effect
will in fact be used to further reduce the uncertainty in the streaking field strength in a future
LCLS beam time in February, 2015.

Double K -hole spectroscopy in neon with high-intensity x rays from the LCLS
(B. Krässig, E. P. Kanter, G. Doumy, A. M. March, S. H. Southworth, L. Young)

Double K-hole formation, mediated by electron-electron correlation, occurs in a fraction of K-
shell ionization events. The ratio of double to single K-hole production in single photon absorption
in neon is 0.3% [44]. The decay of the double-core excited states leads to characteristic “hyper-
satellite” lines in the fluorescence and Auger emission spectra which are shifted up in energy due
to the higher binding energy of the doubly core excited state. A double core hole state can also
be created by sequential photoabsorption events in an atom that occur within the lifetime span of
the core excitation (2.4 fs for neon). The multiphoton absorption conditions are met with focused
ultrashort x-ray pulses from the Linac Coherent Light Source (LCLS) and the increased production
of hypersatellite Auger electrons was observed during the first user experiment at LCLS [41]. The
fraction of double-to-single core hole creation in an atom depends nonlinearly on the intensity of
the x-ray field. What is observed experimentally in an accumulated spectrum is an average over the
focal area and for average intensity of the chaotic temporary pulse structure of the self-amplified
spontaneous emission (SASE) x-ray pulses from the LCLS. Nevertheless, in this manner we were
able to record complete high-resolution Auger KK-KLL hypersatellite spectra of neon with better
contrast to the background signal of K-LL emission and consequently shorter accumulation times
than in single-photon absorption measurements at storage ring light sources. The hypersatellite
spectra were measured with different x-ray pulse lengths and at angles of 0◦, 54.6◦, and 90◦ relative
to the x-ray polarization. We found that the cleanest spectra were obtained for the shortest possible
x-ray bunch durations (∼3 fs) and at a spectrometer angle of 90◦ relative to the x-ray polarization
direction. At longer pulse lengths, multi-photon absorption leads to further core ionization of the
decay products and Auger structures from higher charge states that complicate the assignment of
the KK-KLL transitions. At the photon energy of the measurements, 1050 eV, weak photoelec-
tron structures broadened by the x-ray bandwidth, correlation satellites associated with 2s and
2p valence ionization, underlie the spectral region of interest for the KK-KLL hypersatellites. At

Argonne National Laboratory
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90◦ from the polarization direction the photosatellite signal is suppressed due to their respective
angular distribution. Because of the low background signal it is possible to obtain the level width
of the KK double core hole state from fitting a Voigt profile to the experimental data recorded at
90◦ and judging the KK level width from the Lorentzian tails of the line profile rather than from
the full width at half maximum, which is dominated by the temporal resolution of the Time-of-
Flight spectrometer. The measured Auger hypersatellite line positions and intensities are sensitive
to many-electron interactions in the initial and final states and are compared with available theo-
retical calculations [45, 46].

Understanding inner-shell dynamics with intense, femtosecond XFEL pulses
(A. Picón, C. S. Lehmann, S. H. Southworth, G. Doumy, P. J. Ho, E. P. Kanter, B. Krässig, A. M.
March, D. Moonshiram, L. Young, S. T. Pratt,6 C. Bostedt,5 A. Rudenko,7 D. Rolles7, R. Wehlitz,8

L. Cheng,9 J. F. Stanton,9 and other collaborators)
The advent of XFELs and the concept of “diffract before destroy” for biomolecular coherent

imaging [42] have created a significant need to understand molecular core-hole dynamics as it is
responsible for radiation damage. It is informative to study core-hole decays in XeF2, because
measurements can be compared with corresponding core-hole decays in atomic Xe, and accurate
atomic ionization codes are available. Theory and calculational methods for inner-shell processes
in molecules are far less developed. We first studied K -shell core-hole decays in Xe and XeF2 using
hard x rays at the Advanced Photon Source [5]. We have recorded new, more detailed data using
APS x rays, and the status of that work is discussed later in this report.
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Figure 2: Illustration of inner-shell decay dynamics of XeF2. Absorption of a 700-eV photon ejects a Xe
3d electron and initiates a core-hole decay process with the ejection of several Auger electrons. While the
first decay step remains localized on Xe, subsequent decays involve delocalized valence electrons and charge
is redistributed to the F atoms. The molecular ion then Coulomb explodes. Ion yields were measured as a
function of photon energy using synchrotron x rays. The time dependence of the process was then explored
using x-ray-pump/x-ray-probe measurements at the LCLS.

Core-hole decay in molecules is a complex process that occurs on the time scale of a few fs to tens
of fs. The processes of electronic Auger transitions, charge redistribution, and Coulomb explosion
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occur concurrently. For example, ion fragment kinetic energies are typically smaller than expected
based on the Coulomb energy that would be stored in the molecular ion at the neutral ground-state
geometry, because the atomic ions begin moving apart while Auger transitions proceed and charge
is increasing and distributing on the atomic sites. We noted the complexity of molecular core-
hole decay in our earlier experiments on XeF2 compared with atomic calculations [5]. The recent
capability at LCLS of generating two-color, femtosecond x-ray pulses with controlled delay over
∼5–50 fs [43] prompted us to conduct a pump-probe experiment to explore the time dependence of
core-hole decays in XeF2. The process is illustrated in Fig. 2. Absorption of an x ray with energy
near 700 eV ejects a Xe 3d electron and triggers the core-hole decay. The initial hole and first decay
step involve electrons localized on the Xe site, but subsequent decays involve delocalized valence
electrons so charge is distributed to the F sites. The molecular ion Coulomb explodes into energetic
fragments. The F 1s electrons have similar ionization energies as Xe 3d. We exploited the two-color
capability at LCLS to attempt to pump Xe 3d and probe F 1s, which we term “hetero-site-specific”
pump-probe spectroscopy. Ion coincidence data were recorded with a “reaction microscope” that
will provide momentum-resolved images of the decay dynamics. Data were recorded at low hit rates
to reduce random coincidences. A few data sets were recorded at selected pump and probe energies
with delays of 5, 25, and 50 fs. The data analysis procedures are well known but challenging to
implement. In addition to the two-color pump-probe measurements, ion fragmentation of XeF2

was also measured using single ∼100 fs pulses with variable fluence to span the single-to-multiple
photoionization regimes.

In preparation for the LCLS experiments, ion yield branching ratios and photoionization cross
sections of Xe and XeF2 were measured over the 650–740 eV range at Wisconsin’s Synchrotron
Radiation Center. This energy range encompasses the ionization thresholds and near-edge regions
of Xe 3d5/2, Xe 3d3/2, and F 1s electrons. Particularly interesting are strong resonant features
in the XeF2 data from excitation of the lowest unoccupied molecular orbital (LUMO). The the-
orists in our collaboration used Equation of Motion Coupled Cluster calculations to predict the
resonant energies and oscillator strengths. Those results are being prepared for publication. The
synchrotron measurements and corresponding calculations were very useful in planning and con-
ducting the LCLS experiments. Additional theoretical work is in progress to incorporate inner-shell
transitions in molecular quantum chemical codes.

Theoretical tracking of resonance-enhanced multiple ionization pathways in XFEL
pulses
(P. J. Ho, C. Bostedt,5 S. Schorb,5 and L. Young)

We present an extended Monte Carlo rate equation (MCRE) approach to examine the inner-
shell ionization dynamics of atoms in an intense x-ray free-electron laser (XFEL) pulse. In addition
to photoionization, Auger decay and fluorescence processes, we include bound-to-bound transitions
in the rate equation calculations. Using an efficient computational scheme, we account for “hidden
resonances” unveiled during the course of an XFEL pulse. For Ar, the number of possible elec-
tron configurations is increased ∼10 billion-fold over that required under non-resonant conditions.
We investigated the complex ionization dynamics of Ar atoms exposed to an 480-eV XFEL pulse,
where production of ions above charge-state 10+ is not allowed via direct one-photon ionization.
We found that resonance-enhanced x-ray multiple ionization (REXMI) pathways play a dominant
role in producing these nominally inaccessible charge states. Our calculated results agree with the
measured Ar ion yield and pulse-duration dependence [38]. A report on this work is submitted for
publication [33]. The MCRE method enables theoretical exploration of the complex dynamics of
resonant high-intensity x-ray processes and will be applied to other atomic systems that have been
or will be studied at XFELs.
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Figure 3: Primary and secondary electronic processes important to consider in interactions of XFEL
pulses with matter: elastic x-ray scattering (ES), photoionization (P), resonant excitation (RE), three-
body electron-ion recombination (TBR), electron-impact ionization (EI), Auger decay (A), fluorescence (F),
and lattice dynamics (L).

Modeling of intense x-ray laser damage in biomolecules and nanomaterials
(P. J. Ho, C. Knight,10 and L. Young)

X-ray free-electron laser (XFEL) pulses, such as those available at the Linac Coherent Light
Source (LCLS) and Spring-8 Angstrom Compact Free Electron Laser (SACLA) facilities, provide
extraordinary spatial resolution and elemental specificity. When coupled with femtosecond pulse
durations, these intense x-ray pulses enable the generation of real-time movies that can follow key
ultrafast processes during chemical reactions in liquids, advanced materials, and biological systems.
As new technologies are utilized, such as multi-bend achromats (MBA) planned in the upgrade of
the Advanced Photon Source, the resulting new frontiers in x-ray pump-probe experiments will
significantly advance imaging and the study of dynamical processes of materials with reduced data
collection times. To fully exploit the dual advance in the achievable spatial and temporal resolution
with XFEL pulses, it is critical to fully understand the fundamental interactions of these intense
x-ray pulses with large molecules and materials in order to overcome the practical limitations of
these experiments (e.g. radiation damage via inner-shell ionization). A thorough understanding of
XFEL pulse-mediated electronic transitions and the ensuing response of the atomistic environment
serves not only to clarify the interpretation of images produced by coherent x-ray scattering, but
also guide the design of new, unique experiments and light source facilities. The work proposed here
is an important step forward in understanding high-brightness, high-energy, coherent x-ray laser
pulses and their interactions with materials, supporting the DOE mission to extend the scientific
and technological strengths of the U.S.

The main objective of this project is to understand the fundamental mechanisms of radiation
damage induced by high-intensity x-ray laser pulses in nanostructures, doped rare-gas clusters,
and a polypeptide, which serves as a model protein. The challenges associated with tracking the
motion of particles and evolution of electronic configurations are addressed with a novel Monte-
Carlo/Molecular-Dynamics simulation algorithm (see Fig. 3) implemented in a highly parallelized
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simulation code. The molecular dynamics algorithm [39] is used to propagate classical particle tra-
jectories forward in time and the quantum nature of interactions with an XFEL pulse is accounted
for by a Monte Carlo method to calculate probabilities of electronic transitions. The combination
of this novel simulation method, which has been significantly extended by some of the PIs, with
leadership computational resources will facilitate the efficient investigation of the truly multiscale
nature of these complicated processes. All three systems considered are equally important in their
own right and are representative of the wide range of experiments ongoing at current light facil-
ities and those expected to come online or upgraded in the near future. The comparison of the
results from these simulations with experimental characterization of the same systems will aid in
the further development of the applied methodology, interpretation of experimental findings, and
ultimately advancing the field of ultrafast x-ray science.

To carry out the above theoretical investigation, we have submitted an INCITE proposal to
request about 300 million computation hours on Mira, a new 10-petaflops high performance com-
puting resource at (Advanced Leadership Computing Facility) ALCF, over a period of two years.
The award will be announced at the end of November 2014 and the resource will be available in
January 2015.

Theoretical tracking of radiation damage dynamics of diamond by high-brilliance x-ray
pulses in nanosecond/mesocale regime
(P. J. Ho, C. Knight,10 L. Young, K.-J. Kim, Y. Shvydko, S. Stoupin)

Even though our proposed x-ray radiation damage simulations with biomolecules and nanoma-
terials are focused on physics in femtosecond XFEL pulses, the results from these simulations will
guide us to further extend the simulation methodology to track the radiation damage of matter in
the nanosecond/mesoscale regime. This regime will be of interest to the science endeavors enabled
by not only the current APS pulses, but also the future x-ray sources at APS enabled by the new
technology of multi-bend achromats (MBA) to deliver high-brightness, picosecond coherent x-rays.
Understanding the radiation damage by these future APS pulses is crucial as these pulses have
the potential to facilitate significant advances in imaging and the study of dynamical processes of
materials with reduced data collection times. Here, we propose to investigate radiation damage
dynamics initiated by a sequence of picosecond hard x-ray pulses (∼10 keV) in diamond out to
the sub-microsecond timescale and mesoscopic length scale, eventually micron-sized systems, at
the level of atoms and electrons. Our atomistic method is based on our recently developed hybrid
MC/MD method which extends the treatment of Jurek et al. [40] by including information on
electronic configurations.

The challenge of this investigation lies in tracking the actions of a large number of particles
(electrons and nuclei) for hundreds of nanoseconds. There are more than a trillion particles in a
micron-sized diamond system, and an atomistic view of their x-ray response will allow us to trace
the emergence and relaxation of correlated particle dynamics of various length scales and potentially
spatial inhomogeneity of particle distribution due to anisotropic electron emission. On the other
hand, in a time domain computation, we need to capture the phase transition or relaxation in
the bulk, which might take nanoseconds or longer, and resolve the ultrafast electronic transitions
initiated by x-ray pulses, which can occur on a subfemtosecond timescale. To further complicate
the situation, tracking the interaction of 10-keV electrons generated from the hard x-ray pulses
with surrounding electrons/atoms/ions will require attosecond time resolution since these electrons
can travel more than 0.5 Å in an attosecond. It is clear that reaching the 100-ns time regime
with a constant attosecond time step integration scheme is impractical, since 1014 simulation steps
would be required. Thus, developing efficient schemes for multiscale computation both in space
and time are crucial. The success of this theoretical effort is expected to be useful for the design of
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diamond-based x-ray instruments, like the X-ray free-electron oscillator (XFELO), by being able to
compute physical observables that can be directly compared with the measurements from planned
experiments at APS led by Kwang-Je Kim, Yury Shvydko and Stanislav Stoupin.

In the coming months, we will investigate the effectiveness of the Tersoff potential in char-
acterizing the timescale and length scales of the correlated electronic/atomic response in various
relaxation processes and phase transitions, including graphitization. Analysis will be conducted
to understand the roles of electron-hole pairs in initiating large-scale phase transitions in diamond
after x-ray exposure. Our goal is to efficiently track the dynamics of these systems up to tens of
nanoseconds. To do this, we will test the effectiveness of an adaptive time resolution propaga-
tion scheme by comparing the results with those obtained from a constant time step integration
scheme. In addition, we will examine the possibility of incorporating coarse-grained modeling with
adaptive resolution in these hybrid MC/MD simulations. We will test the effectiveness of this
mixed-resolution model on smaller systems with a few electron-hole pairs generated from x-ray
pulses. The results from the coarse-grained calculations will be compared directly with those from
the full atomistic calculations.

Plans are currently aimed at adapting as necessary these mixed-resolution simulation methods
to the leadership computing resources available at ALCF. We have recently been awarded 360,000
core hours on the high-performance computing cluster at the Center of Nanometerials (CNM) at
Argonne to carry out these studies on diamond. The results from each of these proposed theoreti-
cal efforts will then provide a direct roadmap to model mesoscale/nanosecond response of diamond
nanostructures exposed to x-ray pulses.

3 X-RAY PROBES OF MOLECULAR DYNAMICS

Ligand substitution and competing mechanisms
(A. M. March, G. Doumy, S. H. Southworth, E. P. Kanter, L. Young, T. Assefa,3 Z. Németh,11 D.
Szemes,11 A. Bordage,11 C. Bressler,3 G. Vankó,11 W. Gawelda,3 M. Ochmann,1 N. Huse1)

We are continuing studies on ligand substitution in liquid phase systems, tackling the case where
competing mechanisms are present. We have studied two solvated transition metal complexes and
have demonstrated our ability to separate the different contributions.

The first sample is the model system [Fe(II)(CN)6]
4− (ferrocyanide) in an aqueous solution,

studied after laser excitation using x-ray absorption spectroscopy (XAS) and x-ray emission spec-
troscopy (XES). We studied the system with 10 ps laser pulses at 355 nm, where the photoexcited
state is believed to evolve into the pentacyano-aquo complex [Fe(II)(CN)5H2O]3− via ligand dissoci-
ation, and also at 266 nm where the excited state can also lead to photo-injection of an electron into
the solvent, concomitant to the oxidation state change of the iron center, yielding [Fe(III)(CN)6]

3−.
Previously, we collected XANES data and XES Kβ1,3 (1s-3p) at both wavelengths as well as EX-
AFS data at 355 nm with good statistics. Initial analysis of the XANES and XES data indicated
that the spectra at 266 nm excitation are due to the presence of both [Fe(II)(CN)5H2O]3− and
[Fe(III)(CN)6]

3−. By comparison of the spectra at the two excitation wavelengths, we were able
to quantify the contributions from each species and thus reconstruct the absorption spectrum of
the pentacyano-aquo complex intermediate. Further analysis has suggested that the reconstructed
pentacyano-aquo spectrum contains contributions from pentacyanide, which lacks the water lig-
and. Continuing to take advantage of our high-repetition-rate pump-probe setup at APS 7ID-D,
we performed additional measurements tracking the time dependence of particular spectral fea-
tures following laser excitation in order to confirm our hypothesis that both [Fe(II)(CN)5H2O]3−

and [Fe(II)(CN)5]
3− were present. Also, we carried out theoretical XANES simulations for the

proposed species involved. The simulations and delay measurements are also suggesting that in-
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deed both [Fe(II)(CN)5H2O]3− and [Fe(II)(CN)5]
3− are present 120 ps after laser excitation and

that [Fe(II)(CN)5]
3− converts to [Fe(II)(CN)5H2O]3− within 4.6 ns. The measurements demon-

strate the ability of synchrotron x-ray measurements to capture transient states, in this case the
[Fe(II)(CN)5]

3− species formed after dissociation of the CN− ligand and before the association of
an H2O. Analysis of the EXAFS data continues at attempting to determine the structure of both
the [Fe(II)(CN)5]

3− and [Fe(II)(CN)5H2O]3− species, as well as quantifying the relative weights of
the two products.

These successful observations at the Advanced Photon Source motivated a follow up experiment
using an XFEL in order to track the processes on a faster time scale (on the order of a picosecond),
and thus be able to answer the question as to whether the pentacyanide product is a necessary
intermediary in the ligand substitution process. A combination of techniques was used in June,
2014 at SACLA/Spring8, with both hard x-ray spectroscopies (absorption and Kβ emission) as
well as x-ray diffuse scattering as another tool capable of yielding transient structures, especially
as EXAFS is not viable at an XFEL yet. First indications during the experiment are confirming
the attribution of spectroscopic features to the products we were considering, as well as presenting
some fast, picosecond decay behavior of the purported pentacyanide transient that has yet to be
explained.

The second sample is [Mn(CO)5]2 (dimanganese decacarbonyl) solvated in isopropanol. Along
with being an important reagent in organic synthesis, [Mn(CO)5]2 is an important model system
in the photochemistry of metal-metal bonds. From ultrafast visible and infrared spectroscopy, it is
known that upon photoexcitation two dissociation channels open up: 1) the photodetachment of
one of the CO ligands producing Mn2(CO)9 and 2) the formation of two identical radicals in their
doublet ground state, Mn(CO)5, which remain stable in solution until nongeminate recombination
occurs. The individual yields are wavelength dependent, and for wavelengths >300 nm the Mn-Mn
cleavage is strongly favored. Using 266 nm and 355 nm optical pump wavelengths, we would expect
to deal with both photoproducts in different weights. The aim is to unambiguously determine the
quantum yields that can then be used as the input needed to extract the transient structures of
both species.

Investigating electronic excitation in ZnO nanoparticles using time-resolved x-ray ab-
sorption and emission spectroscopy
(A. M. March, G. Doumy, S. H. Southworth, E. P. Kanter, L. Young, W. Gawelda,3 J. Szlachentko,12

C. Milne12)
Collaborating with researchers from the Paul Scherrer Institute, we have explored the photo-

generated electron relaxation times in ZnO nanoparticles using our high-repetition-rate pump-probe
setup at APS 7ID-D and a von Hamos x-ray emission spectrometer. ZnO shares several charac-
teristics with TiO2, the most widely used photocatalyst. Namely, both have a wide band gap,
which is located at similar positions with respect to the normal hydrogen electrode zero potential,
and both materials are able to adsorb water and CO2, making them good candidates to perform
artificial photosynthesis. However, ZnO photocatalytic performance is drastically lower than that
obtained with TiO2 for reasons not yet understood. Charge carrier lifetime has been highlighted
as a possible explanation for the low reaction quantum yields. Charge dynamics often occur in
a time regime spanning from fs to ns, as measured with TiO2, whereas chemical transformations
often involve several steps that span up to ms or even longer. Therefore, reaction is only attained
when there is an overlap between charge dynamics and chemical transformation time scales, i.e., the
probability to use free carriers in a chemical transformation diminishes with the decrease of their
lifetime. Based on this premise, the study of photo-generated electron relaxation times will bring
insight into ZnO charge dynamics and determine if the fast recombination is the prime reason for
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ZnO low chemical reactivity. We collected Kα, Kβ and valence-to-core x-ray emission spectra as
well as resonant inelastic x-ray scattering (RIXS) data ∼100 ps after UV (355 nm) excitation. This
allowed us to establish the efficiency of the photoexcitation of the ZnO nanoparticles in solution and
estimate the number of available electrons for photocatalysis. The RIXS/XES data should establish
the relaxation pathways of the excited electrons back to the valence band, and potentially identify
changes between long-lived (catalytically active) and short-lived (catalytically inactive) electronic
states. Further analysis is underway. The high quality data obtained at the APS has motivated
pursuing the study of this process on faster time scales after the laser excitation, using an XFEL
to provide subpicosecond resolution. A proposal was accepted at SACLA, and experiments will
happen in November, 2014.

Studying the structural and electronic configurations during photocatalytic activation
of O2 at a diiron(II) complex
(D. Moonshiram, C. S. Lehmann, A. Picón, A. M. March, G. Doumy, S. H. Southworth)

Several mono and carboxylate-bridged diiron nuclear enzymes are critical in activating dioxygen
in various biological processes such as DNA synthesis, hydrocarbon metabolism and cell prolifera-
tion [47]. Iron-containing enzymes such as cytochrome P450, peroxidases, catalases and methane
monooxygenase (MMO) have been shown to activate dioxygen by using two electrons and protons
to produce iron (IV) oxo intermediates [48, 49, 50]. The remarkable efficiency of these enzymes is
often attributed to the formation of these iron(IV) cations which serve as active oxidants in enzy-
matic reactions and are able to attack the C-H bonds of a wide range of hydrocarbon substrates
[51]. It is widely postulated that ferryl-oxo species are key intermediates in the mechanism of cy-
tochrome P450 and MMO. However due to the complexity of the protein environments in biological
iron enzymatic systems [47], monitoring the structural changes occurring during dioxygen activa-
tion is a complex undertaking. This project serves to study the light driven activation of a well
characterized artificial analogue of an diiron MMO enzyme, (μ-peroxo) (μ-carboxylato) diiron(III)
complex, [Fe2(μ-O2)(N-EtHPTB)(μ-PhCO2)]

2+ in a chromophore/diiron complex assembled unit.
Such types of assemblies provide new avenues for study of catalytic reaction mechanisms. They are
promising examples of artificial molecular systems leading to dioxygen activation as visible light
is efficiently absorbed at the chromophore, and light energy is in turn converted into a chemical
potential via an electron relay through charge accumulation processes at the iron metal center.
Formation of high valent iron peroxo species have been shown by UV-Vis, EPR and Resonance
Raman spectroscopy as well as X-ray spectroscopic analysis. We are using tunable APS x-rays for
x-ray absorption near-edge spectroscopy (XANES), extended x-ray absorption fine structure spec-
troscopy (EXAFS), and x-ray emission spectroscopy (XES) to characterize these systems. Recent
XANES and EXAFS measurements revealed formation of an iron peroxo species with different
coordination number and formation of a peroxo bridge.

Development of x-ray emission spectrometers
(A. M. March, G. Doumy, S. H. Southworth, D. Moonshiram, L. Young, X. Shi, D. Casa, X. Huang,
E. Kasman, A. Kastengren)

X-ray emission spectroscopy (XES) is a powerful tool for studying molecular dynamics. By
probing the occupied electronic states, XES is complementary to x-ray absorption spectroscopy
(XAS) that only probes unoccupied states. A major challenge to full utilization of this technique
is the fact that the signal level for XES is substantially lower than for XAS. As an example,
during our recent XES measurements on aqueous ferrocyanide given an incident flux rate of 5 ×
1010 x-ray photons per second, the detected rate at the peak of the Kβ emission spectrum was 9
photons/second while that at the K -edge of the absorption spectrum was 2 × 104 photons/second.
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Even though the use of high repetition rate lasers has enabled successful use of the XES technique
in time resolved measurements, this had been limited to looking at the Kα, Kβ and 1s-2p resonant
x-ray emission (RIXS/RXES) [7, 16]. To be sensitive to the chemical changes happening after
photoexcitation, the even weaker Valence-to-Core emission needs to be collected, which requires
the development of more efficient detection without loss of resolution.

Collaborating with x-ray crystal experts at the APS, we are exploring two promising designs,
contrasting with the use of spherically bent crystal analyzers in a Rowland circle geometry where
the distance between the source and the crystal is the result of a compromise between collection
solid angle and resolution. The first option uses the well-established von Hamos geometry where
cylindrically bent crystals are used. In the flat direction a large bandwidth is dispersed onto a 1D
or 2D detector, while in the other direction the collection efficiency is improved. This scheme is
particularly attractive for time resolved measurements because systematics can be easily removed
by collecting the full spectrum at the same time. The second option represents a challenging
technical extension of the Rowland circle geometry of the scanning spectrometer. The idea is to
create a crystal that approximates the Johansson geometry where the Rowland circle radius is half
that of the Bragg planes. This so-called Wittry geometry allows increasing the solid angle with-
out compromising energy resolution. The substrates needed to press crystal strips into a stepped
Wittry geometry have been fabricated, and the crystal dicing procedure is being developed. A full
comparison of the different analyzer geometries will be attempted in real conditions at the APS
in November, 2014. To further increase collection solid angles, several analyzer crystals can be
used simultaneously with 1D and 2D detectors. Our goal is to make XES a viable technique for
time-resolved studies.

Molecular response to x-ray absorption and vacancy cascades
(R. W. Dunford, E. P. Kanter, S. H. Southworth, B. Krässig, G. Doumy)

Analysis is continuing on recent experiments to explore molecular response following x-ray
photoionization at the Advanced Photon Source. We focus on molecules which contain a heavy
component such as Xe, I, or Br. In these experiments, we measure the cascade decays following deep
inner-shell ionization of the heavy atom and measure breakup modes and kinetic energy release
(KER). In earlier work [5], we observed molecular effects in vacancy cascades of the molecule XeF2.
Our method was to compare the total charge produced in atomic Xe to that produced in XeF2

following K -shell ionization of Xe. This work showed evidence that the total charge produced in
the XeF2 molecule was larger than that produced in the isolated Xe atom and led to theoretical
work in which the cascade decay from Xe following K-shell ionization was simulated, taking into
account Auger and Coster-Kronig rates, fluorescence rates, and shake-off branching ratios. It was
found that the appearance of 5p electrons signals the time scale for participation of the molecular
orbitals and when ionization of F atoms is expected. The results of this analysis indicated that
the F atoms participate in the decay cascade during the fragmentation process and this lowers the
kinetic energy release (KER) in comparison to a model in which the KER is estimated based on
the ground state Xe-F intermolecular distance. This reduction in KER is in qualitative agreement
with experimental observations [5].

To further explore these issues experimentally, we built an improved apparatus with a position-
sensitive ion detector which allows a complete reconstruction of each ion fragmentation event. This
apparatus has been used in a series of experiments; first doing a more detailed study of the XeF2

molecule and then moving on to other species such as IBr, and CH2BrI. For IBr, K -shell holes can
be created in either the Br atom at 13 keV or on the I atom at 33 keV. These data allow us to
study these molecules for two different excitation modes and compare with theoretical calculations
based on atomic theory. We used similar techniques to study the molecule CH2BrI to explore the
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effect of changing the separation between the I and Br atoms in a molecule.
One of the challenges to the analysis of these data is that the highly charged ions produced in

these experiments have large cross sections for electron pickup in the target or from background
gas in the chamber. The effects of this charge exchange can be seen in the molecular data as well as
the data from atomic Xe. These effects distort the observed ion distributions following photoion-
ization and add additional ions (from background gas) unrelated to the ions from the molecular
breakup we are studying. A further complication is the variation of detection efficiency with charge
state and atomic/molecular species. To understand these issues and be able to make corrections
and more reliably estimate uncertainties, we have developed a Monte-Carlo code to model these
experiments. The code accounts for the cross sections for charge exchange of the different species
on the background gas and the variation of detection efficiency of the different ions as a function of
their charge states. The code allows us to explore the distortions caused by these effects starting
with different initial conditions such as idealized breakup modes based on theory. The code can be
expanded to include other imperfections of the apparatus and will be useful in the design of future
experiments, as one can choose experimental conditions that minimize the distortions caused by
systematic effects.

Short pulse x-ray beamline at the Advanced Photon Source
(R. Reininger, E. M. Dufresne, M. Borland, M. Beno, L. Young, P. G. Evans8)

Experimental facilities for picosecond X-ray spectroscopy and scattering based on RF deflection
of stored electron beams face a series of optical design challenges. Beamlines designed around such
a source enable time-resolved diffraction, spectroscopy and imaging studies in chemical, condensed
matter and nanoscale materials science using few-picosecond-duration pulses possessing the stabil-
ity, high repetition rate and spectral range of synchrotron light sources. The RF-deflected, chirped
electron beam produces a vertical fan of undulator radiation with a correlation between angle and
time. The duration of the x-ray pulses delivered to experiments is selected by a vertical aperture. In
addition to the radiation at the fundamental photon energy in the central cone, the undulator also
emits the same photon energy in concentric rings around the central cone, which can potentially
compromise the time resolution of experiments. A detailed analysis of this issue was performed for
the proposed SPXSS beamline for the Advanced Photon Source. An optical design that minimizes
the contamination of off-axis radiation and provides variable x-ray pulse duration in the few to tens
of picosecond regime was done. A paper was published on this work [29].

4 OPTICAL CONTROL AND X-RAY IMAGING OF NANOPARTICLES

Optical trapping of metal nanoparticles
(U. Manna,13 Z. Yan,13 N. F. Scherer13)

We have developed new optical trapping methods [36] and investigated the interactions of pho-
tonically interacting metal nanoparticles [37]. The new trapping method uses a force that can be
created in optical trapping configurations due to phase gradients that arise naturally (or can be
tailored) in shaped and focused optical beams. Figure 4 from Ref. [36] shows the scheme and also
characterization of the optical phase gradient in an optical line trap. The images in Fig. 4a show
identical intensity profiles but oppositely signed phase gradients that in turn drive nano particles
toward the edges. Figure 4b shows the measured intensity and phase profiles for line traps of
various widths. The number of phase profiles is doubled in color-coded pairs with + and - phase
gradients. The forces that result from the phase gradients is 1-fold larger in these line traps as the
force from the intensity gradient. We expect that this will be useful for future optical trapping
configurations for x-ray diffraction experiments. The work described in Ref. [37] is to quantify the
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electrodynamic interactions amongst arrays of metal nanoparticles by way of a dipolar interaction
that occurs on intermediate length scales, leading to forces between the particles known as optical
binding. We expect to be able to use these forces to create aligned arrays of metal nanoparticles
that will be of interest in future x-ray diffraction experiments.

Figure 4: (a) Optical beam, phase profiles programmed onto a 2D spatial light modulator (SLM) and the
resulting calculated intensity and phase profiles. (b) Measurements of the intensity and phase profiles of line
traps of various widths. Both + and - phase profiles (that have the same intensity profiles) are generated
and measured using a Shack-Hartmann wavefront sensor.

Optical control of metal nanowires and single-particle x-ray diffraction
(Y. Gao, N. F. Scherer,13 M. Pelton,14 J. Guest,15 U. Manna,13 R. Harder, N. Phillips,16 S. H.
Southworth and collaborators)

We have built a compact optical-trapping apparatus which is capable of operating at the APS
beamlines. The apparatus was assembled and tested in the optics lab of the AMO group. It
includes a spatial light modulator (SLM), which is able to shape the phase of optical fields and
create multiple traps as needed. In order to cancel out radiation pressure and enhance the stability
of the trap, the apparatus utilized a dual-beam, counter-propagating design. In comparison with
the interferometric Bessel-beam trap [8, 9, 27], the counter-propagating trap does not require the
extended focal spot generated by a Bessel-beam, providing more flexibility in creating and aligning
multiple optical traps.

We have tested the apparatus at the APS beamline 34-ID-C during the beamtime in August,
2014. We optically trapped and aligned ∼3 μm zinc oxide (ZnO) nanorods and observed the (001)
Bragg peak from the unfocused coherent x-ray beam at 34-ID. In order to simplify aligning the
nanorods, we only used a single-beam trap in this experiment. The laser beam was shaped by the
SLM to create a double-focus trap, which is able to hold the nanorods stably in 2-D. Then the
particles were trapped against the inner-surface of the sample holder (quartz capillary tube). By
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modifying the phase mask displayed on the SLM, we rotated the trapped nanorod to the Bragg
diffraction angle and successfully observed the Bragg peak.

Next year we will aim to observe coherent diffraction images from the optically trapped particles.
According to the result of the first beamtime, we are going to make several improvements on the
current apparatus. To be specific, we will modify the setup of the sample holder, add motorized
stages into the apparatus, and synthesize/purchase more nanoparticles with different shapes and
materials. These will reduce the time spent on sample preparation, and allow us to remotely control
the optical trap while collecting diffraction images.

The second beamtime has been allocated during 2014-3 on beamline 34-ID-C. This beamtime
will be devoted to testing the improved apparatus and determining optimum conditions and tech-
niques for recording coherent diffraction images. The third beamtime will be allocated during either
2015-1 or 2015-2.
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J.R. Macdonald Laboratory Overview 
 

The J.R. Macdonald Laboratory focuses on the interaction of intense laser pulses with matter for 
the purpose of understanding and even controlling the resulting ultrafast dynamics. The 
timescales involved range from attoseconds, necessary for studying electronic motion in matter, 
to femtoseconds and picoseconds for molecular vibration and rotation, respectively. We continue 
to harness the multi-timescale expertise within the Lab to further our progress in both 
understanding and control.  The synergy afforded by the close interaction of theory and 
experiment within the Lab serves as a significant multiplier for this effort. To achieve our goals, 
we are advancing theoretical modeling and computational approaches as well as experimental 
techniques, for example by taking advantage of our expertise in particle imaging techniques 
(such as COLTRIMS, VMI, MDI, etc.). 

Most of our research projects are associated with one of two themes: “Attosecond Physics” and 
“Control”. These themes serve as broad outlines only, as the boundary between them is not 
always well defined.  A few examples from each are briefly mentioned below, while further 
details are provided in the individual abstracts of the PIs: I. Ben-Itzhak, B.D. Esry, V. 
Kumarappan, C.D. Lin, A. Rudenko, U. Thumm, and C.A. Trallero. 

Attosecond physics: Attosecond science is motivated by the idea of observing electronic motion 
in atoms and molecules on its natural timescale. Light pulses whose duration approaches this 
timescale are a necessary component of this work, and our ability to produce such pulses has 
continued to improve.  In addition to studies of electronic motion, attosecond-scale pulses can 
also serve as very precise triggers or probes of the femtosecond-scale nuclear motion in 
molecules. Moreover, the underlying high-harmonic generation (HHG) mechanism, used to 
create attosecond pulses, provides essential information about the target and has been the focus 
of some of our theoretical and experimental studies. Theoretical work from the Lab has shown, 
for instance, that optimizing the waveform of the driving infrared pulse can improve HHG by 
orders of magnitude. To that end, we continue to develop an intense light synthesizer. High 
harmonics from aligned molecules have also been used to experimentally uncover information 
about the orbitals involved in the process. Our ability to align molecules has also enabled 
molecular-frame studies of ionization and fragmentation, as well as studies of rotational and 
electronic wave packets in molecules. Pump-probe measurements using EUV-pump pulses to 
initiate molecular dynamics in ions have recently been extended to neutral molecules. 

Control: Methods for controlling the motion of heavy particles in small molecules continue to 
be developed. Theoretically, our work has shown that carrier-envelope phase (CEP) effects, two-
color control, and the physics of overlapping attosecond pulse trains and infrared pulses all arise 
from interference between different multiphoton pathways and can be treated with the same 
analytical framework. To further demonstrate this formulation, we have conducted extensive 
measurements of the CEP dependence of D* production in strong-field dissociation of D2. We have 
used techniques such as the Discrete Fourier Transform to extract quantitative information from 
these measurements, such as the difference in photon number between interfering pathways, which 
allows us to detect the presence of higher order effects.  Work in the Lab has also led to the 
imaging of structural rearrangement in small polyatomic molecules and a theoretical treatment of 
nuclear dynamics imaging. Related work on charge migration following inner-shell ionization by 
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X-rays has been conducted at the LCLS.  Significant steps to improve impulsive alignment of 
symmetric, and even asymmetric, top molecules have also been made in the Lab. 

In addition to our laser-related research, we have conducted some studies using our low-energy 
ECR ion source in collaboration with visiting scientists, specifically the group of S. Lundeen. 
We also have very productive collaborations in our laser research, such as with E. Wells from 
Augustana Collage and E. Poliakoff from Louisiana State University. 

Like the visitors benefiting from the use of our facilities, we pursue several outside 
collaborations at other facilities and with other groups (e.g., ALS, Århus, FLASH, University of 
Frankfurt, University of Jena, LBNL, LCLS, Max-Planck Institutes for Quantum Optics and 
Kernphysik, Ohio State University, Texas A&M, Tokyo, Weizmann Institute, and others). 

On the personnel side, we have hired Dr. Daniel Rolles from FLASH, Germany, as an Assistant 
Professor to fill the vacancy created in our group by the departure of Matthias Kling. Also, 
while Itzik Ben-Itzhak was on sabbatical during 2013–2014, Brett Esry served as Interim 
Director of the Lab with significant help from the Associate Director for Lab Operations, Kevin 
Carnes. 

Finally, it is worth mentioning the ongoing changes in the Lab. Before we took delivery of our 
DOE-funded PULSAR laser (10–20 kHz, 790 nm, 2 mJ/pulse, 21 fs FWHM, CEP stable), now 
in regular operation and producing published results, the university funded renovation of one of 
our old experimental rooms in anticipation of future laser use. That space is now occupied by a 
new laser system, funded in large part by an NSF-MRI grant, which has been operating since 
the spring. This 1 kHz laser system, HITS, features high-power pulses at tunable long 
wavelengths and can be CEP locked over extended periods of time.  

Combining the experimental and theoretical expertise within the Lab with the capabilities 
becoming available with the new laser facilities continues to produce exciting physics. Some of 
this physics was on display last November, 2013, when we co-hosted (with ITAMP) an ultrafast 
dynamics workshop that took place here at the university. 
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Structure and Dynamics of Atoms, Ions, Molecules, and Surfaces: 

Molecular Dynamics with Ion and Laser Beams 
Itzik Ben-Itzhak, J. R. Macdonald Laboratory, Kansas State University 

Manhattan, KS 66506; ibi@phys.ksu.edu 

Scope: The goal of this part of the JRML program is to study and control molecular dynamics 

under the influence of ultrashort intense laser pulses or the swift Coulomb field of ions. To this 

end we typically use molecular ion beams as the subject of our studies and have a close 

collaboration between theory and experiment.
i
 Examples of our recent work are given below. 

Carrier-envelope phase (CEP) control over molecular dynamics
ii
, Nora G. Kling, M. 

Zohrabi, B. Berry, Travis Severt, Bethany Jochim, U. Ablikim, Nora G. Kling, K.J. Betsch, K.D. 

Carnes, S. Zeng, F. Anis, Y. Wang, B.D. Esry, and I. Ben-Itzhak – The phase between the carrier 

and the pulse envelope has been used in recent years to control, for example, photoionization 

(Refs. [1,2] and Pub. 8,19,24) and molecular dissociation (Refs. [3-4] and Pubs. 16,20,28). In the 

latter case, studies have focused mainly on spatial asymmetries along the laser polarization – a 

symmetry broken by the CEP, ϕ, in broadband pulses (e.g. Fourier Transform Limited (FTL) 

pulses approaching single cycle). Taking advantage of technology advancements – CEP-tagging 

[2,5] of sub 5 fs FTL pulses from our 10 kHz PULSAR laser – we were able to perform first-of-

a-kind CEP-dependence measurements on a thin ion-beam target (Ref. [6] and Pub. 20). 

Specifically, we have measured the CEP dependence of H2
+
 dissociation, a one electron system 

that can be solved nearly exactly, and state-of-the-art calculations by Esry’s group compare well 

with the measurements (Pub. 20). Presently, we are exploring the CEP dependence of the 

branching ratio in HD
+
 dissociation, i.e. preference for H+D

+
 over H

+
+D, and we plan to extend 

these studies to more complex systems. 

In addition to the work on the benchmark molecular ion, H2
+
, mentioned above, we explored the 

CEP dependence of D
*
 formation upon dissociation of D2 in intense broadband laser pulses (i.e., 

a bandwidth sufficient to support a sub 5fs FTL pulse). The production of D
*
 fragments, i.e. 

D(nl) with n1, has been attributed to the “frustrated tunneling ionization” mechanism [6], 

vanishes for circular polarization [6] and decreases rapidly with increasing ellipticity (Pub. 4). 

The high- and low-kinetic energy release (KER) D
*
 fragments are associated with D

+
 and D 

fragments, respectively [6]. With its high density of Rydberg states, this process is practically 

impossible to treat from first principles, making it an excellent test of the general predictions of 

the photon-phase CEP formalism of Esry's group since they require no computation. We were 

able to measure the predicted [7,8] periodic oscillations in total yield and spatial asymmetry, i.e. 

D
*
 ejection one way or the other along the laser polarization, and extract meaningful information 

about the interfering paths responsible for the observed oscillations with CEP (see, Refs. [7,8] 

and the abstract of B.D. Esry).  
 

 

Figure 1. The asymmetry of D(nl)-fragment production 

from D2 breakup in 5 fs, FTL, 8×10
14

 W/cm
2
, linearly 

polarized laser pulses. Each panel shows the CEP and 

KER dependence for a subset of n-states as labeled on 

the panel (adapted from Mohammad Zohrabi PhD 

thesis, Kansas State University 2014). 
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The CEP-dependence of D(nl) fragment production has been measured employing field-

ionization techniques for specific small groups of excited Rydberg states. Both asymmetry and 

total yield dependence on CEP changes from one subset of quantum states to the other, as 

shown in Fig. 1 for the asymmetry parameter. 

VUV-pump – IR-probe studies of D2 dissociation, Wei Cao, C. Lewis Cocke, and Itzik Ben-

Itzhak  – We have developed a table top VUV light source, which possesses both time resolution 

(100 fs) and energy resolution (<200 meV), to investigate molecular fragmentation processes. By 

combining the VUV with a delayed IR pulse, the onset of a previously unobserved dissociative 

ionization (DI) pathway is demonstrated in D2 molecules. One uncommon signature of this 

process is that it does not follow the polarization direction of the strong IR field but rather the 

weaker VUV, as shown in Fig. 2 (The momentum images were generated by employing the 

COLTRIMS technique to measure both ions and electrons from the fragmentation process ).  

The fragmentation mechanism proposed to explain these observations involves excitation of the 

molecule by the VUV pulse followed by predissociation into two atomic fragments, one of 

which is in an excited state. The excited atom is later ionized by the synchronized IR-probe 

pulse. By adjusting the VUV-IR delay, the predissociation yield has been altered allowing the 

retrieval of the associated lifetime, which was determined to be about one picosecond. This 

emphasizes the necessity of a short temporal width of the VUV pulse. By varying the VUV 

photon energy from 16.95 eV to 17.45 eV, the DI process transits from a single dominant 

pathway to two distinguishable competing pathways. This highlights the significance of the 

spectral resolution of the VUV pulse for launching different DI mechanisms. This doubly- 

sensitive dependence of the DI process, namely the delay dependence and photon energy 

dependence, reveals the significance of compromise between the temporal and energy resolution 

of the initiator pulse in a photochemical-reaction study. We plan to extend this experimental 

approach, offering the possibility of time-resolved and channel-resolved studies, to more 

complex molecules. 

 
Figure 2. Dissociative ionization data of D2 by 

16.95 eV photons as the pump pulse. The D
+
 

momentum distribution with the IR polarization 

(a) parallel and (b) perpendicular to the VUV 

polarization (adapted from Wei Cao PhD thesis, 

Kansas State University 2014). 

 

 

Laser induced dissociation of molecular dications beam targets, Travis Severt, Bethany 

Jochim, M. Zohrabi, B. Gaire, B. Berry, U. Ablikim, Nora G. Kling, K.J. Betsch, K.D. Carnes, F. 

Anis, B.D. Esry, and I. Ben-Itzhak – We have continued our studies of the dissociation of 

metastable molecular dications introduced into the laser focus as a few keV beam. These 

molecular ions provide unique opportunities, like a vibrationally cold CO
2+

 beam [10]. We 

explored the dissociation of NO
2+

 in a strong laser field and have experimental evidence for the 

important role of transitions driven by the permanent dipole of the molecule, which are 

supported by calculations guided by Brett Esry. In another example, we observed a “pump-

J. R. Macdonal Laboratory

20



 

dump” like process leading to the dissociation of CS
2+

 without absorbing energy from the field. 

We plan to complete these studies and extend them to other molecular ions of interest. 

Future plans: We will continue to probe molecular-ion beams in a strong laser field, specifically 

exploring challenging two-color, pump-probe and CEP-dependence experiments. We will carry 

on our studies of more complex systems, including triatomic and simple polyatomic molecules.  
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Strong-field dynamics of few-body atomic and molecular systems
B.D. Esry
J. R. Macdonald Laboratory, Kansas State University, Manhattan, KS 66506
esry@phys.ksu.edu

Program Scope
A main component of my program is to quantitatively understand the behavior of simple benchmark systems
in ultrashort, intense laser pulses. As we gain this understanding, we will work to transfer it to more
complicated systems. The other main component of my program is to develop novel analytical and numerical
tools to more efficiently and more generally treat these systems and to provide rigorous, self-consistent
pictures within which their non-perturbative dynamics can be understood. The ultimate goal is to uncover
the simplest picture that can explain the most—ideally, without heavy computation being necessary.

Few- and many-cycle carrier-envelope phase effects in strong-field fragmentation

Recent progress
One of our ongoing efforts shows that carrier-

envelope phase (CEP) effects, two-color control, and
the physics of overlapping attosecond pulse trains and
infrared pulses are all manifestations of multi-color
control and can all be rigorously treated with exactly
the same analytical framework [1–3]. In particular,
our formulation shows that these effects arise from in-
terference between different multiphoton pathways.

Briefly, this interpretation follows from the ob-
servation that the Hamiltonian—and thus the time-
dependent wave function—is periodic in the CEP ϕ.
This permits the Fourier decomposition

Ψ(t) =
∑

n

einϕψn(t) (1)

in which n counts the net number of photons in much
the same way as in the Floquet representation, lead-
ing to the interpretation of ψn as the n-photon chan-
nel function. Using Eq. (1), the CEP dependence of
any observable can be formally evaluated. For in-
stance, the photofragment momentum distribution is

∂2P

∂E∂θk
=
∑
n,n′

ei(n−n′)ϕ〈ψn′ |ψ(−)

k 〉〈ψ
(−)

k |ψn〉. (2)

From this equation, the normalized CEP-induced
spatial asymmetry,

A =
Pup − Pdown

Pup + Pdown
,

can be evaluated analytically. Defining Pup (Pdown)
to be the probability of k lying in the upper (lower)
hemisphere relative to the linearly polarized laser
pulse, the numerator and denominator of A can be
simplified to

Pup − Pdown = 4Re
∑

n even
n′ odd

ei(n−n′)ϕ〈ψn′ |ψ(−)

k 〉〈ψ
(−)

k |ψn〉

Pup + Pdown = 4Re
∑

n,n′ even
n,n′ odd

ei(n−n′)ϕ〈ψn′ |ψ(−)

k 〉〈ψ
(−)

k |ψn〉.

While the CEP dependence in A is now explicit,
all of the details of the strong-field dynamics and
the target structure are contained in the amplitudes
〈ψ(−)

k |ψn〉. These equations show that A will have
only odd frequencies, that the yield Pup+Pdown will
have only even frequencies, and that CEP effects in
both cases require the overlap of different n-photon
peaks |〈ψ(−)

k |ψn〉|2—i.e. the interference of different
multiphoton pathways.

One motivation for pursuing this general formu-
lation of CEP effects is the inadequacy of the usual
picture based on the spatial asymmetry of the electric
field (often used to explain, for instance, CEP effects
for photoelectrons) for understanding CEP effects in
dissociation. Besides correctly predicting many fea-
tures of CEP-dependent observables for all currently
available experiments—including atomic and molecu-
lar targets as well as nanoparticles—our formulation
provides a prediction not obviously possible with the
field picture: CEP effects for a many-cycle laser pulse.

In particular, since the CEP effects above depend
on the overlap of the n-photon peaks, our photon-
phase representation shows that it is the bandwidth
of the laser pulse that is important rather than the
pulse length. This follows from the fact that the
widths of the n-photon peaks scale with the pulse
bandwidth (at least in a lowest-order perturbation
theory sense). Consequently, a many-cycle pulse may
still show CEP effects so long as it has a bandwidth
comparable to the photon energy. Such pulses are
necessarily chirped, but one can show that all of the
above expressions for the CEP dependence still hold
exactly in the presence of any higher order contribu-
tion to the laser field’s phase.

To test this prediction, we solved the time-
dependent Schrödinger equation as a function of pulse
length, keeping the bandwidth fixed by including the
lowest-order chirp. We considered both atomic and
molecular systems, verifying the prediction in all
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Figure 1: Theoretical calculation of A for H+
2 +nω→p+H as

a function of pulse length for three different chirping scenarios.
The bandwidth was held fixed at 5 fs in all cases. The central
wavelength is 800 nm, the intensity is 4×1013 W/cm2, ϕ=0,
and a small cutoff of 10−3 was added to the denominator of A
to prevent emphasizing tiny signals.

cases. A typical example for A is shown in Fig. 1.
Note that the maximum of |A| is only weakly depen-
dent on the pulse length, although its dependence on
the energy is sensitive to the chirp [4]. Having gained
greater confidence in our prediction, the experimental
group of I. Ben-Itzhak took on the challenge of ex-
perimentally verifying it. The resulting confirmation
is shown in Fig. 2. They show observable asymmetry
for pulses nearly 10 cycles long.

In related work, my group provided theoretical
support for the first measurements of CEP-induced
asymmetry in H+

2 dissociation [P8,P10]. A long
follow-up paper providing greater theoretical analysis
is in progress. In particular, we want to understand
why the measured asymmetry was larger than pre-
dicted. All of the averages needed to compare theory
with experiment had already been done, leaving two
main possibilities: (i) the greater intensity used in

Figure 2: Experimental measurement of the normalized
asymmetry for many-cycle laser pulses. D∗ fragments re-
sulting from strong-field dissociation of D2 were measured.
The pulses for each panel have a bandwidth corresponding
to a 5-fs, transform-limited pulse: left is negatively chirped,
middle is transform limited, and right is positively chirped.
The pulses were centered at 800 nm with a peak intensity of
1.8×1013 W/cm2. (From I. Ben-Itzhak’s group.)

the experiment and (ii) the deviation of the experi-
mental pulse from the Gaussian assumed in the cal-
culation. In Pub. [P8], we had already included
the experimental power spectrum, but not the spec-
tral phase. Preliminary calculations including the
full measured laser pulse suggests that the pre-pulses
present in the experiment are playing a role in en-
hancing A in ways similar to those we proposed in
Pub. [P5]. It may thus turn out that some of the
CEP-induced asymmetries that have been presented
in the literature owe their magnitude not only to
short pulses, but also to substantial pre-pulses.

Future plans
We will continue to apply our photon-phase for-

mulation and explore its implications, especially as a
means to make predictions without having to solve
the time-dependent Schrödinger equation. We will
also work to explicitly incorporate the chirp and other
higher order contributions to the laser’s phase into
the analytic expressions for observables.

Rigorous retrieval of photon pathway information from strong-field experiments

Recent Progress

The photon-phase expansion of the wave function
in Eq. (1) provides an unambiguous way to define the
n-photon contributions—even in a strong field and
even for short pulses. This definition applies to the
“tunneling” regime just as well as it does to the “mul-
tiphoton” regime. In fact, if one has solved the time-
dependent Schrödinger equation for several ϕ, then a
Fourier transform will provide the n-photon channel
function ψn. Figure 3 gives an example for hydrogen
in the multiphoton regime, showing that this proce-
dure produces the results one would expect.

Another implication of the photon-phase repre-
sentation of the observables—Eq. (2), for example—is
that they, too, can be Fourier-transformed to retrieve
information about the photon channels. In this case,

however, it is not ψn itself that is retrieved, but rather
the sum over all possible paths with a given photon
difference, ∆n=n− n′:

∂2P

∂E∂θk
=
∑
∆n

ei∆nϕ

(∑
n

〈ψn|ψ(−)

k 〉〈ψ
(−)

k |ψn+∆n〉

)
.

The Fourier transform in ϕ of a measured spec-
trum thus provides the quantity in parentheses above.
And, although this seems to give only rather gross in-
formation about the system, the energy can be used
to greatly reduce the number of pathways likely con-
tributing. With this approach, it is thus possible
to rigorously extract information from experiments
about the photon pathways that interfere to produce
a particular CEP effect—even when there are no clear
photon peaks.
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Figure 3: Hydrogen atom ATI spectra of individual photon
channels. The laser parameters are ω=4.5 eV, τFWHM=5 fs
(∼6 cycles), I0=2.0×1013 W/cm2, and ϕ=0. The Keldysh
parameter is 6.9.

Working with the experimental groups of I. Ben-
Itzhak and V. Kumarappan from JRML, we have
been able to test these ideas. Figures 4 and 5 show
the CEP-dependent spatial asymmetry of D∗ frag-
ments from strong-field dissociation of D2 and the
CEP-dependent high-harmonic spectrum from NO,
respectively. We have derived photon-phase expres-
sions for both observables and can now begin to use
them to glean greater physical insight from these re-
sults. Note that the Fourier transform in each case is
consistent with these expressions and that they show
high frequency contributions—a result not easily pre-
dicted from the usual electric-field-based picture.
Future Plans

We will pursue this approach further to see what
can be learned about the strong-field processes in-
volved. In particular, we would like to get more spe-
cific channel information from the experimental ob-

Figure 4: (Left) CEP-dependent normalized spatial asym-
metry A of D∗ fragments from D2 dissociation in a 8×1013-
W/cm2, 5-fs, 800-nm laser pulse. (Right) Fourier transform
showing the odd frequencies expected from the photon-phase
analysis. (From I. Ben-Itzhak’s group.)

Figure 5: (Left) CEP-dependent high-harmonic spectrum for
NO in a 7×1014-W/cm2, 6-fs, 800-nm laser pulse. (Right)
Fourier transforms of select energy regions showing the even
frequencies expected from the photon-phase analysis. (Prelim-
inary results from V. Kumarappan’s group.)

servables. It might be possible, for instance, to
Fourier transform the CEP-dependence of the full
momentum distribution to extract individual ampli-
tudes 〈ψ(−)

k |ψn〉. Other approaches to differentiate
the channels will also be pursued.

Adiabatic hyperspherical treatment of H2

Recent Progress
Despite all that we know about calculating molec-

ular properties, the theoretical treatment of molecu-
lar ionization remains a challenge—especially within
the context of strong-field physics. While the Born-
Oppenheimer approximation can, in principle, still be
used, there are practical issues in its implementation
and its interpretation. In particular, once energies
above the lowest ionization threshold are reached, the
shape of the molecular potentials generally depend
strongly on the boundary conditions used to solve
the electronic problem.

To try to address at least some of these problems,
we have carried out an adiabatic hyperspherical anal-
ysis of H2. The adiabatic hyperspherical representa-
tion produces adiabatic potentials as a function of
the hyperradius R (R measures the overall size of the
system) [5]. It thus has the advantage of including all
possible breakup channels—H2+nω −→ H(n)+H(n),

H(n) + p + e−, H− + p, and H+
2 + e−—and treating

them on an equal footing. Ionization is thus naturally
included as are doubly-excited states.

Since we wanted to explore the value of this rep-
resentation for molecules, our first study allows only
one-dimensional motion of each of the particles. One-
dimensional H2 already has all of the types of chan-
nels of interest, and a full, three-dimensional cal-
culation would have unduly diverted our attention
from the physics. Figure 6 shows our adiabatic hy-
perspherical potentials. Note that all of the physics
of the system is displayed concisely within this plot.
Of course, the potentials are relatively dense, but we
have made substantial progress in identifying various
families of potential curves.
Future Plans

There is still much to understand about the adia-
batic hyperspherical representation for H2, including
whether it is ultimately a useful approach. We be-

J. R. Macdonal Laboratory

25



Figure 6: Adiabatic hyperspherical potentials for one-
dimensional H2 in the electron-singlet, nuclear-singlet, even-
parity symmetry. The model was designed to exactly repro-
duce the lowest H2 and H+

2 Born-Oppenheimer potentials.

lieve, however, that it will provide useful insights, es-
pecially about ionization and the exchange of energy
between the nuclei and electrons via their correlated
motion.

References

[1] V. Roudnev and B. D. Esry, “General theory of
carrier-envelope phase effects,” Phys. Rev. Lett. 99,
220406 (2007).

[2] J. J. Hua and B. D. Esry, “The role of mass in the
carrier-envelope phase effect for H+

2 dissociation,” J.
Phys. B 42, 085601 (2009).

[3] J. V. Hernández and B. D. Esry, “Attosec-
ond pulse trains as multi-color coherent control,”
ArXiv:0911.2693.

[4] E. A. Pronin, A. F. Starace, and L.-Y. Peng,
“Perturbation-theory analysis of ionization by a
chirped few-cycle attosecond pulse,” Phys. Rev. A 84,
013417 (2011).

[5] C. H. Greene, “Adiabatic hyperspherical treatment of
the H+

2 molecule,” Phys. Rev. A 26, 2974 (1982).

Publications of DOE-sponsored research in the last 3 years

[P11] “Elucidating isotopic effects in intense ultrafast laser-driven D2H+ fragmentation,” A.M. Sayler, J.
McKenna, B. Gaire, N.G. Kling, K.D. Carnes, B.D. Esry, and I. Ben-Itzhak, J. Phys. B 47, 031001(FTC)
(2014).

[P10] “Carrier-envelope phase control over pathway interference in strong-field dissociation of H+
2 ,” N.G.

Kling, K.J. Betsch, M. Zohrabi, S. Zeng, F. Anis, U. Ablikim, B. Jochim, Z. Wang, M. Kübel, M.F.
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Program Scope

The goal of this program is to improve molecular alignment methods, especially for asymmetric top molecules,
and to then use well-aligned molecules for further experiments in ultrafast molecular physics. We use multiple
pulse sequences for 1D alignment and orientation and for 3D alignment of molecules. The angle-dependent
physics we study includes strong-field ionization and fragmentation, high harmonic generation and carrier-
envelop-phase-dependent processes in few-cycle laser pulses.

Recent progress

Single-shot f-2f measurements correlated to stereo-ATI CEP meter:

(X. Ren, A. Vajdi, V. Makhija, and, C. Trallero and V. Kumarappan)

Figure 1: The distribution of synchronized measurements
of the CEP using a single-shot f-2f spectrometer and a
stereo ATI phase meter. A total of six million laser shots
were monitored. The standard deviation of the difference
between the two phases was 220 mrad.

When the duration of ultrashort pulses ap-
proaches a few cycles, the phase difference between
the peak of the envelop of the pulse and the peak
of the carrier (the carrier-envelope phase or CEP)
becomes an important pulse parameter. While sta-
bilizing this phase is essential for generating at-
tosecond pulses, many experiments that study the
role of CEP can be performed by determining the
phase for each laser shot and then tagging single-
shot measurements with the phase. While a stereo-
ATI (above-threshold ionization) phase meter [1]
has been used for this purpose [2], the phase meter
is a relatively large and expensive addition to the
actual experiment. We tested whether an f-2f spec-
trometer operating in single-shot mode with a fast
CMOS camera as the detector—a much simpler and
cheaper system than the stereo-ATI phase meter—
can be used for phase-tagging. Instead of broaden-
ing the laser output in sapphire to cover a full octave
for the f-2f spectrometer, we directly used the out-
put from the gas-filled capillary that is compressed
to produce the few-cycle pulse. The two systems
were synchronized and the correlation between the
measured phases was characterized. The results are
shown in Fig. 1; the relative error between the two
measurements is comparable the quality of CEP stabilization typically available with chirped pulse amplified
systems. One known source of error is the coupling of pointing instability to the phase measurement in the
f-2f. An improved version that solves this problem is under construction. The correlation measurement was
done with the 10-kHz-repetition-rate PULSAR laser (only one in every ten shots was characterized), but the
f-2f will be used extensively with the 2-kHz KLS and the 1-kHz HITS lasers. Fig. 1 in the contribution from
C. Trallero shows the CEP stability of the HITS laser as measured by this spectrometer.
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Phase-tagged high-order harmonic spectroscopy:

(A. Vajdi, V. Makhija, and V. Kumarappan)

Figure 2: HHG spectrum from argon measured with single-
shot phase tagging of few-cycle laser pulses.

By using a high-speed imaging system (CMOS
camera viewing a microchannel plate detector with
a fast phosphor) to measure the high-order har-
monics produced by a ∼two-cycle laser pulse and
a stereo-ATI phase meter to synchronously record
the CEP of the laser system, we can now measure
CEP-tagged HHG spectra. The CEP dependence
of HHG in atoms has been studied extensively with
CEP-stabilized lasers and is essential for attosecond
pulse generation. Figure 2 shows harmonic spectra
from argon; measurements from NO are shown in
the contribution from Brett Esry in the context of
his general theoretical framework for understanding
CEP dependent effects. The single-shot f-2f spec-
trometer described previously was developed after
these measurements, but has now been adapted for
this purpose. In the context of molecular alignment,
we plan to study the effect of CEP on HHG spec-
tra in the vicinity of shape resonances and Cooper
minima, and in the presence of multi-orbital contributions.

Molecular frame measurements using rotational wavepackets:

(V. Makhija, X. Ren and V. Kumarappan)

Figure 3: Extracted angle-dependent yields of three ions
from ethylene. Ionization from the HOMO leads to the
stable molecular ion, while ionization from HOMO-1 and
HOMO-2 results in the two fragments.

While the alignment of linear molecules has
found extensive use in ultrafast molecular physics,
the same cannot be said of asymmetric top
molecules. The reasons are not only the complex
dynamics on laser-driven rotational wave packets in
asymmetric tops but also the difficulty in character-
izing the molecular axis distribution. In general, one
dimensional alignment is not sufficient for molecu-
lar frame measurements with asymmetric tops. It is
well-understood—but does not seem to be widely
appreciated—that even a linearly polarized laser
pulse excites rotational motion that involves two Eu-
ler angles (the polar angle θ and the body frame az-
imuthal angle χ) [3]. For a linearly polarized probe
pulse, a molecular frame measurement should re-
solve the dependence on these two angles which de-
termine the direction of the laser polarization in the
molecular frame. We have been able to extract this
2D angle dependence of ethylene ionization and frag-
ment yields by choosing a Wigner function basis to
write the relevant function and obtaining the values of the coefficients by fitting long and high-resolution
scans of the delay-dependent yields of the respective ions. This procedure also provides best-fit values for
the pump (alignment) laser parameters as well the rotational temperature of the gas, thus determining the
time evolution of the molecular axes and obviating the need for a separate measurement to characterize the
degree of alignment.

Figure 3 shows angle-dependent yields of the molecular ion and two fragment ions with one and two
hydrogens removed, respectively, by a probe pulse at 2.5 × 1014 W/cm2 peak intensity. According to SFA
calculations by A.-T. Le, the molecular ion yield is consistent with ionization from the HOMO of the
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Figure 4: Pump-probe delay-dependent yield of CO2+
2 on three different time scales in two different experiments. (a)

Rotational revivals are seen at multiples of 5.5 ps, which is 1/8th of the full rotation period of both CO2 and CO+
2 .

(b) Detail from (a) showing 200 fs oscillation that correspond to a spin-orbit wave packet in the X̃ state of CO+
2 .

(c) An independent measurement with higher time resolution shows a vibrational wave packet (period 27 fs). This
measurement also exhibits the spin-orbit oscillation (not shown). (d) A sliding-window Fourier transform of the data
in (a) shows the decay of the spin-orbit coherence in roughly 1/8th of the rotational period.

molecules; the molecular ion is stable in the ground electronic state (X̃ 2B3u) of the cation. The appearance
threshold of the two fragment ions is known to be correlated to ionization to the Ã 2B3g and B̃ 2Ag states.
The extracted angle dependence is consistent with the SFA expectation for ionization to these two states.
The fragmentation process is known to be slow enough that momentum imaging cannot be used to determine
this angle dependence. Neither 3D alignment nor momentum imaging can be used to determine the full angle
dependence of ionization to the stable ground electronic state of the molecular ion: the former does not allow
independent control of the angle χ and the latter fails because the momentum of stable ion does not carry
any information about the orientation of the molecule. Thus, our rotational wave packet technique affords
us a unique perspective on molecular processes in asymmetric top molecules.

Multi-scale wavepackets CO+
2 :

(V. Makhija, A. Rudenko and V. Kumarappan)

In collaboration with Artem Rudenko, we measured the dynamics of rotational and electronic wavepackets
in CO+

2 . A 30-fs pulse was used to singly ionize jet-cooled CO2 molecules in a velocity map imaging
spectrometer. The wavepacket launched in the ionic state was monitored by a subsequent probe pulse which
further ionized the CO+

2 to CO2+
2 . The yield of this dication was measured as a function of pump-probe

delay and is shown in Fig 4(a). Apart from the fractional rotational revivals (the full rotational period is 44
ps), a ∼200 fs oscillation is seen for the first ∼5 ps or so (Fig 4(b)). An earlier measurement by Rudenko et
al. with 8 fs pulses for both pump and probe also shows a 27 fs oscillation (Fig 4(c)), which is not seen in
current measurements because both the pump and the probe pulses are too long. Fourier transformation of
the delay-dependent data allows us to identify the main frequencies: the ∼200-fs oscillation corresponds to
the spin-orbit splitting in the X̃ state, the ∼27 fs oscillation consists of vibrational motion in the B̃ and C̃
states, and the peaks at the sub-multiples of 44 ps period correspond to rotational motion of the cation. A
sliding window Fourier transform of the 30-fs data (Fig 4(d)) shows that the spin-orbit wave packet decays
by the first 1/8th revival of the rotation wave packet. This decay is likely to be a consequence of the coupling
to rotational motion by a mechanism similar to the one suggested for neutral NO by Kraus et al. [4]. These
measurements indicate that complex wavepackets are launched in the singly charged molecular ion, but a
complete theoretical understanding is lacking at this point.

Molecular alignment for ultrafast electron diffraction:

(J. Yang, V. Makhija, V. Kumarappan and Martin Centurion)

A collaboration with Martin Centurion resulted in a numerical demonstration of a scheme to measure
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the 3D structure of trifluorotoluene, an asymmetric top molecule, using gas-phase electron diffraction. We
calculated the molecular axis distributions necessary to test the method. These results show that a realistic
degree of alignment can be sufficient for structure retrieval.

Outlook and Plans

We believe that extracting angle information from rotational wave packets is a powerful new tool. The
measurements shown here can be extended to more complex observables. Preliminary experiments to measure
delay-dependent correlation maps for fragment ions, which should reveal the angle dependence of individual
channels rather than ions, and photoion and photoelectron momentum distributions have been carried out. If
successful, the photoelectron measurements will provide us access to molecular frame photoelectron angular
distributions for asymmetric tops.

The single-shot imaging system (at 1 kHz) that was initially developed for VMI spectrometer has now
been adapted to HHG measurements and f-2f spectrometers. With the f-2f camera synchronized with the
VMI or HHG camera, we can now study CEP-dependent phenomena in multiple observables. Of particular
interest are waveform-controlled processes in aligned molecules, including recollision-induced fragmentation
and electron localization.

The HITS laser has opened up new options, including strong adiabatic alignment and access to few-cycle
pulses at longer wavelengths. This combination will be used for HHG from strongly aligned molecules,
including full 3D alignment with using the “hold and spin” method [5]. While the presence of the alignment
pulse poses challenges, the degree of alignment in adiabatic fields can be substantially larger than is possible
with impulsive techniques.

Publications from DOE-funded research:
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Program Scope: 
  We investigate the interaction of ultrafast intense laser pulses, and of attosecond pulses, with 
atoms and molecules. Most notable accomplishments in the past year are: (1) Waveform synthesis 
for optimizing high-order harmonic generation; (2) Imaging polyatomic molecules using laser-
induced electron diffraction; (3) Wavelength scaling of returning electron wave packets with mid-
infrared lasers.  (4) Bechmark attosecond pulses characterization. Additional results and plans for 
the coming year will be summarized. 
 
 Introduction 
 When an atom or molecule is exposed to an intense infrared laser pulse, an electron which was 
released earlier may be driven back by the laser field to recollide with the parent ion. The 
recollision of electrons with the ion can be described by the quantitative rescattering theory 
(QRS) established in 2009 under this program. The QRS theory has been the backbone of our 
theoretical tools for studying rescattering phenomena in strong field physics. Below are specific 
progress made in the last year. 
     

1. Waveform synthesis for optimizing high-order harmonic generation 
 Recent progress  
        Bright, coherent light sources over a broad electromagnetic spectrum are always in great 
demand for physical sciences. Today such sources are available only at large synchrotron and 
free-electron X-ray lasers facilities. Through high-order harmonics generation (HHG), a 
broadband coherent light can be generated with intense infrared and mid-infrared lasers, but 
conversion efficiency of HHG is quite small. To enhance HHG yields so far most of the 
experimental effort is to optimize phase-matching conditions. In this program we study how to 
optimize HHG yields at the atomic level by manipulating the waveform of the laser pulse through 
synthesis of  two- or three-color fields. Our simulations have shown that enhancement of the 
HHG yields by two-order of magnitude without increase of laser power. The optimized waveform 
also enhances HHG from the so-called short-trajectory electrons, thus additional enhancement is 
achieved after propagation in the gas medium.  The first results of this work were published in 
Nature Communications,  see Ref. A3 below.  
 
      Our studies have shown that harmonic yields can be significantly enhanced by mixing a small 
amount of its third harmonic. In subsequent studies we investigated the optimal fundamental 
wavelength for a given target (neon or helium) to reach a given cutoff energy and maximal 
harmonic yield. Such results are important in future applications of realizing table-top light 
sources based on the HHG. This work has been submitted for publication (Ref. B1 below).  
Ongoing projects and future plan  
    A number of laboratories are now perfecting waveform synthesis method for enhancing harmonic 
generation. Further studies in this area will depend on how stable the phases in the lasers can be 
controlled. In the meanwhile, we are studying the performance of harmonic generation inside a 
waveguide. Inside a waveguide, the laser intensity can be maintained nearly constant. Since our 
synthesized waves also favor harmonics generated via short-trajectory electrons, we found another 
order of enhancement in the propagated harmonics in a waveguide as compared to generation in a gas 
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cell. By identifying the optimal pressure in the waveguide, this method allows additional knob to 
enhance harmonic generation. 
 
   Another area that we have been looking at is whether we can selectively enhance harmonics only in 
a certain energy region. With two- or three-color fields, this requires that the pulses be chirped. At the 
single-atom level, we have shown that one or two harmonics can be selectively enhanced with great 
contrast. Further investigations are needed but it may be possible to optimize the generation of a 
certain range of harmonics by proper maneuver of the whole waveform of a laser pulse. This would 
remove the need of filters in eliminating undesired harmonics in applications. Clearly tailored 
waveform optimization for maximal HHG yields would be the most important application of coherent 
control. 
      

2. Laser-induced electron diffraction from aligned polyatomic molecules 
Recent progress  
In our earlier study [Xu et al., Phys. Rev. A82, 033403 (2010)] we have established the condition 
for laser-induced electron diffraction (LIED) for self-imaging interatomic separations  of  a 
molecule with mid-infrared lasers. The first proof-of-principle experiment was reported in 2012 
[Blaga et al, Nature 483, 194 (2012)] for diatomic molecules. LIED has now been extended to 
aligned polyatomic molecules. Here we collaborated with the experimental group of Biegert et al 
in Barcelona. Using 160 kHz, 3.1μm laser and COLTRIM, they have been able to generate high-
energy photoelectron spectra of acetylene (C2H2). By analyzing photoelectron spectra in 
coincidence with the C2H2

+ fragment channel, we were able to retrieve the C-C and C-H bond 
lengths that are in good agreement with the known equilibrium distances. This work has been 
submitted for publication now [Ref. B2]. In addition, in collaboration with Dr. Junliang Xu and 
DiMauro’s group, an alternative procedure for extracting molecular structure has been proposed, 
by taking advantage of the broadband nature of the returning electron wave packet. This method 
has the advantage of not relying on the knowledge of orientation/alignment dependence of the 
tunneling ionization rate of the molecule. This work has been published recently [Ref. A2]. 
Ongoing projects and future plan 
   The recent success of LIED from aligned polyatomic molecules motivates us to place greater 
emphasis in developing better tools for retrieving molecular structures from aligned complex 
molecules. Since the number of parameters to be retrieved will increase quickly for a complex 
molecule, a more powerful and direct method is needed. We are in the process of extending 
established methods used by X-ray and electron diffraction communities to LIED. Since in LIED 
backscattered electrons are measured while in X-ray and electron diffraction the signals are 
detected in the forward directions, suitable modifications are needed.  
   
 

3. Benchmarking methods of attosecond pulses characterization 
Recent progress and future plan 
 Attosecond pulses are now being generated in many laboratories worldwide, but the methods of  
characterizing such short pulses in the time domain have never been carefully scrutinized. 
Existing methods for characterizing attosecond pulses all rely on laser-dressed photoionization 
where photoelectron momentum distribution along the polarization direction is measured vs the 
time delay between the two pulses. Methods such as FROG-CRAB and PROOF for 
characterizing attosecond pulses are based on the strong field approximation (SFA) for describing 
laser-dressed photoionization. It is well-known that SFA fails to describe photoelectron 
momentum spectra since SFA does not account for atomic structure. An extension of PROOF 
based on the 2nd-order perturbation theory, called iPROOF [Laurent et al, Opt. Exp. 21, 16914 
(2013)] has been proposed. This theory is more accurate in general, but the approximation used in 
the evaluation of the 2nd-order matrix elements renders the method less reliable as well. In this 
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project, we aimed at improving iPROOF by evaluating the 2nd order matrix elements accurately. 
We generated photoelectron spectra by solving time-dependent Schrodinger equation with known 
attosecond pulses. Following the “ω- modulation” of the time delay spectra, we retrieve the 
attosecond pulse to compare with the known input pulse. Our result  shows the need of including 
atomic structure in the PROOF method, but the correction included using the iPROOF is 
inadequate. Our tests so far have been focused on asec pulses with energies below 100 eV. 
Extension of the method to asec pulses toward water window region will be pursued in the 
coming grant period. 

 
 

4. Wavelength scaling of harmonic generation by mid-infrared lasers 
 Recent progress 
   Understanding the wavelength scaling of  HHG is very important as harmonics reaching sub- to 
few-keV region are being generated. Since the cutoff harmonic energy increases as λ2, reaching 
higher photon energy is not difficult with longer wavelength driving lasers. However, how the 
harmonic yield scales with λ? While there have been a number of such studies previously, the 
scaling has been addressed for a given fixed photon energy range, thus leaving out the high-
energy part of the harmonic spectrum as the wavelength is increased. In this work, we show that 
the returning electron wave packet for harmonic generation (in the context of QRS) converges to 
a universal limit for a laser wavelength above about 3μm, and the results are consistent among the 
different methods: numerical solution of the time-dependent Schrodinger equation, the strong 
field approximation, the quantum orbits theory. Our study also considers contributions of HHG 
from short vs long trajectory electrons and how they survive the propagation in the medium. No 
further plan on this project except that we are preparing a tutorial article on this topic for Journal 
of  Physics B: Atomic, Molecular and Optical Physics.   
  
    Several other works listed in the publication list are not discussed here.  
  
Publications  
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states by isolated attosecond pulses”,  Phys. Rev. A89, 033427 (2014).  
 
A5.  Wei-Chun Chu, Toru Morishita and C. D. Lin, ” Probing and controlling autoionization 
dynamics with attosecond light pulses in a strong dressing laser field”,   Chin. J. Phys. 52, 301 
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800 nm laser pulses”, Phys. Rev. A89, 023421 (2014).   
 
A7. A. T. Le, R. R. Lucchese and C. D. Lin, “high harmonic generation from molecular  isomers 
with mid-infrared intense laser pulses”, Phys. Rev. A88, 021402  (2013) 
 
A8. Toru Morishita and C. D. Lin, “Photoelectron spectra and high Rydberg states of lithium 
generated by intense lasers in the over-the-barrier ionization regime”, Phys. Rev. A87, 063405 
(2013). 
   
A9. A.-T. Le, R. R. Lucchese and C. D. Lin, “Quantitative rescattering theory of high-order 
harmonic generation for polyatomic molecules”, Phys. Rev. A87, 063406 (2013).   

A10. C. D. Lin and Wei-Chun Chu, “Controlling atomic line shapes”, Science, 340, 694 (2013)   

A11. Wei-Chun Chu and C. D. Lin, “Probing and controlling the autoionization dynamics with 
attosecond light pulses”, in Progress in Ultrafast Intense Laser science IX. Ed K. Yamanouchi 
and K. Midorikawa, Springer 2013.   

A12. Wei-Chun Chu and C. D. Lin, “ Absorption and emission of single attosecond light pulses 
in an autoionizing gaseous medium dressed by a time-delayed control field”, Phys. Rev. A87, 
013415 (2013)  

A13. M. C. H. Wong, A.-T. Le, A. F. Alharbi, A. E. Boguslavskiy, R. R. Lucchese, J.-P. Brichta, 
C. D. Lin, and V. R. Bhardwaj, “High harmonic spectroscopy of the Cooper Minimum in 
Molecules”, Phys. Rev. Lett. 110, 033006 (2013) 

B. Papers submitted for Publications 

 B1. Cheng Jin, Guoli Wang, A. T. Le and C. D. Lin, “Route to Optimal Generation of keV High-
Order Harmonics with Synthesized Two-Color Laser Fields”, submitted to Scientific Reports.  

B2.  Michael Pullen, Benjamin Wolter, Anh-Thu Le, Matthias Baudisch, Michaël Hemmer, Arne 
Senftleben, Claus Dieter Schröter, Joachim Ullrich, Robert Moshammer, C. D. Lin, and Jens 
Biegert,  ‚‘‘ Imaging aligned polyatomic molecules with laser-induced electron diffraction‘‘, 
Submitted to Science. 

B3. Xu Wang, Cheng Jin, and C. D. Lin, Coherent control of high harmonic generation using 
waveform-synthesized chirped laser fields, submitted to Phys. Rev. A. 

B4. Qianguang Li,  Xiao-Min Tong , Toru Morishita , Cheng Jin , Hui Wei , and C. D. Lin, 
“Rydberg states in strong field ionization of hydrogen by 800, 1200 and 1600 nm lasers”, to be 
published in J. Phys. B. 

B5. M. Reduzzi, W.-C. Chu, C. Feng, A. Dubrouil, F. Calegari, F. Frassetto, L. Poletto, M. 
Nisoli, C.-D. Lin, G. Sansone, “Attosecond control of quantum beating in electronic molecular 
wave packets”, submitted to New J. Phys.  

J. R. Macdonal Laboratory

34



Electronic Rearrangement and Nuclear Dynamics in Inner-Shell and 
Strong Field Ionization 

 
Artem Rudenko 

 
J. R. Macdonald Laboratory, Department of Physics, Kansas State University, Manhattan, KS 66506 

rudenko@phys.ksu.edu 
 
Program scope: The main goals of this research are (i) to understand basic physics of (non-linear) light-matter 
interactions in a broad span of wavelengths, from terahertz and infrared (IR) to XUV and X-ray domains, and (ii) 
to apply the knowledge gained for real-time imaging of ultrafast photo-induced reactions. These goals are being 
pursued using both, lab-based laser and high-harmonic sources, and external free-electron laser facilities.  

Recent progress: 
1. Imaging charge transfer in molecules upon inner-shell photoabsorption (in collaboration with D. Rolles) 
The development of high-intensity, short-pulsed XUV and x-ray radiation sources promises revolutionary new 
techniques in diverse scientific fields, among others nurturing the vision of dynamic imaging of matter with 
angstrom spatial and femtosecond (or even sub-femtosecond) temporal resolution. In particular, the start-up of 
the first hard X-ray free-electron laser (FEL), the Linac Coherent Light Source (LCLS) triggered a variety of 
imaging experiments on small molecules, clusters, nanocrystals, isolated bio- and nanoparticles or He 
microdroplets [1-5, P1,11,12]. The basic prerequisite for designing these experiments is understanding the 
response of individual atoms, and tracing electronic and nuclear dynamics in the vicinity of the atom that 
absorbed X-ray photon(s), i.e., understanding basic mechanisms of local radiation damage [6,7]. Pursuing this 
goal, we have recently performed a series of experiments comparing multiphoton multiple ionization of isolated 
atoms and similar atoms in molecular systems by intense soft X-ray (1.5-2 keV) radiation. In these experiments 
we found evidences that intermediate resonant excitations are crucial for our understanding of extremely high 
charge states observed at certain wavelengths [P2,4,16], and observed the signatures of efficient ultrafast charge 
redistribution from the absorbing atom to its neighbours in molecular systems [P5-7]. As a next step, we applied 
the technique of coincident ion momentum imaging to study the mechanisms of this charge rearrangement, in 
particular, electron transfer, in time-resolved pump-probe experiments. An example of such a measurement 
performed at the LCLS [P13] is illustrated in Fig 1. Here, we used 800 nm fs laser to dissociate the iodomethane 
molecule (CH3I), which was subsequently ionized by 1500 eV LCLS pulses at different separations between the 
iodine atom (ion) and the methyl group. We use channel-selective ion momentum spectroscopy to recalculate the 
internuclear distance for different fragmentation channels. Since the X-rays are absorbed almost exclusively by  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1. (Left) Measured kinetic energy distribution of all I6+ 
ions from CH3I as a function of time delay between the 800 
nm NIR pump and the 1500 eV X-ray probe pulse. The ions 
with the lowest kinetic energies can be produced only if the 
methyl group remains neutral after both pulses.   (Right): 
Yields of different iodine charge states in this lowest-energy channel as a function of pump-probe delay. The 
solid lines show fits to the data. The triangles indicate critical distances beyond which the charge transfer is 
forbidden within the classical over-the-barrier model [8,9]. The dashed lines depict the predictions of this 
model convolved with the experimental temporal resolution (~ 110 fs). Figure adapted from [P13]. 
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the 3d shell of the iodine fragment, by measuring the charge at the methyl side, we can map the distance-
dependent electron transfer probability. We observe signatures of electron transfer for distances up to 20Å and 
show that a realistic estimate of its effective spatial range can be obtained from a classical over-the-barrier model 
developed earlier for ion-atom collisions [8,9]. Recently we applied the same experimental approach to study 
electronic rearrangement after iodine 4d ionization of I2 molecules in NIR-XUV [P14] and XUV-XUV [P15] 
pump-probe experiments at the Free-Electron Laser at Hamburg (FLASH), and showed that the results can be 
understood within the framework of the same over-the barrier model.  
Further developments in this direction include internuclear-distance resolved Auger electron spectroscopy in 
dissociating molecules at LCLS (first results for CH3I and CH3F obtained in L649 experiment are currently 
being analysed), and lab-based experiments on I 4d shell of iodine-containing molecules with a HHG source. A 
10 kHz setup based on the KMLabs eXtreme Ultraviolet Ultrafast Source, which has recently been commissioned at 
the JRML, covers ~ 40-90 eV photon energy range and opens the way to ion-electron coincidence experiments on 
charge transfer with considerably improved time resolution. We also plan to use this setup for time-resolved 
experiments on Interatomic Coulombic Decay following our recent proof-of-principle measurement at FLASH [P8]. 
 
2. First AMO experiments with ultra-intense hard X-rays at LCLS  
(in collaboration with D. Rolles and Argonne National Lab group) 
Since XFEL imaging experiments mentioned above ideally require angstrom wavelengths and extreme 
intensities (> 1020 W/cm2) to reach atomic resolution, there is a strong need to extend basic experiments on 
individual atom / small molecule response and radiation damage mechanisms into this parameter regime. 
Recently we have accomplished first steps in this direction by studying ionization of rare gas atoms and small 
polyatomic molecules by ultra-intense X-ray radiation at 5-8 keV photon energy range. The experiments were 
performed using the nanofocus of the coherent imaging beamline (CXI) at LCLS. Focusing few mJ, 40 fs hard 
X-ray LCLS pulses to a spot size less than 250 nm in diameter, we were able to reach the intensities exceeding 
1020 W/cm2, unprecedented for this photon energy range. Under these conditions we were able to strip all 
electrons from argon atoms, all but two 1s electrons from krypton, and reached the record 48+ charge state for 
xenon ionization at 8.3 keV. Although the highest charge states is reached at the highest photon energy (8.3 keV), 
the wavelength dependence of the spectra shows significant overall enhancement in the production of charge 
states from Xe30+ to Xe40+ at the intermediate photon energies (~ 6.5 keV). Comparing the data with the 
simulation based on the XATOM model of R. Santra’s group [10], we conclude that the simple sequential 
ionization picture [6,10] needs to be modified to include resonant excitations to explain the obtained results, 
although the effect of the intermediate resonances is not as extreme as in the soft X-ray regime [P2,5,16].  
Following the approach we developed earlier for the XUV and the soft-X-ray domains, we compared the 
ionization of isolated xenon atoms and iodine atoms embedded into molecular systems, and obtained first 
experimental results on ultrafast charge rearrangement in small and medium-size molecules. In contrast to our 
results in the soft X-ray regime [P6,7,13], the presence of molecular partners does not significantly reduce the 
highest charge state observed for high-Z elements in small systems: we observed I47+ ions from iodomethane 
(CH3I) at 8.3 keV (compared to Xe48+). The most likely reason for this is a limited amount of electrons available 
from the neighbouring atoms, and very large photon density allowing for further ionization of partially 
neutralized iodine. However, for larger molecules like iodobenzene (C6H5I), the maximum charge state observed 
is ~ I30+, indicating that the charge transfer from the neighbouring atoms still plays an important role if enough 
electrons are present. Analyses of ion-ion coincident data and kinetic energy distributions for different final 
states is currently underway for both above-mentioned molecules. 
Furthermore, in order to reveal the effect of the spectral shape of the X-ray pulses on X-ray induced multiphoton 
ionization and fragmentation, we compared the results obtained with the regular LCLS pulses generated by the 
self-amplified spontaneous emission scheme and with the self-seeded X-ray pulses [11]. We expect the effect of 
self-seeding to influence ion charge state distributions for atoms and to result in increased Coulomb explosion 
energies for molecules. 

 
3. Imaging and control of light-induced proton migration in small polyatomic molecules. 
This part of the program aims at real time imaging and control of prototypical photo-induced structural 
rearrangement reactions (isomerization, hydrogen migration, bond formation, H2 / H3 elimination etc.). 
Following up on our proof-of-principle measurements on XUV-induced isomerization in C2H2 cation [9,10,P9], 
we performed first experiments aimed to control the hydrogen migration processes induced by femtosecond laser 
pulses at JRML. As illustrated in Fig. 2, the pathways of this simplest prototype isomerization reactions in C2H2 
and C2H4 ionic states can be readily modified by simply adjusting the duration / chirp of femtosecond laser 
pulses. Here, we applied ion-ion coincident momentum spectroscopy to map different Coulomb explosion 
pathways: symmetric breakup (top) and isomerization channel (bottom). Whereas for the acetylene/vinilydene 
transformation the evolution of the kinetic energy release (KER) spectra with increasing pulse duration most 
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likely reflects the opening of the isomerization in the intermediate (cationic) state [11] and the field-induced 
lowering of the isomerization barrier in the doubly charged final state [12] (for high- and low-energy part of the 
distribution, respectively), the origin of the low-energy shift of the ethylene isomerization KER (which is also 
accompanied by a factor of 3 increase in the isomerization yield) remains unclear. Next steps for this part of the 
program will include two-colour pump-probe experiments on hydrogen migration, structural rearrangement and 
elimination reactions in these and somewhat larger hydrocarbons, and time-resolved imaging of ionization-
induced ro-vibrational and electronic wave packets in simple molecules. 
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Fig. 2. Kinetic energy release 
(KER) spectra of symmetric 
breakup (top) and 
isomerization (bottom) 
channels in acetylene (left) 
and ethylene (right) 
fragmentation by 800 nm 
2x1014W/cm2 laser pulses with 
different pulse durations. 
Whereas the symmetric 
channel in both molecules 
yields lower KER fragments 
for longer pulses reflecting the 
stretching of the molecular 
bond within the pulse, the 
isomerization channel reveals 
more complicated behavior 
reflecting the change of the 
dominant proton migration 
mechanism. 
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A. Laser-assisted XUV double ionization of He 

Project scope:  To examine - with atomic resolution in time - correlation effects, photoexcitation, and 
photoemission mechanisms during the single ionization and double ionization (DI) of He atoms exposed to 
intense short XUV and IR pulses. 
 
Recent progress: We validated our new FE-DVR code for the time-propagated ab-intio calculation of single and 
double excitation and ionization of He by comparing conditional angular distributions (CADs=DI yield for one 
electron being detected at a fixed angle) for single-XUV-photon DI with published experimental and theoretical 
data for coplanar emission at equal [1] and non-equal [2] energy sharing (Fig.1).  
 

 

 

Fig.1: CADs in beV-1 sr-2 for emission of one electron 
(black arrows) along the linearly polarized electric 
field of a 99 eV, 1014 W/cm2, 0.5 fs XUV pulse. E1 
and E2  are the approximate asymptotic energies of the 
emitted electrons. The black dots with error bars are 
experimental results [R1]. The red dashed lines are 
our calculated results. (a) Equal energy sharing. (b) 
Unequal energy sharing.   

 
We next calculated CADs and mutual angle distributions (MADs=DI yields as a function of the angle between 
the emitted electrons), comparing  NXUV-photon DI with and without the presence of a short IR pulse (for NXUV 
=1,2,3) as a function of the energy-sharing ε= Ei/(E1+E2), i=1,2, and pulse length τ of the XUV (Fig.2). Our 
results indicate that the assisting IR pulse promotes side-by-side emission (both electrons are emitted in almost 
the same direction along the polarization axis of the linearly polarized XUV and IR pulses) and enables back-to-
back emission (electrons are emitted in the opposite directions) for equal [1] and a large range of unequal [2] 
energy sharings ε. We further observed that the assistence of the IR laser field adds characteristic side-bands to 
and tends to split photoemission peaks in joint energy distributions, joint angular distributions (JADs = DI yield 
as a function of the two electron’s emission angles) and CADs [1,2]. In addition, by analyzing calculated CADs, 
we found that back-to-back emission is rather robust with regard to changes in ε and τ, while for emission into 
the same hemisphere DI yields and angular distributions are sensitive to both parameters (insets in Fig.2). 
 

 

Fig.2: Normalized CADs for 
two-photon DI of He, where 
one electron is detected to the 
right and along the linear 
polarization of 50 eV, 1014 
W/cm2 pulses. Numerical results 
for equal (ε=0.5) and very 
unequal (ε=0.01) energy sharing 
and (a) XUV pulse lengths of 
τ=160 as and (b) τ= 3fs.  

 

Future plans: (i) We intend to extend these studies to variable delays between ultrashort XUV and IR pulses in 
order to examine the range of operation and to resolve in time DI by various (sequential, non-sequential) 
emission mechanisms. We further plan to apply our FE-DVR code [1] to (ii) calculate time-resolved IR Stark 
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shifts for He, for comparson with recent and emerging transient absorption measurements, and (iii) search for 
ideal laser parameters for the observation, with sub-IR-cycle resolution, of IR level shifts in delay-dependent 
single and non-sequential double-ionization probabilities. At a later stage, we envision (iv) extending this code to 
compute, ab-initio, the laser-dressed autoionization of He and to compare with results obtained within our 
technically simple heuristic model for the decay of laser-coupled autoionizing states [3,4]. 
 

B. Complementary imaging of the nuclear dynamics in laser-excited diatomic 

molecular ions in the time and frequency domains 
Project scope:  To develop conceptual, analytical, and numerical tools to (i) predict the effects of strong IR-
laser, XUV, and X-ray fields on the bound and free electronic and nuclear dynamics in small molecules and (ii) 
image their laser-controlled nuclear and electronic dynamics. 
 
Recent progress: Based on quantum-dynamical simulations, we studied the bound and dissociative nuclear 
motion of vibrationally excited diatomic molecular ions in the time and frequency domains [5]. While time-
domain kinetic-energy-release spectra (KERS) [6-9]  display oscillation periods, revival times, and nuclear-
probability-density evolutions (Fig. 3a), quantum-beat (QB) imaging (i.e., harmonic analysis of KERS or nuclear 
probability densities) in the frequency domain [10-12] complements time-domain investigations of the nuclear 
dynamics by revealing (i) QB frequencies and the nodal structure of vibrational states within a given adiabatic 
molecular potential curve (Fig. 3b) and (ii) laser-electric-field-dressed molecular potential curves [5,12]. QB 
frequencies (wave-packet oscillation periods) and revival times are characteristics that indicate which adiabatic 
states of a photo-excited diatomic molecular ion are transiently. Identifying the corresponding potential curves 
by the combined analysis of experimentally-measured KERS in the time and frequency domains, in comparison 
with simulated KERS, thus provides a promising tool for analyzing nuclear dynamics in molecules and for 
identifying nuclear dissociation (and reaction) pathways [5,10,11].  
 

 

 

Fig.3: (a) Probability density and (b) corresponding 
power (or QB) spectrum (logarithmic color scale) 
for the external-field-free propagation of nuclear 
vibrational wave packets in the 2Σu

+ adiabatic 
electronic state of Ar2

+. 
 
 
 

Due to the weak binding of noble-gas dimer cations and their small number of relevant electronic states, noble-
gas dimers are distinct targets for modeling the nuclear dissociation dynamics, allowing for the scrutiny of details 
such as the (i) existence and importance of transient bond-hardening (BH) states in field-dressed molecular 
potential curves, (ii) growing influence of fine-structure effects, and (iii) progressive classical character of  the 
nuclear dynamics for noble-gas dimers of  increasing molecular mass [6,7]  (Fig. 4).   
 
To identify states that are relevant in the dissociation dynamics of  (diatomic) molecules, we composed a scheme 
in which wave-packet propagation calculations are first performed separately for individual adiabatic potential 
curves, allowing for the selection of relevant adiabatic electronic states by identifying characteristic features 
(such as revival times, oscillation periods, and quantum-beat frequencies) that the simulated time- and 
frequency-domain spectra have in common with measured KER spectra [5,10,11]. Next, after selecting the 
closest matches to the measured spectra, more complex calculations are undertaken,  including the dipole 
coupling of these preselected states in the laser pulses. The QB imaging technique also allows for the direct 
mapping of adiabatic nuclear potential curves. It furthermore provides the distribution of stationary states that 
superimpose to form the nuclear (ro-)vibration wave packet that is launched by the molecular ionization in the 
pump pulse. This technique, in principle, can be used to deduce the internuclear-distance-dependent nuclear 
wave functions (up to an overall phase) from KER spectra (still awaiting experimental verification) [5,12].  
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Fig. 4: (a,b) QB spectra (logarithmic color scale) 
and (c,d) corresponding field-dressed potential 
curves for Ar2

+ in 80 fs, 1012 W/cm2, 1400 nm 
probe laser pulses, based on dipole-coupled (a) 2Σu

+ 
and 2Σg

+ potential curves, not including fine-
structure splitting, and (b) I(1/2)u and II(1/2)g 
potential curves, including fine-structure splitting. 
Field-dressed potential curves (thick blue lines) and 
field-free (c) 2Σu

+ and 2Σg
+ and (d) I(1/2)u and 

II(1/2)g
  adiabatic potential curves (thin black lines). 

Green-shaded areas indicate the Franck-Condon 
(FC) region. Red horizontal lines indicate the FC 
probabilities |aν|2 at the corresponding stationary 
vibrational-state energies. The one-photon BH well 
is more prominent in the 2Σu

+ and 2Σg
+ than in the 

I(1/2)u and II(1/2)g adiabatic states. 
 
 

Future plans: We plan to (i) refine the simultaneous analysis of measured and simulated KER spectra in both, 
time and energy domains in order to better understand the rotational-vibrational nuclear dynamics following the 
ionization of diatomic molecules by short laser, XUV, and X-ray pulses and to (ii) apply this method to larger 
molecules with spectrally isolated reaction coordinates (e.g., the CH3-I stretch mode in iodomethane [R2]). 
 

C. Time-resolved photoelectron (PE) spectroscopy 
Project scope:  To numerically model and understand IR-streaked [13] (and IR side-banded [14])  XUV PE 
emission and Auger decay in pump-probe experiments with atoms, molecules, and more complex targets. 
 
Recent progress: We calculated and analyzed PE spectra and relative time delays for laser-assisted 
photoemission by single attosecond XUV pulses from valence-band (VB) and 2p core levels (CLs) of a 
Mg(0001) surface within a quantum-mechanical model. Comparing the time-dependent dispersion of 
photoelectron wave packets for VB band CL emission, we found striking differences in their dependence on the 
electron mean-free path (MFP) in the solid, screening of the streaking laser field, and chirp of the attosecond 
pulse. The relative photoemission delay between VB and 2p PEs we found to be sensitive to the electron MFP 
and screening of the streaking laser field inside the solid. Our model [15,16] is able to reproduce measured [R3] 
streaked PE spectra and photoemission time delays. 
 
Motivated by recent experiments with Mg-covered W(110) surfaces [R4], we calculated, analyzed, and 
reproduced the dependence of streaked photoemission spectra on the Mg film-thickness D. We found the relative 
streaking time delay between electrons emitted from the 4f CL band of W(110) and CB of the Mg/W(110) 
system to depend sensitively on D and on our modeling of the effective potentials at the Mg-W interface [17].  
 

Future plans: We intend to further improve our modeling of (i) photoemission from atoms and molecules and 
(ii) the transport of  photo-released electrons inside complex targets. We will collaborate with experimental 
groups to explore the feasibility of and ideal parameters for the observation of dielectric response (plasmonic) 
effects during and after the XUV-pulse-triggered release of PEs from metal surfaces and nanoparticles [13,16]. 
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Strong-Field Time-Dependent Spectroscopy
Carlos A. Trallero
J. R. Macdonald Laboratory, Kansas State University, Manhattan, KS 66506
trallero@phys.ksu.edu

Scope
The main scope of my research is to measure time dependent molecular structure with ultrafast time reso-
lution. As a complement of this goal I’m developing novel ultrafast optical sources.

1 Optics development

1.1 HITS: A Terawatt class CEP stable laser system

The newly acquired high intensity tunable source (HITS) laser started installation at the JRML in April
2014. In August 2014 the laser met or surpassed all required specifications which are,

• 20 mJ of energy per pulse,

• 1KHz repetition rate,

• 25 fs pulse duration (FWHM of the intensity),

• noise on the intensity of the third harmonic less than 1% over one hour,

• CEP RMS noise less than 220 mrad over an hour and 320 mrad over 14 hours, measured as single shot.

Figure 1: a) Single shot f-2f spectra measuring the CEP after the second stage amplification of HITS. RMS deviations in the
CEP over the 750 minutes is 320 mrad. b) Single shot phase calculated from the first 60 minutes of the spectrum in a). RMS
deviation of the CEP is 220 mrad over this hour.

The laser was purchased from KMLabs through an NSF-MRI grant in 2011. It is to date one of the
highest energy-per-pulse CEP stable systems worldwide. Figure 1 a) shows single shot spectra after an f-2f
interferometer used to measure the CEP. The length of the scan is over 750 minutes! The system could
stay CEP locked longer, it was artificially stopped once this scan was over. The CEP is calculated from the
spectrum shown in Fig. 1 a) by calculating a fast Fourier transform and retrieving the phase of the first
frequency component for each point. The phase, calculated as a function of time in this manner is shown in
Fig. 1 b) for an interval of 1 hour of the first 100 minutes in a). The CEP RMS deviation for the entire 750
minutes is 320 mrad, CEP RMS deviation for the 60 min subset is of 220 mrad. Again both measurements
are single shot. We need to point out that the environment for this scans was not controlled. Parts of the
CEP development was done jointly between KMLabs and the JRML.

The laser is used to pump a high energy, white-light-seeded high energy optical parametric amplifier
(HE-OPA) with 18 mJ of the 20 mJ available from HITS, producing a maximum of 6 mJ of energy in the
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Figure 2: a) Energy per pulse in the signal (black) and idler (red) out of the HE-OPA as a function of wavelength. The
maximum total energy is 6 mJ (signal + idler), b) Simultaneous broadening of the signal and depleted pump after SPM. Pulse
durations, as measured by a SHG-FROG are 6.5 fs for the depleted pump and 15 fs for the signal (1300 nm).

signal plus idler. The energy per pulse of the signal and idler out of the HE-OPA measured as a function
of wavelength is shown in Fig. 2. It should be noted that even at the extremes of the of tunning curve
(1100 nm for the signal and 2550 nm for the idler) the energy per pulse is still in excess of 1 mJ at 1KHz
repetition rate. Thus this HE-OPA is perfectly suited for strong field physics experiments in a wide range
of wavelengths.

1.2 Steps towards an intense light synthesizer

We are interested in developing synthesized light fields with intensities high enough to drive multiphoton
processes in atoms and molecules. Our approach starts with the HE-OPA and it’s capability of generating
intense pulses in a broad range of wavelengths. The next step is to broaden all the main frequency components
(signal, idler and 800 nm pump) using self phase modulation (SPM). Because the HE-OPA is white-light-
seeded and pumped with a CEP stable source, the phase between all pulses is preserved.

We have succeeded in generating a continuous spectra from 320 nm to 2500 nm by broadening each
component independently, reaching a total energy of 2.3 mJ. To improve the stability of the synthesized
pulses and also the overall efficiency of the system we try to use the depleted pump (DP) emerging from the
HE-OPA. Such beam is usually discarded because of the low-quality spatial profile. However, we recently
demonstrated that the DP can be used simultaneously with the signal to generate few cycle pulses. SPM is
done by propagating both beams through a 1 m hollow core fiber and Fig. 2 b) shows the spectrum after
broadening. After the fiber both beams are separated with a dichroic mirror. Pulse durations are measured
using a second harmonic generation frequency resolved optical gating (SHG-FROG) yielding durations of
6.5 fs for the DP and 15 fs for the signal. The additional advantage of using the DP for synthesis is that it
has the same optical path as the signal and idler and there is no need to use additional delay lines.

2 Phase matching and multiorbital contributions to HHG.
in collaboration with A.-T Le, V. Kumarappan, R. Lucchese and E. Poliakoff

In this area we continue making advances on using higher order harmonic generation (HHG) as a spec-
troscopic tool to extract the photoionization dipole moment in molecular systems.

2.1 SF6

We now have complimentary theoretical simulations on the generation of harmonics from SF6. These sim-
ulations show that the observed harmonics in SF6 are generated from different orbitals. In particular, the
theoretically calculated HHG yield from the HOMO (1t1g) of SF6, exhibits a peak centered on H23 (36 eV).
This behavior is attributed to the strong shape resonance present in the 1t1g photoionization cross section.
Symmetry resolved analysis shows that the resonance has a t2u nature and enhances the HHG spectra near
H23. This observation is in qualitative agreement with features of the experimental HHG yield, in which
a peak is noted in the energy region of H21 to H29, but is centered on H23 at optimal phase matching
conditions. The impact of the resonance is made clearer by comparing the long trajectory data to the short
trajectory data. The resonant enhancement in the harmonic envelope is present in the spectra containing
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long trajectories and missing or significantly diminished in the spectra limited to short trajectories. The
resonance behaves as a ”trapping” of the electron after it has returned to the ion. Shape resonant trapping
has an associated lifetime related to the Heisenberg uncertainty principle. Shape resonances typically have
an energetic width between 2 and 5 eV, which translates into a typical lifetime of 65 to 165 as. The period
of the laser, by contrast, is approximately 2.5 fs. The duration of the short trajectory is less than the half
cycle of the laser pulse which prevents a population buildup. In contrast, long trajectories are temporally
longer than the half cycle of the laser pulse, allowing a rapid population buildup in the energy region of a
resonance.

In conclusion, we observe a set of maxima and minima in SF6 that are very stable to macroscopic
conditions. Because these structures are resilient to a wide variety of intensities and macroscopic conditions,
we have established that they are a result of the dipole moment in the recombination step. By comparing
our position and intensity dependent data for Ar with existing cross section data we were able to determine
an ideal set of experimental conditions for spectroscopic studies of SF6 using HHG. For both Ar and SF6
we observe large blue detuning when comparing HHG spectra to experimental or theoretical cross sections.
However, the HHG spectra for Ar reported here matches very closely experimentally measured ionization
cross sections
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Figure 3: A comparison between the experimental angle scans
at the full revival of 17.04ps and theoretical calculations of the
photoionization cross sections of HOMO and HOMO-1. The
cross section is normalized to 1, while the experimental data is
normalized to the isotropic harmonic yield.

We perform an angle dependent measurement of the
harmonic yield at the time of the full revival in
the time dependent non-adiabatic alignment trace
of N2. This correspond to a peak in the HHG sig-
nal at 17.04 ps. At this time, molecules are prefer-
entially aligned parallel to the harmonic generating
field when the pump polarization is parallel to the
probe beam. We choose this time delay as a fixed
delay and change the angle between the pump pulses
and the probe pulse. In doing so, we acquire an an-
gle dependent harmonic yield.

To understand the angular and time dependent
harmonic structure, we compare the photoionization
cross section (PICS) of the HOMO, HOMO-1 to the
harmonic yield as a function of angle in Fig. 3. In
the figure, PICS for HOMO and HOMO-1 are repre-
sented in dotted and dashed line respectively, while
the harmonic yield is in solid. For low order har-
monics we expect to observe a maximum in the har-
monic yield and PICS at 0◦. The harmonics shown
here have a minimum at 0◦ because of the Cooper
minimum in the PICS at these energies. The Cooper
minimum has a maximum at an angle ∼ 45◦ but this
minimum doesn’t explain however the local maxi-
mum in H35 to H41 at 90◦. To explain the angular distribution of H39 and H41 we need to take a closer
look at the PICS of HOMO-1 at energies corresponding to H35-H41. These cross sections show that the
HOMO-1 has a maximum at 90◦ relative to the molecular axis that matches relatively well the measured
harmonics. The harmonic yield at 0◦ won’t go to zero because the measured harmonics are generated from a
superposition of both the HOMO and HOMO-1 states and our current measurement doesn’t provide access
to the relative contributions from these states.

We should point out that while previous measurements show strong evidence of the HOMO-1 contribution
when using only perpendicular pump and probe in the delay scans, we can see a clear contribution in our
angle scans with parallel polarizations. Additionally, it has been proposed that HOMO-1 contributions
are observed only in the cutoff harmonics at high intensities, we used relatively low peak intensities of
190 TW/cm2. Instead, we have strong evidence that selectivity from HOMO and HOMO-1 contributions
can be controlled almost purely by selecting a proper phase matching condition.
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3 Interferometric studies with higher order harmonic generation
in collaboration with V. Kumarappan

Figure 4: Interferometric HHG setup. S1 is a source of un-
aligned harmonics while S2 is source of harmonics that are
aligned. Harmonics emerging from S1 and S2 overlap in the
far field creating and interference pattern.

One of the main benefits of using HHG as a spec-
troscopic tool is the possibility of providing hetero-
dyne measurements. Therefore, one of our goals is
to extract, not only the absolute value of the pho-
toionization dipole moment but also it’s phase. We
make use of an interferometric setup to extract the
phase of different harmonics relative to a reference.
In particular, we attempt to extract the phase of
each harmonic as a function of molecular alignment
angle relative to an unaligned sample. Experimentally, we generate harmonics from two sources that are
close to each other but without overlap. The experimental setup is shown in Fig. 4. Harmonics emerging
from each focus position interfere in the far field (the detector plane) creating an interference pattern similar
to the one shown in the figure. We then rotate the molecular alignment angle by changing the polarization
of the pump beam in S2 and record the interference pattern as a function of angle. Afterwards, we perform
a Fourier transform of the interference pattern for each harmonic. The phase of the first Fourier component
is the relative phase between harmonic emerging from S1 and S2.

Figure 5: a) Yield of harmonics 9, 11 and 15 as a function
of delay for C2H4. b) Relative phase between the aligned and
unaligned ensembles for the same harmonics. Delay values are
between 7 and 12 ps, centering around the J-type revival.

As a check we first performed measurements in
N2. In this case, the delay between the pump and
probe in S2 was 8.2 ps, the delay at which we
reach maximum alignment. Our observation shows
a fairly good agreement between our measured phase
and the alignment-averaged theoretically calculated
phase.

We also performed several scans around the first
J-type revival in C2H4 , corresponding to a delay be-
tween pump and probe of 7 to 12 ps. The absolute
harmonic yield (harmonics 9, 11 and 15) is shown in
Fig. 5 a), measured when only source S2 is present.
We then allow S1 to propagate and generate the
harmonic-dependent interference pattern. From the
interference patter we extract the harmonic and an-
gle dependent relative phase. The results are shown
in Fig. 5 b) as a function of delay.

We are currently working on improving our ex-
perimental setup and comparing it to theoretical cal-
culations.
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Objective	
  and	
  Scope	
  
	
  
The AMOS program at LBNL is aimed at understanding the structure and dynamics of atoms and 
molecules using photons and electrons as probes. The experimental and theoretical efforts are 
strongly linked and are designed to work together to break new ground and provide basic 
knowledge that is central to the programmatic goals of the Department of Energy as formulated in 
the “Grand Challenges”. The current emphasis of the program is in three major areas with 
important connections and overlap: inner-shell photo-ionization and multiple-ionization of atoms 
and small molecules; low-energy electron impact and dissociative electron attachment of 
molecules; and time-resolved studies of atomic processes using a combination of femtosecond x-
rays and femtosecond laser pulses. This latter part of the program is folded in the overall research 
program in the Ultrafast X-ray Science Laboratory (UXSL). 
 
The experimental component at the Advanced Light Source makes use of the Cold Target Recoil 
Ion Momentum Spectrometer (COLTRIMS) to advance the description of the final states and 
mechanisms of the production of these final states in collisions among photons, electrons and 
molecules. Parallel to this experimental effort, the theory component of the program focuses on 
the development of new methods for solving multiple photo-ionization of atoms and molecules. 
This dual approach is key to break new ground and provide a new understanding how electronic 
energy channels into nuclear motion and chemical energy in polyatomic molecules as well as 
unravel unambiguously electron correlation effects in multi-electron processes. 
	
  
	
   	
  

47



Inner-­‐Shell	
  Photoionization	
  and	
  Dissociative	
  Electron	
  Attachment	
  to	
  
Small	
  Molecules	
  

	
  
Ali	
  Belkacem,	
  Daniel	
  Slaughter,	
  and	
  Thorsten	
  Weber	
  

Chemical	
  Sciences	
  Division,	
  Lawrence	
  Berkeley	
  National	
  Laboratory,	
  Berkeley,	
  CA	
  94720	
  
Email:	
  abelkacem@lbl.gov,	
  dsslaughter@lbl.gov,	
  tweber@lbl.gov	
  

	
  
	
  
Objective	
   and	
   Scope:	
   This experimental subtask is focused on studying photon and electron 
impact ionization, excitation and dissociation of small molecules and atoms. The first part of this 
project deals with the interaction of X-rays with atoms and simple molecules by seeking new 
insight into atomic and molecular dynamics and electron correlation effects. The second part of 
this project deals with the interaction of low-energy electrons with small molecules with 
particular emphasis on Dissociative Electron Attachment (DEA). Both studies are strongly linked 
to our AMO theoretical studies by C.W. McCurdy, D. Haxton and T.N. Rescigno. Both 
experimental studies (photon and electron impact) make use of the powerful COLd Target Ion 
Momentum Spectroscopy (COLTRIMS) method to achieve a high level of completeness in the 
measurements. 
 
Inter Coulombic decay (ICD) and dissociation of small dimers. 
Applying our COLTRIMS scheme at the ALS to nitrogen and carbon monoxide dimers we could 
experimentally verify for the first time how energy between molecules can be transferred (10x) 
more efficiently (resonantly) on an atomic level and ultrafast time scale in a theoretically 
predicted so called Resonant Auger ICD (RA-ICD). In this scheme an incoming photon 
resonantly excites one core nitrogen (or carbon monoxide) molecule locally in a molecular (N2)2 
(or (CO)2) dimer. A subsequent spectator Auger decay takes place, i.e. an innershell electron fills 
the vacancy and emits an Auger electron while the left behind molecular ion in the small cluster 
is still in an excited state. When this excited state decays it exchanges a virtual photon with the 
neighboring molecule that has enough energy to ionize the neutral end of the dimer after which 
the dimer falls apart which represents the terminal ICD step. The process was identified and 
isolated using electron-ion energy correlation maps and angle correlation patterns of the Auger 
electron with respect to the dimer axis. This also showed that the ICD between the dimer 
constituents happened faster than the dissociation (<20fs) of one end of the dimer, the latter 
process likely leaving the neighboring molecule unharmed. On the other hand, resonant-Auger 
ICD (RA-ICD) could be used to induce selected atoms in a cancerous environment to emit 
electrons with tunable energies to specifically target and break certain molecules. This explains 
how destructive localized excitation and ionization can multiply in a molecular compound (and 
cells in the long run) after irradiation with monochromatic X-rays. This work was published in 
Nature. 
 
Structural imaging and anti-imaging of molecular bonds 
Imaging molecular structure is a critical challenge in chemical physics because the ability to 
visualize real-time changes in future pump-probe experiments has the potential to ultimately film 
chemical reactions on their natural time scales. In a joint collaboration with C.W. McCurdy, C.S. 
Trevisan, and T.N. Rescigno we recently performed experimental measurements and theoretical 
calculations for the photoionization of CH4 at the carbon K-edge. The measurements performed 
with our COLTRIMS method at the ALS combined with the complex Kohn variational 
calculations of the photoelectron in the molecular frame demonstrated the surprising result that 
the low energy photoelectrons (~4eV) effectively image the molecular tetrahedral structure by 
emerging along the bond axes. In these experiments we were able for the first time to create 3d-
molecular frame photoelectron angular distributions (3d-MFPADs). In this scheme the K-shell 
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ionization is followed by a subsequent single or even double Auger decay which results in two or 
sometimes three fragment ions necessary to deduce the molecular orientation in three dimensions 
at the time of photo ionization. The triple and quadruple coincidences between the photo electron 
and the recoiling ions were analyzed to extract and distinguish the breakup channels in PhotoIon-
PhotoIon COincidence spectra (PIPICO and TriPICO in case of the double Auger decay) and to 
generate momentum correlation plots which ultimately where transformed into 3d-MFPADs for 
selected regions of the KER. But do electron angular distributions always follow the shape of the 
molecule? We extended our scheme to a more complex molecule but with the same geometry, i.e. 
tetrafluromethane (CF4). In this molecule the hydrogen bonds are replaced by the strongest 
bindings in organic chemistry. The theoretical prediction and modeling of the K-shell ionization 
of CF4 near threshold hinted towards the opposite trend, i.e. an emission of electrons 
perpendicular to the fluorine bonds due to their polar covalent nature which essentially attracts 
the majority of electrons to the very electronegative fluorine atoms resulting in partial charges. In 
this ongoing project we were able to prove the “anti-imaging” effect, i.e. we probed the local 
electron density at the fluorine atoms and found the photo electrons (~4eV) to be emitted 
perpendicular to the fluorine bonds (see figure). 
 

 
 
Dissociative electron attachment dynamics of uracil: 
Fragmentation of the molecules found in DNA by low-energy electrons is highly relevant to a 
more complete understanding of radiation damage in living tissue, which is known to proceed 
primarily through DEA of secondary electrons that are produced with a high abundance (~4 x 104 
per MeV of deposited energy) by primary ionizing radiation and by chemical reactions involving 
radicals such as OH that are also produced in DEA reactions. We have measured 3-dimensional 
ion momentum distributions following DEA to the nucleobase uracil. This was made possible by 
the development of a compact molecular oven that produces an effusive molecular beam from 
low – vapor pressure targets. The oven is capable of heating solid and liquid samples to above 
600K, allowing the density and clustering properties of the effusive vapor target to be precisely 
controlled.  
DEA at the three low-energy π* shape resonances of uracil dissociate exclusively by the loss of 
neutral hydrogen, while several higher-energy (possibly doubly-excited) resonances in the 5-10 
eV electron energy range produce a multitude of ion fragments that are consistent with multiple 
bond-breaking and substantial rearrangement that is much less likely to be repairable in nature, 
for example by proton transfer from the aqueous environment.  

 

a.)     b.)   
 

a) experiment: 3d-MFPAD for (~4eV) photo electrons of CF4 after C(1s) K-shell ionization 
with eV (linear polarized). The red lines indicate the orientation of the emitted fluorines. b) 
theory: photo electron angular distribution for 3.27eV (C.W. McCurdy, C. Trevisan). 
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Our measured ion momentum distributions from the dissociation channels resulting from one of 
these resonances in uracil, at 6 eV electron attachment energy, suggest at least two different 
characteristic post - electron attachment dynamics. In the case of H- and C3H3N2O-, the latter 
corresponding to loss of neutral H and CO (or possibly HCO), we observe a narrow ion kinetic 
energy peak that is a signature of large kinetic energy release (see Figure).  Several other 
fragmentation channels are observed with isotropic ion momentum distributions of varying 
widths, all peaked at zero kinetic energy. The momentum spectra indicate that the final state 
products of these dissociation channels are highly vibrationally excited. This work was done in an 
ongoing collaboration with Vinent McKoy and Carl Winstead (Cal Tech) and Yoshiro Azuma 
(Sophia University, Tokyo). 

 

 
 
 

 
 
 
 
Dissociative electron attachment dynamics to Pyrimidine and Pyrazine: 
DEA resonances involving doubly-excited anions present an enormous theoretical challenge in 
terms of accurately describing the electronic structure by ab initio methods due to highly-
correlated electron dynamics. These challenges are magnified in relatively large multi-electron 
systems such as the nucleobases and many other biologically relevant molecules. It is therefore 
desirable to understand more about the dissociation dynamics of singly-excited anion shape 
resonances that are ubiquitous in aromatic compounds. We recently targeted the diazines 
pyrimidine and pyrazine toward this purpose, as they are relatively well-known by electron-
scattering theory and experiments to have shape resonances with energies up to 4.5 eV that might 
be stable enough with respect to autodetachment that they also participate in DEA. It is 

Momentum and kinetic energy distributions of H- and C3H3N2O- 
fragments following dissociative electron attachment at around 

electron impact energies near 6 eV 
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noteworthy that no experimental data exist to date in the literature that have measured DEA 
products for diazines.   
In the first experimental measurements of DEA to diazines, we did not find any ion fragments 
from either pyrazine or pyrimidine at the predicted shape resonance energies below 5 eV. 
Nevertheless we did discover many dissociation channels at the slightly higher electron 
attachment energies of 5-7 eV, that contrast remarkably with the similarly structured uracil 
molecule. As in uracil, multiple bond-breaking occurs, resulting in CN-, C2H2N- and C3N2H3

- and 
H- from each of these diazines. Remarkably, every one of these fragmentation channels exhibits a 
very small kinetic energy release and therefore the available energy is effectively channeled into 
vibrational excitation. This finding is likely to be crucial in our future investigations of DEA to 
nucleobases. 
	
  
Future Plans 
We plan to continue application of the COLTRIMS approach to achieve complete descriptions of 
single photon double ionization to polyatomic molecules studying dissociation dynamics, 
ionization mechanisms and structural imaging. In particular we will investigate more complex 
systems such as C4H8, C3H6 and C3H4 and C2H2F2. The latter molecule nicely combines the two 
imaging and “anti-imaging” hydrogen and fluorine bonds. We plan to continue our on-going 
work using our Dissociative Electron Attachment modified-COLTRIMS to study DEA to uracil 
and pyrazine. This latter work is being done in close collaboration with Vincent McKoy from the 
theory side. 
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Program Scope: This project seeks to develop theoretical and computational methods for 
treating electron processes that are important in electron-driven chemistry and physics and that 
are currently beyond the grasp of first principles methods, either because of the complexity of the 
targets or the intrinsic complexity of the processes themselves. A major focus is the development 
of new methods for solving multiple photoionization and electron-impact ionization of atoms and 
molecules. New methods are also being developed and applied for treating low- energy electron 
collisions with polyatomic molecules and clusters.  A state-of-the-art approach is used to treat 
multidimensional nuclear dynamics in polyatomic systems during resonant electron collisions and 
predict channeling of electronic energy into vibrational excitation and dissociation. 
 
 
Recent Progress and Future Plans:  
	
  
Dissociative Electron Attachment  
Dissociative electron attachment (DEA) plays an important role in radiation therapy, waste 
remediation, nanofabrication and in the chemistry of planetary atmospheres. Its fundamental 
importance in electron-driven chemistry provides an impetus for understanding the mechanism of 
DEA. Our earlier studies of DEA to water, CO2 (ref. 12) and methanol (ref. 8) have shown that 
the topology of the transient anion surfaces relevant to DEA can be quite complicated, with 
conical intersections between shape resonances, Feshbach resonances and virtual states that can 
play a role in the dissociation dynamics. We have found that with polyatomic targets, studies of 
the total dissociation cross sections can belie the complexity of the dissociation dynamics, which 
is only revealed in angular distribution of the product anions. This is the case with acetylene 
where our joint experimental/theoretical study (ref. 17) done in collaboration with Prof. A. E. 
Orel and the group at Auburn confirmed that a non-axial recoil mechanism involving cis- and 
trans-bending, as well as asymmetric stretch, combined with ab initio computations of the 
entrance amplitude faithfully reproduced the measured angular distributions.  

 
 

 
 
 
 
 
 
 
 
 

 
We are undertaking a similar study of DEA to CF4 . Preliminary calculations show that DEA in 
the 6-9 eV region is the result of overlapping negative ion shape resonances of A1 and T2 
symmetry which correlate with different product ion channels – F- + CF3 and F + CF3

-. The 
complicated angular dependence that is observed may result from a conical intersection involving 
these anion states. 
 

	
  

C2H2-­‐	
  fragment	
  ion	
  distributions	
  
from	
  DEA	
  to	
  acetylene.	
  The	
  
experimental	
  data	
  (dots)	
  is	
  
compared	
  with	
  ab	
  initio	
  
calculations	
  including	
  bending	
  and	
  
asymmetric	
  stretch.	
  The	
  dashed	
  
line	
  shows	
  	
  the	
  expected	
  
distribution	
  from	
  a	
  simple	
  linear	
  
axial	
  recoil	
  mechanism.	
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Molecular-Frame Photoelectron Angular Distributions (MFPADS) 
Our unexpected discovery that, for the class of molecules containing a single heavy atom and several 
hydrogen’s atoms (CH4, H2O, NH3 - refs. 2-4), the K-shell MFPADs at relatively low photoelectron 

energies, when averaged over all photon polarization 
directions, effectively image the geometry of the molecule is 
a simple reflection of the fact that core-level MFPADs  are 
extraordinarily sensitive to nuclear geometry (refs. 5,7,10). 
We have since found that the situation with molecules 
containing more than one central heavy atom can be more 
complicated, with multiple scattering effects leading to 
additional structure in the MFPADs. The origin of these 
imaging effects is still not well understood. For 
example, in work carried out in collaboration with 
Prof. Cynthia Trevisan of California Maritime 
Academy, we have found that carbon 1s ionization 
from CF4 produces an MFPAD that actually anti-
images the molecule, that is, the electron is 

preferentially ejected in directions between the CF bonds, producing a six-lobed octahedral 
figure. These results raise a number of interesting questions. What if the molecule contains a 
heavy atom with a mixture of hydrogen and other heavy atoms bonded to them? In a collaborative 
study with Cynthia Trevisan and the experimental AMO group in Frankfurt, we have initiated calculations 
on carbon 1s MFPADs for the series of fluorinated hydrocarbons, CH3F, CH2F2 and CHF3, to see if the 
combined effects of imaging and anti-imaging persist. Another interesting aspect of core-hole 
ionization we wish to examine concerns core-electron ejection from molecules with two or more 
equivalent heavy atoms, like acetylene (HCCH). These calculations will be undertaken with a 
view toward guiding and interpreting ongoing and planned experiments at the ALS searching for 
evidence of the localization of core holes. 
 
 
Photo-Double Ionization of Complex Targets 
Single-photon double ionization (DPI) is an exquisitely sensitive probe of electron correlation. For the 
simplest atomic and molecular targets, advanced, grid-based, non-perturbative methods have produced 
essentially exact results. To overcome the computational obstacles involved in applying such methods to 
more complex molecular targets, we developed an expanded frozen-core treatment which produces an 
effective 2-electron problem which we found to give surprisingly accurate differential DPI cross sections 
for neon and argon (ref. 6). We have taken the first steps in extending this treatment to molecular targets. 
To avoid single-center expansions, which are prohibitively slow for complex molecules, we are developing 
a new hybrid approach that uses multi-centered basis functions in the restricted region of coordinate space 
spanned by the frozen molecular orbital’s, combined with a grid-based, exterior complex scaled finite-
element DVR radial basis in the exterior region. The associated angular functions for high l-values are then 
only needed in the first few elements close to the target region. In collaboration with Prof. Frank Yip of 
California Maritime Academy, we have taken the first step of demonstrating an efficient construction of 
one-electron molecular ion continuum functions which will be needed as the testing functions in a DPI 
calculation. Our planned efforts will be directed at carrying out the first calculations of DPI on O2 and N2 
with the specific goal of exploring the possible signature of an effect yet to be addressed, either 
theoretically or experimentally – that of inter- versus intra-shell correlation. 
 
Molecular (e/2e) at High Impact Energy 
 
Most of the theoretical work on computing fully differential cross sections for electron impact 
ionization of molecules with more complex targets than H2 has been carried out using 
perturbative treatments, for both scattered and ejected electrons, with simplifying assumptions 
such as the use of spherically averaged interaction potentials. The complex Kohn approach to 
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(e/2e) at high-energy electron impact which we developed and successfully applied to the case of 
water (ref. 13) allows us to treat the slow, ejected electron in (e/2e) processes without simplifying 
approximations, under the assumption that the fast incident and scattered electrons can be treated 
in the first Born approximation. We have completed and published a similar study on methane 
(ref. 16). Methane has triply degenerate (t2) occupied orbitals and therefore a coupled-channel 
treatment was required to produce accurate results. From our studies to date we have found that 
the recoil peak in the triple differential cross sections is usually more difficult to accurately 
describe than the binary peak. This is especially true when the ionization involves a delocalized 
valence orbital. Since the recoil peak corresponds classically to a collision where the ejected 
electron is scattered by the nucleus before exiting the molecular field, such collisions are more 
sensitive to details of the molecular target wave function. We plan to examine the sensitivity of  
the recoil region to the use of more elaborate correlated wave functions which can be  
 

 
 
 
accommodated in the complex Kohn approach. We will also examine more complex processes 
such as molecular excitation/ionization, which are generally beyond the scope of simple 
perturbative methods. 
 
New Complex Kohn Methodology 
 
Our complex Kohn suite of codes, which we rely on for electron- molecule, electron-ion,  
molecular photoionization and high-energy (e/2e) calculations, is presently interfaced to the 
MESA (Molecular Electronic Structure Applications) package, a legacy code developed in the 
1980’s. While quite flexible, it had been restricted in terms of the number of basis functions, 
configurations and, consequently, the size of molecular targets it could handle, being written in 
Fortran77 for single processor machines whose memory was small by present standards. In 
collaboration with Prof. Robert Lucchese of Texas A&M University, we have made two major 
improvements to the MESA and complex Kohn codes. We now have new versions of the codes 
that compile under GFORTRAN and use 8-bit integer array addressing, effectively eliminating 
the restrictions on the number of basis functions that can be used and more than tripling the limit 
on the number of configurations. The new codes have been used in coupled-channel studies of 
SF6 photoionization (ref. 14) and multi-photon ionization of NO2 (ref. 15). We have also 
implemented a configuration contraction scheme that makes it possible to eliminate the 
occurrence of pseudo-resonances that can appear in close-coupling expansions when correlated 
target states are used. Our study of dissociative excitation of H2O (ref. 9), as well as ongoing 
studies of methanol excitation, made use of this new capability. 
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With a view toward treating electron-molecule collision processes, including electron correlation 
effects, on systems that are significantly larger than can be studied currently, we have initiated, 
also in collaboration with Prof. Lucchese, the  development of a new numerical complex Kohn 
method designed to run optimally on distributed memory parallel platforms, using from 32 to 512 
processors depending on the size of the problem. The idea will be to replace the analytic basis 
functions currently used with numerical grid-based functions, in combination with complex 
continuum functions, as part of an iterative solution of the complex Kohn equations using an 
iterative Krylov subspace method with orthogonalization to solve the linear equations. In addition 
to opening a path to calculations on much larger molecules, the new method will allow us to drop 
approximations such as separable exchange, which are fundamentally linked to the old 
methodology. 
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Program Scope: This program exploits the use of short X-ray and XUV pulses to 
provide basic knowledge of ultrafast dynamics of photo-excited atoms and molecules 
from the natural time scale of electron motion to the time scale of the chemical 
transformations.  There are five subtasks in the UXSL effort, reflecting the essential 
strategy of attacking these problems using an approach that applies an entire arsenal of 
ultrafast experimental and theoretical methodology spanning time scales from 
attoseconds to picoseconds to the study of systems that include atoms and molecules in 
the gas phase, clusters, nanodroplets and condensed phase transition-metal complexes.    

Recent Progress and Future Plans:  
1.  Attosecond atomic and molecular science -- Stephen Leone and Daniel Neumark 
 
 The UXSL attosecond dynamics subtask strives to use the unique ability to generate 
isolated attosecond pulses to directly study electronic processes, such as autoionization 
and electronic coherences, in atoms and small molecules.  In this effort, high harmonic 
generation and double optical gating are used to produce isolated attosecond pulses in the 
energy range of 15 to 80 eV. The attosecond pulses are used in combination with a time-
delayed perturbative near-infrared (NIR) pulse to measure laser-induced changes in the 
absorption of a target gas.  Recent work has used Sn filters to spectrally limit the 
attosecond pulses to 18-24 eV, resulting in pulse durations of about 400 as. 
 
 In addition to the fast timescales that can be accessible with attosecond pulses, the 
extremely broad bandwidth of the attosecond pulse allows simultaneous excitation of 
multiple states.  Recent experimental work in neon uses transient absorption spectroscopy 
to observe a coherent superposition of Rydberg states below the first ionization potential 
of neon.  In this work, the attosecond pulse prepares the coherent superposition.  Then, 
the NIR pulse interrogates the initial excitation by perturbing the induced polarization at 
varying time delay.  The NIR pulse causes long-lived Rydberg states to switch from 
Lorentzian to Fano lineshapes [Ott et al., Science 340, 716 (2013)] as seen in the inset in 
figure 1(a).  Quantum beating is observed as a modulation in the absorption of various 
states as a function of NIR-attosecond pulse time delay. This beating is very prominent in 
the spin orbit split 3d features, which has a period of 40 fs, corresponding the energy 
difference of 0.1 eV between the two states.  Extensive work in conjunction with the 
theory groups of Ken Schafer and Mette Gaarde from LSU has provided an 
understanding of the mechanism of this beating.  However, the relative strengths of the 
observed beating in the 3d states is not correctly captured by either a simple depletion-
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only model, which assumes population is 
removed from one or the other state in the 
superposition, or a more complicated coupling 
model, in which some population is 
transferred between the two 3d states by 
coupling through an intermediate 2p state.  
Approximate agreement between experiment 
and theory is attained only by considering the 
variable spectrum of the NIR pulse and 
admitting some uncertainty in the dipole 
coupling between various states in the 
calculations.  Schafer et al. have shown 
theoretically in helium that sub-cycle features 
can be observed that reveal, through the slope 
of their interference fringes, the coupling 
parameters between various states [Chen et 
al., Phys. Rev. A 87, 033408 (2013)].  
Observation of these subcycle features in neon 
would offer a clearer picture of the electronic 
interactions that play a role in the detection of 
quantum beats. 
 
 In pursuit of this goal, much effort has 
been invested to improve the laser pulse 
characteristics.  New chirped mirrors 
supporting a broader bandwidth have been 

installed, shortening the probing NIR pulse duration from 12 fs to 7 fs.  The carrier 
envelope phase (CE phase) locking electronics were upgraded, improving the phase jitter 
over time to 150 as.   An electron time-of-flight spectrometer was added to the apparatus 
to optimize the attosecond pulses and CE phase control.  A new interferometer is 
currently being tested to improve the NIR focus quality and allow the intensity to be 
increased by at least a factor of two.  Finally, since previous work on autoionizing 
resonances in xenon revealed the importance of isolating the line center of absorption 
features to correctly extract the lifetime of the state, a new grating was installed, 
improving the spectral resolution by a factor of two, to 8 meV at 20 eV. 
 
 Future work will focus on expanding the complexity of target systems to small 
molecules such as HBr and HF.  The HBr experiments will apply the experimental 
expertise gained from the xenon lifetime measurements to directly measure the lifetimes 
of autoionizing 3d core-excited states located around 75 eV.  This experiment will 
provide an opportunity to examine electron-correlation driven processes that linewidth-
derived lifetime measurements cannot access because of the numerous broadening 
mechanisms that come into play in the study of molecular species.  The HF experiments 
will track electronic wavepackets generated by exciting electronic states located at 
energies from 15 to 18 eV, where some members of the electronic superposition are 
decaying on a few femtosecond timescale due to autoionization. 

Fig. 1: Transient absorption measurement of 
wavepacket dynamics in atomic neon.  (a) 
Partial data set, covering photon energies 
from 19.9 to 20.8 eV.  The color scale 
represents optical density. Inset: Absorption at 
NIR-XUV overlap (zero delay) from 20.45 to 
20.75 eV. (b) Lineouts of measurement at 
20.04 eV (2s22p5(2P3/2)3d absorption feature, 
dashed blue) and 20.14 eV (2s22p5(2P1/2)3d 
absorption feature, solid red).   
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2.  Non-Born-Oppenheimer dynamics and non-linear interaction of femtosecond X-

rays with atoms and molecules -- Ali Belkacem and Thorsten Weber  
 
 This subtask of the UXSL is focused on using two-color Extreme Ultraviolet (XUV) 
pump and XUV probe to study non-Born-Oppenheimer dynamics in polyatomic 
molecules as well as non-linear X-ray processes. Higher-order harmonic generation has 
reached intensities high enough as to induce multiphoton ionization processes. This past 
year we focused on major laser upgrades and laboratory development.  We commissioned 
our newly constructed reaction microscope (MISTERS) endstation at the 50Hz HHG 

laser beamline which we recently equipped with an attenuation gas cell and energy filter 
element. High harmonics were generated, selected and overlapped in three dimensions 
with our supersonic gas-jet, and analyzed while first recoiling ions were imaged in the 
momentum spectrometer. We established photo effect measurements on Helium atoms as 
suitable procedures to calibrate our ion detection scheme. Subsequently, first two-color 
test experiments on molecules were performed on H2 and C2H4 measuring ion momenta. 
The hydrogen molecules with its known dynamics serve as a benchmark for testing the 
setup and its capabilities. Pump pulses with 4.6 to 14 eV and probe pulses with 4.6 and 
7.7 eV were chosen. While populating the B state of the neutral H2 molecule we try to 
observe the evolving wave packet by recording the H2

+ and H+ signal and look for 
changes in the KER of the proton as shown in Fig 2. 
 
 For ethylene we compared two photon processes generated from pump-probe 
schemes using 8eV only with 8 and 14 eV light pulses shown in Fig. 3. In the latter we 
were able to break the C=C bond and found a preferred emission of the CH2

+ fragments 
along the polarization direction while fragments from higher-order excitation showed an 
isotropic distribution. We could confirm a distinct sharp KER peak at zero seen in our 
VMI experiments before; its origin remains unknown at this point. Both experiments and 
their analysis are ongoing.  
 

 
Fig. 2: (left) population of the B state of the neutral H2 molecule and the evolution of the 
nuclear wave packet. (right) measured kinetic energy of the proton as a function of the 
probe delay. 
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 Parallel to the upgrade of the low repetition high harmonic system we commissioned 
a new state-of-the-art laser system (30 mJ, 1 kHz and 25fs) in an adjacent laboratory. A 
similar high harmonic generation scheme to the 50 Hz was constructed and 
commissioned. This latter system produces routinely in excess of 109 photons per 
harmonic at 1-kHz making it a one-of-a-kind source of high-intensity and high repetition 
rate XUV photons. In addition to ion fragmentation pathways, we will attempt 
photoelectron spectroscopy in the molecular frame. We used this new high repetition rate 
intense high harmonic source to study CO2. 
 
 UV-driven ultrafast dynamics in carbon dioxide: Despite extensive studies of the 
vacuum ultraviolet photolysis of CO2 our understanding of its photochemistry still 
presents a major challenge. This challenge is due to a very complicated manifold of 

           
Fig. 4:  CO+ fragment yield from CO2 dissociation as a function of time delay between a 5th harmonic (8 
eV) pump and  15th harmonic (24 eV) probe. Positive time correspond to the pump early. Time zero is 
given by two photon absorption in Ar (shaded area). 

 
Fig. 3: (left) Ion fragment distribution in the x-position as a function of the time of flight after 
the C-H bond breakage (pump-probe: 8eV and 8eV). (right) Time of flight of the CH2

+ 
fragment after cleavage of the C=C double bond (pump-probe: 8eV and 14eV).  
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excited-states for this prototypical three-atom molecule. In the 6-9 eV energy range there 
are two weak bands corresponding to photon driven electronic transition between the 1Σg

+ 
ground-state of CO2 and the group of (1Πg, 1Σu

-, 1Δu and 1Σg
+) excited-states. A 

remarkable aspect is that all these transitions accessible in the energy of interest for us are 
dipole forbidden. It is shown in a recent theoretical work that bending vibration 
vibronically induces the electronic transition. In the 8 eV energy region the spectrum is 
irregular and diffuse. Recent theoretical study showed that the primary reason of the 
irregularities of level spacing and diffusiveness are non-adiabatic interactions. These 
interactions are numerous and strong and render questionable the quality of the familiar 
Born-Oppenheimer and Franck-Condon approximations. It is well established that photo-
excitation of CO2 in this energy leads to two asymptotic channels that leave the oxygen 
fragment in a singlet (1D) and triplet (3P) state. The latter is a result of singlet-triplet 
interstate crossing since it does not correlate directly to the excited-states populated in the 
Franck-Condon region. Using our XUV pump-probe capability we excited gas phase CO2 
molecules with the 5th harmonic (8 eV) and probed the excited state dynamics as a 
function of time delay with a 15th harmonic (24 eV) probe. Fig. 4 shows the production 
of CO+ fragments as a function of pump-probe delay. It is quite remarkable that we are 
able to excite a substantial fraction of the target (several % effects) despite the weak 
transition due the “dark” nature of these states. The 15th harmonic is energetic enough to 
break the CO bond in the cationic state producing directly CO+ or O+ fragments. We 
observe a long decay time when the 5th pump precedes the 15th probe. The 15th harmonic 
probe can also ionize CO and O fragments at the asymptotic times.  Fig. YY shows that 
the dissociation of CO2 takes over 300 fs to reach asymptotic limits, much longer that the 
case of C2H4 reported last year. This is an indication that dissociation of CO2 involves a 
very rich dynamics prior to dissociation as suggested by the topology of the energy 
surfaces calculated by recent theoretical calculations. This work is being written for 
publication. 
 
3.  Soft X-ray high harmonic generation and applications in chemical physics  --  

Oliver Gessner, Stephen Leone and Daniel Neumark 
 The chemical dynamics project concentrates on fundamental dynamics in molecules 
and clusters, which are studied by ultrafast X-ray spectroscopy and imaging techniques. 
Laboratory based experiments using high-order harmonic generation (HHG) light sources 
are complemented by studies at the Linac Coherent Light Source (LCLS) and the FERMI 
free electron laser. Experimental techniques include time-resolved photoelectron 
spectroscopy, electron- and ion-imaging, transient XUV absorption spectroscopy, and 
femtosecond coherent diffractive imaging.  
 
 A recent highlight of the project is the first detection of quantum vortex lattices in 
rotating helium nanodroplets by X-ray coherent diffractive imaging (Fig. 5). Isolated pure 
and Xe-doped nanodroplets were imaged by single X-ray (hν=1.5 keV) pulses of the 
LCLS AMO instrument, giving access to the droplet shapes (Fig. 1 a,b,d,e) and vorticities 
(Fig. 1c,f). Vortices are imaged by doping the droplets with Xe atoms, which are attracted 
to the vortex cores, where they cluster and act as contrast agents for the detection of the 
elusive quantum phenomenon. The studies provide the first definitive evidence for the 
bulk superfluid nature of helium nanodroplets and demonstrate vorticities that are at least 
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five orders of magnitude higher than in any previous experiment on superfluid helium. 
The shapes of the fastest spinning droplets confirm an about fifty year old prediction that 
liquid droplets that lack viscosity retain their axisymmetric shapes at rotational speeds 
well beyond the stability limits of classical, viscous droplets. 

 
 Most recently, the LCLS-based cluster imaging studies were extended by a 
femtosecond time-resolved X-ray-pump/X-ray-probe experiment on Xe and mixed Xe/He 
clusters using the newly installed LAMP chamber in combination with the latest, 
undulator-based LCLS double-pulse generation scheme. A preliminary analysis of the 
data indicates that the experiment is capable of tracing the intense X-ray induced 
disintegration dynamics of pure Xe clusters. For hybrid Xe/He core-shell systems, 
indications for charge transfer between the ionized Xe core and the surrounding He shell 
have been detected, potentially providing new benchmarks for the use of superfluid 
helium as a tamper layer in so-called diffract-and-destroy experiments. 
 
 Laboratory-based femtosecond XUV photoelectron spectroscopy experiments on the 
relaxation dynamics of electronically excited helium nanodroplets have been extended by 
a UV probing scheme that reveals previously inaccessible spectroscopic features. In 
particular, a long-standing hypothesis suggesting an efficient interband transition from 
states associated with the n=3,4 Rydberg manifold to those associated with n=2 Rydberg 
excitations has been directly confirmed. Surprisingly, though, this transition proceeds on 
an ~300 fs time scale, almost an order of magnitude faster than previously believed and is 

 
 
Fig. 5: Single-shot X-ray coherent diffractive imaging of isolated helium nanodroplets [Gomez et al., 
Science 345, 906 (2014)]. Diffraction patterns were recorded for pure (a,b) and Xe-doped (c) droplets. 
Patterns (a) and (b) indicate spherical (d) and strongly distorted (e) droplet shapes, respectively, due to 
different degrees of rotational excitation. The Bragg pattern in (c) reflects the formation of a triangular 
lattice of quantum vortices in a rotating droplet, providing direct evidence of its bulk superfluid nature. 
Dopant Xe atoms are trapped by the vortices, leading to the formation of regularly spaced Xe clusters 
that assemble preferentially along the vortex cores and serve as contrast agents for the detection of the 
lattice structure (f). 
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succeeded by continued intraband relaxation within the n=2 manifold. The results are 
corroborated by femtosecond photoelectron spectroscopy data recorded at the FERMI 
free electron laser after excitation into the 2p Rydberg band. The results clearly illustrate 
both intraband relaxation within the 2p band and interband relaxation to the 2s band on 
timescales commensurate with the laboratory-based data. Efforts are underway to unravel 
the underlying physics with the aid of ab initio based molecular dynamics simulations. 
 

 
4.  Ultrafast X-ray Studies of Condensed Phase Molecular Dynamics  -- Robert W. Schoenlein 
 The objective of this UXSL subtask is to advance our understanding of solution-phase 
molecular dynamics using ultrafast X-rays as time-resolved probes of the evolving 
electronic and atomic structure of solvated molecules. Time-resolved XANES provide 
detailed information about dynamics of the valence charge structure, while time-
dependent EXAFS provides information about changes in the local atomic structure. 
X-ray measurements thereby reveal important new information about reactions including: 
charge transfer processes, changes in oxidation states, formation/dissolution of bonds, 
and conformational changes. This subtask exploits two time-resolved picosecond X-ray 
beamlines at the ALS (0.2 to 10 keV), beamline 11-ID at APS, and ultrafast capabilities 
at the LCLS X-ray laser, complemented by ultrafast optical spectroscopy studies. 
 
 One area of present focus is on solvated transition-metal complexes exhibiting strong 
coupling between molecular structure, charge transfer, and electronic properties arising 
from the ligand field. These include transition-metal polypyridyl compounds, metal-
porphyrins, metal-carbonyls, and bridged heteronuclear metal-metal compounds. 
Understanding the fundamental dynamics in these classes of compounds is relevant for 
solar energy conversion schemes, photo-catalysis, and related processes. 

 

 
Fig. 6:  Left: Differential EXAFS spectra measurements of solvated Mn2(CO)10 400 ps after ultrafast 
photodissociation. The Mn(CO)5 spectrum was reconstructed from the transient difference spectra.  
Solid lines are fits using DFT optimized molecular geometries and multiple-scattering code FEFF 9.05. 
Inset shows the dynamics at 6552 and 6557eV. Center: Molecular Structures of Mn2(CO)10 and 
Mn(CO)5 and representative TD-DFT calculated electron densities related to pre-edge features at 
6541 eV (A, B) and at 6548 eV (C, D). Right: Comparison between experimental (open circles), fit 
components (green lines) and calculated fits (solid lines) of pre-edge spectra at the Mn K-edge for 
Mn2(CO)10 (black) and the ·Mn(CO)5 radical (red) by TD-DFT (ORCA simulation). 
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 Photodissociation dynamics in metal-metal bonded carbonyl dimers: This year we 
have completed the first time-resolved XANES and EXAFS spectroscopy studies of the 
transient electronic and molecular structure of bimetallic Mn2(CO)10 following 
photodissociation. Mn2(CO)10 is one of the simplest binuclear metal carbonyl complexes 
and is a prototype for understanding solution photolysis of organometallic compounds 
with metal-metal bonds. 
 
 Transient differential Mn K-edge spectra of Mn2(CO)10 are compared with 
simulations based ab-initio multiple scattering calculations and reveal surprisingly small 
structural modifications upon formation of the •Mn(CO)5 radicals. These remain 5-fold 
coordinated C4v structures, nearly exactly half the Mn2(CO)10 parent, with slight increases 
in Mn-C bond distances and Cax-Mn-Ceq bond angles. However, modification of the local 
electronic charge distribution is significant. The spectral changes reflect altered 
hybridization of metal-3d, -4p, and ligand-2p orbitals, and the loss of inter-ligand 
interaction accompanied by the spin transition associated with radical formation. 
 Charge-transfer Dynamics in Ru-polypyridine Complexes: We have initiated new 
studies of the photochromic Ru-complex [Ru(bpy)2(pyESO)]2+ which exhibits photo-
driven isomerization that is predicted to be mediated by conical intersections. Time-
resolved XAS at the Ru L-edge and S K-edges (ALS BL6.0.1) provide complimentary 
views of the isomerization dynamics, and yield the first experimental evidence of a 
metal-centered intermediate state. We are conducting related studies of the “light-switch” 
compound [Ru(bpy)2(dppp2)]2+ which exhibits photo-induced charge-transfer processes 
that are poorly understood, and yet are central for solar energy conversion (e.g. dye 
sensitized solar cells) and photo-catalysis. Time-resolved XAS at the Ru L-edge provides 
a quantitative understanding of the charge transfer dynamics, transient electronic 
structures, and the solvent role in photo-excited complexes with dppz and dppp2 ligands. 
One important question to be addressed is the relative time-scale of both the triplet-state 
interconversion (which can be tuned over an order of magnitude via solvent stabilization) 
and the associated recovery of the ground state. Future studies in Ru-based light-
harvesting complexes will focus on molecular structure via EXAFS at the Ru K-edge, 
and a “ligand-view” of the charge dynamics via time-resolved XANES at the N K-edge. 
 
 
5.  Theory and computation -- Martin Head-Gordon, Dan Haxton and C. William 
McCurdy 
 
 This part of the program focuses on the theoretical description of the next generation 
of ultrafast XUV and X-ray experiments.  To that end, we have completed an entirely 
new implementation of the Multiconfiguration Time-dependent Hartree Fock (MCTDHF) 
method with “all electrons active” based on finite-element grids in prolate spheroidal 
coordinates to represent the time-dependent orbitals.  
 

Lawrence Berkeley National Lab - UXSL

64



The method treats general diatomics including for the combination of (1) a rigorous 
representation of the ionization continuum via the method of exterior complex coordinate 
scaling, (2) an all-electrons-active treatment in which excitations are allowed from all 
orbitals and all orbitals are time dependent, and  (3) the possibility of treating nuclear 
motion in diatomics on the same footing as electronic motion.  This capability has opened 
the door to the complete ab initio simulation of both many-electron atoms and many-
electron diatomic molecules in short, intense XUV and X-ray pulses.  We have applied 
this computational capability to study the transfer of population between valence states of 
the lithium atom and NO molecule via core excited autoionizing states far above the 
ground state using pulse sequences planned proposed for stimulated X-ray Raman 
spectroscopy. 
  
 In Fig. 7 displays the elements of a newly-proposed scheme for the measurement of 
the polarization of atoms and molecules above the ionization threshold induced by 
intense IR or visible laser pulses using transient absorption methods.  MCTDHF 
calculations on several systems have revealed that the polarizations (time-dependent 
dipole) at frequencies above the ionization threshold induced by a combination of an 
intense visible or IR pulse, and a sub-femtosecond XUV pulse are additive over a wide 
range of intensities and time delays.  That fact allows us to use only the transient 
absorption spectra for three time delays of the XUV pulse relative to the intense pump 
pulse and a knowledge of the characteristics of the pulses themselves to extract the 
polarization due to only the pump pulse.   This measurement technique is predicted to be 
robust under realistic experimental conditions and uncertainty in the transient absorption 
spectrum.   
 
 The crucial photochemical events in processes ranging from vision to light-harvesting 
to light emission involve ultrafast processes that involve multiple excited states, including 
multi-electron excited states. Experiments provide one window on the relevant states 
while first principles computations offers another, complementary, view. We have been 
making progress on the development of viable methods to calculate multielectron excited 

           
Fig. 7 MCTDHF calculations showing how transient absorption can be used to measure the polarization 
of the continuum through multiphoton processes by  intense pulse directly.  Left: transient absorption 
spectrum of neon above the ionization threshold at three time delays using a 12 fs 1014W/cm2 266nm 
“pump” pulse and a 1.6 x 1010W/cm2 xuv “probe” pulse centered at 23.13 eV.    Right: the time-
dependent polarization (oscillating dipole) in the continuum induced by the intense pulse (solid line) 
calculated using MCTDHF and the values of that polarization extracted from only the spectrum at the 
left.  
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states, using new complete active space spin-flipping ideas, and non-orthogonal 
configuration interaction, and, most recently, the two combined. These methods have the 
ability to be applied to large systems, as exemplified by NOCI calculations on beta 
carotene, and SF-NOCI calculations on large bimetallic transition metal complexes. 

 
 We completed ab initio trajectory studies that explore post-electronic excitation 
dynamics of small helium clusters, as a simulation counterpart to UXSL experiments.  
The dynamics typically show dramatic cluster fragmentation, including a small fraction 
of dimers (a sample trajectory is shown in Fig. 8).  Additionally, the development of local 
excited state methods that are capable of treating much larger cluster sizes than standard 
algorithms is approaching production capability. 
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Early Career: Ultrafast X-ray Studies of Intramolecular and Interfacial 
Charge Migration 

 

Oliver Gessner 
 

Chemical Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, CA 94720 
 

OGessner@lbl.gov 
 

Program Scope: Interfacial electronic dynamics are key processes in many emerging 
technologies aimed at providing scalable, low-cost options for photovoltaic and 
photocatalytic solar energy conversion. This program is focused at developing and 
applying time-domain X-ray spectroscopy and imaging techniques to enable an atomic-
scale understanding of the fundamental mechanisms underlying interfacial 
photoelectrochemical performance. In particular, ultrafast dynamics at molecule-
semiconductor and liquid-semiconductor interfaces are studied by time-resolved X-ray 
photoelectron spectroscopy (TRXPS) and time-resolved X-ray absorption spectroscopy 
(TRXAS) techniques, which are deployed at the Linac Coherent Light Source (LCLS) 
and the Advanced Light Source (ALS). They are complemented by the development of 
laboratory-based time-resolved near-edge coherent diffractive imaging (CDI) techniques 
driven by femtosecond high-harmonic generation (HHG) light sources. 

Recent Progress and Future Plans: In a concerted effort of femtosecond TRXPS 
measurements at the LCLS and constrained density functional theory (CDFT) 
calculations, an interfacial charge-transfer state has been identified as the intermediate 
electronic configuration that precedes free charge carrier generation upon photoexcitation 

 
 
Fig. 1: TRXPS enables an atomic scale perspective of a) charge injection and b) electron-hole 
recombination across the interface formed by N3 dye molecules attached to a film of ZnO 
nanocrystals. a) An interfacial charge-transfer state is identified as the dominant electronic 
configuration 500 fs after photoexcitation of the dye, providing an important benchmark related to 
performance issues in ZnO based dye-sensitized photovoltaic systems. b) Transient surface 
photovoltage (SPV) response of the ZnO substrate due to charge injection and subsequent electron-
hole recombination. The combination of intramolecular chemical shifts (a) and substrate SPV 
responses (b) provides a comprehensive picture of photoinduced interfacial dynamics using local 
probes on both sides of the molecule-semiconductor interface. 
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of a film of ZnO nanocrystals sensitized with N3 dye molecules (Fig. 1a). The results 
provide an important benchmark for the long-standing quest to identify the fundamental 
mechanisms underlying the performance differences of TiO2- and ZnO-based hybrid 
molecule-semiconductor systems for photoinduced charge generation. Overlapping 
spectroscopic features from neutral and ionized dye molecules as well as potential 
interfacial states pose a significant challenge to distinguish different proposed scenarios 
with conventional time-domain techniques. In contrast, the element-specificity of TRXPS 
provides a site-selective view of the interfacial charge transfer process from the 
viewpoint of the Ru metal center of the dye. The measured chemical shift of the Ru 3d 
photoline within the critical first picosecond after photoexcitation of the dye is compared 
to a series of CDFT calculations describing ranges of expected chemical shifts for 
different transient electronic configurations (Fig. 1a). The analysis provides strong 
support for the temporary retention of the electron in an interfacial complex in which the 
negative charge has already departed from the molecular dye but still resides in 
immediate proximity within the semiconductor substrate. 

 
The LCLS based femtosecond time-resolved experiments are complemented by 

picosecond time-resolved experiments at the ALS. A novel TRXPS technique has been 
developed that, principally, does not require a specific beamline, provides an electron 
bunch-length limited temporal resolution of ~70 ps (FWHM), and can be applied in all 
operating modes of the ALS (2-bunch and multi-bunch) while making use of a large 
fraction of the total ALS X-ray flux. The new capability has been employed to 
characterize the transient surface photovoltage (SPV) response of a nanoporous N3-
sensitized ZnO semiconductor substrate due to photoinduced interfacial charge-injection 
and recombination dynamics (Fig. 1b). While time-resolved SPV measurements have 
been used in the past to study electronic dynamics in semiconductors after direct, above 
band-gap excitation, to the best of our knowledge this is the first time that charge-
injection across a molecule-semiconductor interface is probed with this method. The 
measurements demonstrate a substantial SPV response of the sintered nanocrystal film 
and provide direct insight into the dynamics induced in the electron acceptor of the dye-
semiconductor interface. The relaxation dynamics are multi-exponential with at least two 
contributing time scales on the order of ~80 ps and ~2.3 ns. Both similarities and pointed 
differences of the dynamics compared to those in above band-gap excited semiconductors 
are observed. Efforts are underway to gain a microscopic understanding of the origins of 
these results. The combination of transient chemical shifts in the molecular 
photoemission lines and the simultaneously recorded transient SPV response of the 
semiconductor substrate provide previously unattainable, complementary viewpoints of 
the interfacial electron dynamics from both sides of the interface. In a next step, the new 
technique will be used to identify contributions from different moieties of the molecular 
dye to the charge injection process and to gain a deeper understanding of the surface 
and/or trap states within the molecule-semiconductor system that may contribute to the 
charge transfer dynamics. 

 
A new in situ TRXAS technique has been developed at the ALS to study interfacial 

electron dynamics in photoelectrochemical devices under application-like conditions. 
Similar to the new TRXPS setup, the TRXAS technique can be employed in all operating 
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modes of the ALS with bunch-length limited time-resolution (~70 ps FWHM). First in 
operando TRXAS spectra have been recorded for a photoelectrochemical cell based on a 
thin film hematite (α-Fe2O3) working electrode exposed to an aqueous NaOH electrolyte. 
A series of experiments is scheduled to probe the nature and dynamics of interfacial hole 
states, which facilitate the electrochemical activity of the liquid-hematite interface. 
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Early Career Project: The Multiconfiguration Time-Dependent Hartree-Fock Method for 
Interactions of Molecules with Ultrafast X-Ray and Strong Laser Pulses 
 
 Daniel J. Haxton 
 Lawrence Berkeley National Laboratory MS2R0100 
 1 Cyclotron Road, MS 2R0100 
 Berkeley, CA 94720 
 djhaxton@lbl.gov 
 
 
Program scope / definition 
 
This project is based upon a computer code for solving the nonrelativistic Schrodinger equation 
for a small molecule, subject to arbitrarily strong laser fields, nonperturbatively.  It is ab initio 
and includes correlated wave functions.  The code was begun before the start of this project.  It 
presently treats atoms and diatomic molecules, with an initial implementation of fully 
nonadiabatic motion in the internuclear degree of freedom. 
 
The final goal of the project is a fully ab initio nonadiabatic treatment of polyatomic molecules, 
electronic and nuclear degrees of freedom. 
 
Several applications of the method will be pursued, making use of the capabilities already 
implemented, and as additional capabilities are added. 
 
 
Recent progress 
 
1)  The Cartesian sinc basis treatment for polyatomics has been implemented in a simple version 
of the code, for electrons only (no nuclear motion yet). 
 
Our understanding of the underlying method is evolving.  We have not yet submitted a paper 
describing the sinc basis function treatment.  As of last year, significant progress had been made 
in arriving at a workable method to calculate two-electron integrals.  However there are aspects 
of this method that we have understood more fully only recently.  It seems now that the way we 
calculate the two-electron matrix elements is unnecessarily complicated.  It appears now that our 
method for two electron matrix elements can be summarized as follows:  We perform a 
resolution of the identity, approximating densities, which are sums of products of sinc functions, 
as sums of sinc functions, via sinc(x) sinc(x + nπ) ≈ δ0n sinc(x); otherwise, we do business as 
usual.  The paper needs to be re-phrased along these lines and then will be submitted.  
 
New postdoc Chen Zhang will be working on the sinc DVR for polyatomics.  We have not 
resolved two issues.  1) We wish to stretch and scale the Cartesian grid.  We have expressions 
derived for this that we have yet to attempt to use.  2) The method should produce no corrugation 
in the energy of a state calculated as a function of position.  At present, it is not working as it 
should and does produce corrugation. 
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It appears that we can achieve double zeta accuracy with Neon using a grid spacing of about 0.05 
bohr.  We can use about 100 sinc functions on a side, for a total of one million primitive basis 
functions, before the storage necessary for the two-electron integrals becomes prohibitive.  While 
this will allow interesting calculations, we would like to be able to use a finer grid.  Dr Zhang is 
pursuing the use of contact operators, as used in effective theory in nuclear structure, for 
instance, for this purpose. 
 
2)  An implementation allowing restricted configuration spaces – that is, not full configuration 
interaction, spaces like those used in quantum chemistry like configuration interaction with 
singles and doubles (CISD) – is necessary in order to make the method scalable to bigger 
molecules.  One way of doing this (in which the one electron density matrix is kept block 
diagonal) was already done before the project.  I have also now programmed and understood the 
other, variational way to do it, arguably the best way, using the variational principle from which 
the rest of the equations are derived. 
 
The paper on this subject, which I indicated was near submission last year, is not yet submitted.  
Last year I did not understand the underlying concepts and had produced a method that worked, 
but that I had not accurately characterized.  The paper is now almost completely done, and I 
understand everything completely.  It truly will be submitted soon. 
 
The subject is fascinating on its own, regardless of its significance to the problem of making 
MCTDHF work for a large molecule.  The main issue is that for some parameterized wave 
functions, two variational principles are equivalent, and for others, they are inequivalent.  The 
principles are the McLachlan variational principle, which minimizes the norm of the error of the 
derivative with respect to time, and the Lagrangian variational principle, which conserves energy 
for time-independent Hamiltonians.  When these are equivalent, they are collectively referred to 
as the Dirac-Frenkel variational principle.  I believe I am the first one to understand how these 
principles become different within MCTDHF for restricted configuration spaces.  This issue has 
been swept under the rug by prior authors.  The upcoming paper should be regarded as the first 
time the MCTDHF equations have actually been explicitly completed for the general case.   
 
To the right I show Fourier transforms of a dipole 
moment induced in Be near a 1s transition.  One 
can see that the Dirac-Frenkel and Density matrix 
treatments of restricted configuration spaces give 
a peak that is similar to the Full CI result.  The 
calculations done with restricted configuration 
spaces but using the Full CI equations – the 
``dumb’’ way – are labeled ``None’’ and differ 
significantly from Full CI.  
 
Below I show a table of energies, in Hartree, 
before and after a pulse, for a restricted configuration space in which the Lagrangian and 
McLachlan variational principles become equivalent.  One can see that the Lagrangian principle, 
which is derived by considering the energy, calculates the work done by the pulse (the change in 
energy) to within one part in 100,000, relative to Full CI; the ``dumb way’’ has an error of one 
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Calculation Start Finish Change

Be Full CI -14.304750 -12.71701 1.58774

Be Dirac-Frenkel -14.304601 -12.71686 1.58775

Be Density -14.303224 -12.7220 1.5812

Be None, DF start -14.304601 -12.27520 2.02940

Be None, Den start -14.303224 -12.66033 1.64288

BC2+ Full CI -61.275139 -60.611515 0.663624

BC2+ Lagrangian -61.275135 -60.611508 0.663627

BC2+ McLachlan -61.275135 -60.611208 0.663927

BC2+ Combination -61.275135 -60.611330 0.663805

BC2+ None -61.275135 -60.645813 0.629322

TABLE I: Absolute energies of the wave functions before and
after the pulse, in atomic units (Hartree). Digits listed agree
for mean field time steps 0.0001 and 0.0002 for Be. The results
are for a time step of 0.001 for BC2+; results for a step of
0.0005 differ in the fifth and sixth decimal places.

culation is very different depending on the initial state,
with the density matrix initial state occupation number
deviating from full CI far more than does that from the
Dirac-Frenkel initial state.

In the bottom panel of Fig. 2 we plot the quantity

offdiag =
1

|Ψ|2

√ ∑

α<β, different shells

|ραβ |2 (59)

as a measure of the degree to which the density matrix
is off-block-diagonal. The density matrix constraint is
designed to keep the density matrix fully block diagonal,
but the propagation accumulates mean field error and the
corresponding line rises into the panel at 45 as. Interest-
ingly, while both the Dirac-Frenkel and density matrix
constraints give good approximations to the full CI solu-
tion, the Dirac-Frenkel calculation produces a highly off
block diagonal density matrix.

We show the Fourier transform of the dipole moment
calculated over an interval of 7.25 fs in Fig. 3. The den-
sity matrix and Dirac-Frenkel treatments produce nearly
the same result, which is somewhat different from the
full CI result, being shifted by about +0.5eV and being
slightly more narrow and therefore taller. The calcula-
tions performed without one of the constraints manage
to produce peaks, but they are much wider, shorter, and
substantially shifted from the other results.

B. BC2+ charge exchange

In order to analyze the performance of the Dirac-
Frenkel constraint with arbitrary configuration spaces,
we calculate the dynamics of B+ and C+ at 3a0 separa-
tion, subject to a 1fs, 5 × 1014 W cm−2 pulse, with po-
larization parallel to the bond axis, and central frequency
15.9eV, tuned approximately resonant to the charge ex-
change transition going to B + C2+.
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FIG. 2: (Color online) Top panel: occupation of the least
occupied (fifth) natural orbital for Beryllium test case. Bot-
tom panel: measure of off-diagonality of the density matrix
of Eq. (59).
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FIG. 3: (Color online) Fourier transform of induced dipole
moment for Be calculation obtained after propagation for
7.25fs.

We use five finite elements for the radial degree of free-
dom ξ in the prolate spheroidal coordinate system, with
lengths 1, 3, 3, 6, and 10. The coordinate is unitless;
given the internuclear separation of 3a0, these elements
are approximately 3, 9, 9, 18, and 30a0 long. The final
three elements are complex scaled at an angle of 0.5 ra-
dians. The Hamiltonian has a large antihermitian com-
ponent and it is important to note that at the end of
this calculation, the norm of the wave function as rep-
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part in 20.  These results, in particular, convince me that I have correctly implemented these 
variational principles.  I have found that I may make an ad hoc combination of the two 
principles, which is more numerically stable than either alone. 
 

Start   Finish  Change 
Full CI   -61.275139  -60.611515  0.663624  
Lagrangian  -61.275135  -60.611508  0.663627  
McLachlan  -61.275135  -60.611208  0.663927  
Combination  -61.275135  -60.611330  0.663805  
None   -61.275135 -60.645813 0.629322 
 
3) The paper on stimulated X-ray Raman within the NO molecule that we submitted last year 
was rejected from PRL.  We have spent a good amount of this year addressing the issues raised 
by the referee.  At the time of writing (Sept 15 2014) there are still some calculations to finish 
before this paper is finally accepted.  It will appear in Phys Rev A.  
 
4) The code has been completely rewritten.  It went from 40,000 to 19,500 lines of code, 
maintaining the same capabilities, but doing everything right and without redundancy.  There are 
now different executable files for different coordinate systems.  Coordinate system dependent 
routines are collected and compiled separately into separate archive files; separate versions of the 
code are then linked for each different archive file.  This work was necessary before hiring a 
postdoc to begin work on the project. 
 
The code is still written in Fortran; in 2015 I plan to convert it to C++. 
 
 
Future plans 
 
 1)  Dr. Zhang is working on deriving the Hamiltonian using modified prolate coordinates.  
Once this is finished, we will begin to use the nonadiabatic capability of the code. We will 
proceed to study processes like light induced conical intersections as described in the proposal. 
 
The other applications that will be pursued include 

2)  An extensive study of NO, and stimulated X ray Raman transitions in other molecules 
3)  Control of x ray processes in strong fields 
4)  Nonadiabatic processes in strong fields 
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1. Program Scope 

Chemically synthesized semiconductor nanocrystals (NCs), known also as nanocrystal quantum dots (QDs), have 
been extensively studied as both a test bed for exploring the physics of strong quantum confinement as well as a 
highly flexible materials platform for the realization of a new generation of solution-processed optical, electronic 
and optoelectronic devices. Due to readily size-tunable emission, colloidal NCs are especially attractive for 
applications in light-emitting diode (LED) displays, solid-state lighting, lasing, and single-photon sources. It is 
universally recognized that the realization of these and other prospective applications of NCs requires a detailed 
understanding of carrier-carrier interactions in these structures, as they have a strong effect on both recombination 
dynamics of charge carriers and spectral properties of emitted light. A unifying theme of this project is 
fundamental physics of electronic and magnetic interactions involving strongly confined carriers/spins with focus 
on control of these interactions via size/shape manipulation, doping/heterostructuring, and “interface 
engineering.” Our goals in this project include: the development of high-efficiency NC-based LEDs free from 
detrimental effects of Auger recombination such as efficiency “roll-off” at high currents; realization of electrically 
pumped single-NC light sources; the achievement of NC lasing under continuous-wave excitation; and 
demonstration of ferromagnetic behavior in optically-active NCs doped with magnetic impurities.  

2. Recent Progress  

During the past year, our work has focused on improving our understanding on nonradiative Auger recombination 
in QDs and devising new methods for its suppression, as well as on elucidation of the effect of Auger decay on 

the performance of QD-LEDs. Three specific areas of our research were: 
(1) the relationship between Auger recombination rates of charged and 
neutral multi-carrier states, (2) control of Auger recombination via 
“interface engineering,” and (3) the effect of Auger recombination on 
efficiency roll-off of QD-LEDs.    

2.1 Auger decay of positive vs. negative trions in relation to biexciton 
Auger recombination. Previous studies of Auger decay have mostly 
focused on charge-neutral multiexcitons, such as biexcitons, triexcitons, 
etc. Auger dynamics of charged species have been less thoroughly 
investigated partially due to difficulties in controlling the degree of 
charging. To fill this gap, during the past project period we have 
conducted detailed studies of charged excitons applying a variety of 
ensemble and single-dot techniques.  

The simplest charged state is a trion, comprising a neutral exciton and 
either an extra electron (negative trion, X-) or an extra hole (positive 
trion, X+); Fig. 1a. In idealized structures with identical conduction and 
valence bands, the Auger lifetimes of negative (τX-) and positive (τX+) 
trions are equal to each other, and further, are four times longer than the 
neutral biexciton (XX) Auger lifetime. Indeed, based on “statistical” 
arguments, biexciton Auger decay can be described as a superposition of 
two independent positive-trion- and negative-trion-like pathways (Fig. 
1a), implying that its rate can be presented as 1/τXX = 2(1/τX- +1/τX+),  
which leads to τX- = τX+ = 4τXX if we assume that τX- = τX+.  

Our recent studies of trion recombination using ultrafast cathodoluminescence, however, indicated that the 
measured trion and biexciton lifetimes are not necessarily related by a factor of 4, suggesting that that τX- may not 
always equal to τX+. In order to evaluate τX+ and τX- and their relation to the biexciton time constant, we have 

 
Figure 1. (a) Auger decay of a negative 
(left) vs. positive (right) trion. (b) PL 
intensity trajectory for the single CdSe/CdS 
QD (1.5 nm core radius, 5.5 nm shell 
thickness). (c) Neutral exciton (X0), and 
negative (X-) and positive (X+) trion 
dynamics extracted from periods of, 
respectively, high, intermediate and low 
emissivities.  
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conducted independent measurements of τXX, τX+ and τX- using single-dot spectroscopic methods applied to thick-
shell CdSe/CdS QDs. In these studies we used a Hanbury Brown and Twiss setup in which the 
photoluminescence (PL) was split between two equivalent channels and detected with two single-photon 
avalanche photodiodes coupled to a time-correlated single-photon counting (TCSPC) module. By utilizing a 
multichannel, time-tagged, time-resolved mode we simultaneously recorded a PL intensity trajectory, PL decay 
dynamics of both single excitons and biexcitons, and the second-order intensity correlation function. 

An example of these measurements is displayed in Fig. 1b. The intensity trajectory shows high, intermediate, and 
low intensity levels, associated respectively with a neutral exciton (X0), X- and X+ trions. By analyzing PL photon 
arrival times for each intensity level, we derived the lifetimes of these three species (Fig. 1c). Further, by picking 
the second PL photon detected during a given excitation cycle, we measured the biexciton lifetime. Thus, using 
this method we were able to obtain four time constants (τX, τXX, τX+, and τX-) simultaneously from a single 
measurement. For the CdSe/CdS QD shown in Fig. 1c, this measurement yields τX- = 9.1 ns and τX+ =1.5 ns, 
indicating a large ~6-fold difference between negative and positive trion lifetimes. This disparity can be explained 
by two factors. One is the high density of valence-band states common of II-VI semiconductors, which favors the 
X+ pathways by making it easier to meet the energy conservation requirement for Auger processes involving re-
excitation of a hole (Fig 1a, right). The second factor relates to a much greater degree of confinement experienced 
by the hole in the CdSe/CdS QDs (confined to the QD core) vs. the electron (delocalized over the entire QD), 
which further enhances the rate of the X+ Auger channel.  

Interestingly, despite a large disparity between the τX- and τX+ time constants, they still can be used to accurately 
predict the biexciton lifetime. For example, based on the measured X- and X+ dynamics in Fig. 1c, the expected 
value of τXX is 0.64 ns, which is in close correspondence with the result of direct measurements (0.72 ns).  This 
relationship between trion and biexciton lifetimes was systematically observed for all studied core/shell samples, 
indicating that independent of exact values for τX- and τX+ the XX decay can be always be described in terms of 
two parallel X+ and X- channels.  In CdSe/CdS-based systems, it is dominated by the X+ pathway (that is, τXX ≈ 
τX+/2), suggesting that the suppression of biexciton Auger recombination requires primarily the suppression of the 
X+ decay. Based on this finding, in our work on Auger-rate engineering (see next section) we have focused on 
manipulating the rate of positive trion decay.      

2.2 Suppression of Auger recombination via “interface engineering.” 
In monocomponent QDs, the Auger recombination time scales linearly 
with particle volume (sometimes referred to as a V-scaling). Follow-up 
studies conducted within the present project have shown that V-scaling 
is a universal trend observed for a large number of QD compositions. 
Calculations by Cragg & Efros (Nano Lett. 10, 313, 2010) suggest that 
in addition to QD size, the shape of the confinement potential also has a 
significant effect on Auger decay rate, as it influences the matrix 
element of the Auger transition. Specifically, these calculations have 
demonstrated that by smoothing the confinement potential (by going, 
e.g., from a sharp step-like potential to a smooth parabolic profile) one 
can achieve orders-of-magnitude reduction in the rate of Auger decay.  

The correlation between unintentional interfacial alloying and 
suppression of biexciton Auger recombination in CdSe/CdS QDs with a 
varied shell thickness (Garcia-Santamaria, et al., Nano Lett. 11, 687, 
2011) provided strong indication that the shape of the confinement does 
play an important role in Auger recombination. In this project, we have 
directly addressed this problem by studying carrier dynamics in 
core/shell CdSe/CdS QDs with a well-defined CdSexS1-x alloy layer 
incorporated between the core and the shell. These studies were enabled 
by a novel synthesis that allowed for a much faster growth of a thick 
CdS shell compared to the more traditional successive ionic layer 
adsorption and reaction (SILAR) method; this was essential for 
avoiding unintentional alloying at the CdSe/CdS interface. Using this 

 
Figure 2. (a) Syntheses of core/shell 
CdSe/CdS (C/S; top) and core/alloy/shell 
CdSe/CdSexS1-x/CdS (C/A/S; bottom) QDs. 
(b) Early time Auger dynamics of multicarrier 
states (XX and X-) for reference C/S QDs and 
C/A/S QDs. Both samples have the same core 
radius (r = 1.5 nm) and the same total radius 
(R = 7 nm). The thickness of the interfacial 
alloy is 1.5 nm. Table: biexciton and trion 
Auger lifetimes for these two samples. 
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method we synthesized structures with two distinct interfaces: one with a sharp core-shell boundary (C/S QDs) 
and the other with a CdSexS1-x alloy layer incorporated between the core and the shell (C/A/S QDs; see Fig. 2a). 
Grading of the core/shell interface affects primarily the hole confinement potential, and therefore, is expected to 
influence the X+ Auger recombination pathway that is dominant in these structures (see previous section).    

Side-by-side studies of the spectroscopic properties of these QDs indicated that the incorporation of an interfacial 
alloy layer did not have any appreciable effect on single-exciton properties, but strongly affected biexciton 
dynamics (Fig. 2b). Specifically, we observed a considerable lengthening of τXX accompanied by an increase in 
the biexciton emission efficiency. These observations were consistent with significant suppression of Auger 
recombination arising from smoothing of the confinement potential. These findings demonstrate the large 
potential of a new approach of interface engineering for manipulating the rate of Auger decay and perhaps other 
Auger-type processes such as Auger ionization and carrier multiplication. 

2.3 Effect of Auger recombination on performance of QD-LEDs. To evaluate the practical benefits of interface 
engineering we have conducted side-by-side comparison of the performance of LEDs fabricated from CdSe/CdS 

QDs with a sharp core/shell interface to those made using similar QDs 
but with an intermediate CdSe0.5S0.5 alloy layer. In our LEDs we apply 
a so-called inverted architecture in which the QD active layer is 
sandwiched between an inorganic ZnO electron transport layer and an 
organic hole transport layer based on conjugated molecules (Fig. 3a). 
This architecture has been shown previously to produce low turn-on 
voltage (≈ QD band gap), high external quantum efficiencies (EQEs) 
at practical brightness (100 - 1000 cd/m2) and good operational 
stability (half lifetime ~500 hr). By analyzing carrier dynamics 
directly within the QD active layer we detect a considerable degree of 
QD charging with extra electrons as a result of spontaneous charge 
injection from the cathode, which occurs due to energetic proximity 
of the QD conduction-band level to the Fermi level of ZnO. The 
presence of extra carriers in the QD results in activation of 
nonradiative Auger decay, which greatly reduces LED efficiency 
especially at large driving currents leading to EQE roll-off (known 
also as droop). By comparing LEDs fabricated from alloyed QDs to 
those made of QDs with a sharp core/shell interface we observe a 
considerable improvement in performance for alloyed structures 
which is a direct consequence of suppression of Auger recombination. 
In addition to a ca. two-fold improvement in the absolute EQE, the 
use of alloyed QDs pushed the onset of EQE roll-off to three-fold 
higher current density (Fig. 3b). This work provides convincing 
evidence that the efficiency roll-off in QD-LEDs originates from 

Auger recombination rather than field-induced separation between electrons and holes; further, it demonstrates a 
practical solution to this problem involving the use of “interface-engineered” QDs with suppressed Auger 
recombination.  

3. Future Plans 

In our future work we will continue exploitation “interface engineering” for achieving a more complete 
suppression of Auger decay. Specifically, we will develop and study structures in which not only a hole (as in our 
existing QDs) but also an electron experiences a graded confinement potential which should allow us to suppress 
Auger decay channels involving re-excitation of either an electron or a hole (known, respectively, as negative- 
and positive-trion pathways). We will also explore the type-II energy alignment of electronic states in 
heterostructured QDs for controlling conduction-to-valence band coupling as a means for suppressing Auger 
decay. We plan to extend our work on Auger decay engineering to new compositions, including III-V 
semiconductors (e.g., InP and InSb) as well as I-III-VI2 materials such as CuInS2 and CuInSe2. These will allow 
us to access near-infrared (near-IR) spectral energies relevant to telecommunications and should also facilitate 

 
Figure 3. (a) A QD-LED with an inorganic 
cathode (ZnO particles deposited on top of an 
ITO electrode and an anode made of a layer of 
4,4'-Bis(N-carbazolyl)-1,1'-biphenyl (CBP) 
separated from an Al electrode by a MoOx 
spacer. (b) EQE vs. current density for two QD-
LEDs: one employing CdSe/CdS QDs with an 
abrupt interface (black diamonds) and the other, 
CdSe/CdSexS1−x/CdS QDs (x is ~0.5), with an 
alloyed interface (red circles).  
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applications in real-life technologies by eliminating concerns associated with the toxicity of Cd-containing 
materials.  

In addition to ensemble spectroscopic methods, the newly developed structures will be studied using single-NC 
techniques, which will allow us to characterize heterogeneities in single- and multiexciton properties in relation to 
structural parameters of the samples. Our previous studies on this topic focused on elucidating the mechanisms for 
PL intermittency, and the effect of Auger recombination or a proximal metal nanostructure on statistical properties 
of emitted light. We have also demonstrated a new mechanism for photon antibunching using a dynamic hole-
blockade in core/shell NCs with exceptionally thick shells, termed by us “dot-in-bulk” (DiB) NCs.  

In our future studies, we will apply the developed methodology for characterizing single/multiexciton dynamics 
as well as statistical properties of emitted light in novel engineered NCs including those with emission in the near-
infrared (IR). The results of these studies will help optimize NC fabrication procedures for a more complete and 
uniform suppression of Auger decay. In our work on single-photon emitters, we will explore the use of the hole-
blockade phenomenon for demonstrating strong photon antibunching at both visible and IR energies. We will 
begin this work using optical excitation and eventually extend it to the regime of electrical charge injection by 
adapting previously reported QD-LED architectures.  

The newly developed NCs will be incorporated into proof-of-principle device structures including LEDs and 
light-emitting field-effect transistors. Evaluation of device performance conducted in parallel with spectroscopic 
studies of QDs directly within the devices will help us better understand their operational principles as well as the 
impact of various physical processes (e.g., Auger recombination) on their output characteristics (e.g., efficiency, 
brightness, “turn-on” bias, etc.). The feedback from these studies will be used to optimize the structural 
parameters of the NCs for specific applications.     
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PULSE Ultrafast Chemical Science Program

Philip Bucksbaum (spokesperson), David Reis, Kelly Gaffney, Markus Guehr, Claudiu Stan, Shambhu 
Ghimire, and Todd Martinez

Chemical Science Division, SLAC National Accelerator Laboratory, Menlo Park, CA

Science objectives:

Stanford PULSE Institute

Current and future progress:  S

• Imaging on the nanoscale in space and the femtoscale or attoscale in time.  

• Light conversion chemistry.  
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• The eV scale in time, space, and field strength.  

Management structure:

Figure 1

SLAC National Accelerator Laboratory
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Subtasks: 

Connections to other units within the SLAC organizational structure:  

Other important connections

Laser Research Coordination:  

Connections to LCLS:  

SLAC National Accelerator Laboratory
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o

o

Productivity metrics. 

Advisory committee.

Educational programs and outreach activities.  
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ATO: Attoscience

Principle Investigator: Philip H. Bucksbaum; Co-PI: Markus Guehr; Grad students: Limor Spector, 
Song Wang, Julien Devin. Undergrads: Ian Tenney, Rex Garland.  Collaborators:  PULSE Institute, 

especially Shungo Miyabe, Todd Martinez, Adi Natan.

Objective and Scope: 

Recent Progress:

Transient Impulsive Giant Electronic Raman (TIGER) processes with attosecond pulses:

Vibrational and Rotational Symmetry probes of harmonics in asymmetric molecules. 
(Collaboration with T. Seideman, A. Saenz, and T. Martinez)
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HHG in oriented water.  

Future projects:  

Isolated attosecond pulses for TIGER redistribution and nonlinear spectroscopy:  
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THz orientation of water and other asymmetric top molecules:  

HHG in vibrating molecules:  

Connecting our work to LCLS and LCLS-II:  

Publications: 

Scientific American

Bulletin of the American Physical Society
Ultrafast Nonlinear 

Optics

Journal of Physics B: Atomic, Molecular and Optical Physics

Physical Review Letters

Physical Review Letters
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Physical Review A

Journal of Physics: Conference Series

EPJ Web of Conferences

Nature 
Communications

arXiv Preprint arXiv:1301.3104

Nature Communications

arXiv Preprint arXiv:1207.2517

Nature Communications

arXiv Preprint 
arXiv:1308.3733
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NLX: Ultrafast X-ray Optical Science and Strong Field Control 

David A. Reis*, Shambhu Ghimire

Program Scope:

Progress Report

SLAC National Accelerator Laboratory
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The next three years:
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References to publications of DOE sponsored research

2014 

Optics Express

Phys. Rev. Lett.

Bulletin of the American Physical Society

2013

Nat Phys

Nonlinear Optics

Attosecond Physics

CLEO: 2013

2013
Conference on Lasers and Electro-Optics (CLEO 2013)

2012

Physical Review A
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Nature

Journal of Physics B: Atomic, Molecular and Optical Physics

42nd Annual Meeting of 
the APS Division of Atomic, Molecular and Optical Physics

CLEO: QELS-Fundamental Science

Research in Optical Sciences
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NPI: Non-Periodic Imaging
Claudiu A. Stan, Raymond G. Sierra, Hartawan Laksmono, Hasan Demirci

PROGRAM  SCOPE

RECENT PROGRESS

Anomalous behavior of homogenous ice nucleation in “no-man’s land”.

et al
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Fig. 3 a) A 20-μm water jet, 3 μs after absorption of a X-ray 
pulse focused to 1 μm. The gas from the explosion pushes the 
liquid from the jet into a thin film. b) Overlaid images of the jet at 
75 ns, 235 ns, and 1, 2, 3, 4 and 5 μs. c) Jet gap growth. During 
the explosion-driven phase the gap grows logarithmically with 
time, and the gap size at the end of this phase scales 
logarithmically with the pulse energy. These dependencies 
show that the expansion of water vaporized by the X-ray pulse 
is approximately self-similar. 

Microflows induced by XFEL pulses at LCLS.

et al

Time-resolved macromolecular SFX crystallography. 

et al.

Instrumentation development at LCLS. 
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In-house instrumentation development. 

FUTURE PLANS 
The structure of metastable ice formed under atmospheric-relevant conditions.

Structural dynamics of enzymatic reactions.

Sample delivery for XFEL experiments.

Producing water at extreme negative pressures with XFEL pulses.

COLLABORATIONS:
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PUBLICATIONS WHICH NPI WAS PRIMARY AUTHOR
MRS Proceedings 1349

et al.
et al.

Acta Crystallog. F69
et al. Proc. Natl. Acad. 

Sci. USA

Phys. Rev. Lett. 104
et al. Proc. SPIE 8504
et al. Nature 486
et al. Opt. Express 21

et al. J. Phys. 
B At. Mol. Opt. Phys. 46

et al. Acta Crystallog. D68
et al. Nat. Commun. 3

SELECTED PUBLICATIONS IN WHICH NPI WAS A MAJOR COLLABORATOR
et al. Proc. 

Natl. Acad. Sci.USA 109
et al. Opt. Express 20

et al. Nat. Photonics 6
et al. Science 337

et al. Nature 470
et al. Doctoral thesis preprint

et al.

et al. Nat. Methods 11

et al. Nat. Methods 9
et al. Opt. Express 20

et al. Proc. Natl. Acad. Sci. USA 109

et al. Phil. 
Trans. R. Soc. B 369

et al. Nat. Comm.
5

et al. Nat. Methods 9
et al. Nature 513

et al. Phys. Rev. B 84

et al. Proc. SPIE 8078
et al. Opt. Express 20
et al. Opt. Express 20

et al.
J. Phys. Chem. Lett. 4

et al. Rev Sci. 
Instrum. 82

et al. -
Phys. Rev. Lett.106

et al. Phys. Rev. Lett.
et al. Nature 470
et al. Nature 510
et al. , J. Chem. Phys.

et al Opt. Express 19
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SFA: Strong-field laser mater interactions
PI: P. Bucksbaum; Research Associate: Adi Natan; Staff Scientist: Ryan Coffee; 

Graduate Students: Matthew Ware, Lucas Zipp, Andrei Kamalov
PULSE Ultrafast Chemical Science Program, SLAC National Accelerator Laboratory, Menlo 

Park, CA 94025. Email: phb@slac.stanford.edu

Program Scope: The SFA program studies short wavelength strong field 
interactions in small molecules and atoms. We explore the transient impulsive regime of bound 
electron dynamics in strongly driven molecules.  On a sub-picosecond time scale we have 
studied transient impulsive rotational Raman scattering, which is important for molecular 
alignment and is also displays quantum localization behavior as an archetype for a quantum 
kicked rotor.  The 10-100 femtosecond time scale is the regime of strongly driven Born-
Oppenheimer dynamics, which includes wave packets interacting with and around conical 
interesections in molecules, as well as light-induced conical intersections that can control 
intramolecular motion and contribute to Berry’s phase or other phenomena associated with 
separation of time scales among the protons, electrons, and heavier nuclei. We also study X-
ray-molecule interactions, which involve dynamics on the 0.1-10 femtosecond scale of electron-
electron interactions.  Here we have studied the competition between proton migration and 
Auger relaxation in x-ray-ionized molecules at LCLS.  Finally on the shortest time scale studied, 
10-100 attoseconds, we observe the temporal dynamics of above-threshold ionization.  This 
could be an important area of study at future high repetition rate soft x-ray FELs such as LCLS-II.  
Progress has been made in all of these areas.

Recent Progress and Future Work:
Attosecond dynamics in above-threshold ionization:  Attosecond delays in 

photoemission from atoms and molecules have been observed in several recent studies through 
the interference of short ionizing pulses of extreme ultraviolet (XUV) radiation with an infrared 
(IR) reference. Such phase measurement techniques allow the observation of ultrafast dynamics 
during photoionization. We have now extended these methods to ATI in an intense laser field by
measuring the relative phase of different ATI peaks in a manner that is analogous to the XUV 
single photon phase measurements that employ RABBITT or the attosecond streak camera. 

This is multi-path interference of adjacent ATI peaks by a weak probe field at half the 
frequency. Sideband peaks appear due to absorption or emission of a single probe photon from 
adjacent ATI levels (Fig. 2a). The outgoing photoelectron has no parity due to mixing of quantum 
pathways with even and odd ATI orders.  Therefore each sideband asymmetry oscillates with the 
relative optical phase, similar to the modulation of sideband peaks in RABBITT and the 
oscillations from interference of even and odd harmonics. Phase shifts in the modulation probe
the phase delays in ATI, which are found to be greatly affected by non-perturbative processes.

Future work: will expand these observations to incorporate more detailed treatment of 
the delay of different symmetry states using the rich angular information measured,
understanding the origin of these delays, and studying different regimes of strong-field ionization
in systems of increasing complexities. 

Fig. 1 (a-c): Electron 
VMI at relative phase 
delay = 0, 2, and
show the phase- 
dependent shifts in the 
ATI distribution
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Dynamical localization of angular momentum in non-periodically kicked quantum 
rotors   Molecular alignment  is a useful tool for studies of  molecules in the body-centered 
frame.  Studies of field-free alignment following multiple nonresonant impulses have been 
particularly useful because they can lead to high degree of alignment while minimizing 
undesirable background processes such as ionization. Substantial literature exists on the 
alignment of linear molecules after the application of a multi-pulse trains with uniform pulse 
separation, but  there have not been investigations using multi-pulse sequences with non-
uniform time separation.

We have found evidence supporting Anderson-type dynamical localization of angular 
momentum in the periodically kicked quantum linear rotor by studying the population alignment 
of 14N caused by pulse trains with uniform or non-uniform spacings between individual pulses. 
We find that the population alignment, a measure of the rotor’s rotational energy, exhibits
resistance to change when the excitation train is periodic. We also show the angular momentum 
can break out and experiences rapid growth for disordered, non-periodic pulse trains. This could 
point to methods to control molecular alignment in ultrafast experiments utilizing lasers or x-ray 
lasers in the future. 

Light-induced conical intersections: Conical intersections (CI) are natural 
degeneracies between Born-Oppenheimer surfaces in the spectrum of molecules that have three 
or more atoms.  CIs facilitate non-radiative energy transfer between electronic states,and play an 
important role in molecular dynamics.  Light induced conical intersections (LICI) are 
degeneracies in the light-induced dressed state basis of the Born-Oppenheimer surfaces.  Unlike 
ordinary Cis, the LICIs can be realized even in diatomic molecules, because the laser 
polarization adds and additional degree of freedom. We have found evidence for wave packet 
diffraction around a LICI in H2+ undergoing dissociation in strong fields.  The topological 
singularity that characterizes the LICI creates interference fringes in the angular distribution of 
energy-selected dissociation fragments.  We have developed a full 3d simulation and calculated 
these interference patterns. We are developing theoretical tools that will help us understand the 
role of Berry’s phase and the non-adiabatic coupling terms in the dynamics.  

Fig. 2 (a) Measured dissociation yield vs Angle of H2+ reveal modulations at different angles for 
vibration levels v=7,8,9. The calculated disassociation probability as function of time and angle 
for molecules that were initialized in the (b) 7th, (c) 8th and (d) 9th vibrational eigen-states with,
in the ground rotational state. Peak intensity of pulse happens at t = 0 fs.

Future work:  Our results point the way to further quantum control studies, including 
Berry’s Phase studies in these systems.

Ultrafast x-ray driven proton migration We have collaborated with another program in 
the PULSE Institute to study fast proton migration dynamics in x-ray-ionized acetylene at LCLS.
A carbon atom in acetylene HCCH undergoes K-shell ionization, which induces proton motion to 
form vinylidete CCHH, and at the same time leads to dication formation via Auger decay.  These 
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processes are detected by a second ionization event after a variable time delay.  This allows us 
to study the interplay between proton motion and Auger relaxation in the molecule.

We have seen that proton migration begins with a few femtoseconds following K-shell 
ionization.  Future work:  In the future we believe it is possible to map out the electronic stated 
responsible for the isomerization
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Solution Phase Chemical Dynamics,
Program Scope: 

Ultrafast Chemistry

Recent Progress and Future Plans

Tracking excited state charge and spin dynamics in iron coordination complexes

Controlling excited state internal conversion and intersystem crossing in 3d coordination 
complexes with ligand engineering

SLAC National Accelerator Laboratory

103



p

Mapping the electronic density evolution of charge transfer excited states

SLAC National Accelerator Laboratory

104



s p

Dynamics of hydrogen bonding and ion assembly in solution

Publications Supported by AMOS Program

J. Chem. Phys. 132

Chem. Phys. Lett. 504

J. Phys. 
Chem. A 115

Proc. Natl. Acad. Sci. U. S. A.
108

J. Chem. 
Phys. 134

J. Phys. Chem. B 115

J. Phys. Chem. B 116

J. Chem. Phys. 136

Rev. Sci. Instr. 83

J. Am. Chem. Soc. 134

SLAC National Accelerator Laboratory

105



J. Phys. Chem. B 116

J. Phys. Chem. A 117

J. Phys. Chem. B

J. Phys. Chem. B

Nature Communications 5

Nature 509
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Ultrafast Theory and Simulation, 
Program Scope: 

ab initio 

Recent Progress and Future Plans

Improved methods for electronic structure

Explicitly correlated methods:

Interpolated potential energy surfaces: 

not 

Dynamics with Multireference Perturbation Theory

both 
ab initio 

did
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Exploiting graphical processing units (GPUs): 
ab initio 

ab initio

ab
initio 

ab initio 
more accurate

Understanding intersection topography: 

Ab Initio Molecular Dynamics for Excited States

Time-resolved photoelectron spectroscopy (TRPES). 

Strong-field ionization and shaped light fields: 
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Time-resolved absorption spectra: 

Auger probe schemes:

High harmonic generation (HHG) probes
both 

Applications

Isomerization reactions: 

Publications Supported by AMOS Program

J. Chem. Phys. 2010 132
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J. Chem. Phys. 2011 135

J. Phys. Chem. A 2012 116

Faraday Disc. 2012 157

J. Chem. Phys.
2011 134

J. Chem. Phys. 2012 136

Phys. Chem. Chem. Phys. 2014 16

GPU Computing Gems

Acc. Chem. Res. 2014 in press

J. Chem. Theo. Comp. 2013 9

Conical Intersections: Theory, Computation and Experiment

Faraday Disc. 2011 150

J. Phys. Chem. A 2012 116

J. Chem. Phys. 2013 139

Phys. Rev. Lett. 2012 108

J. Chem. Phys. 2013 139

Nature Comm. 2014 5

Nature Comm. 2014 5

J. Chem. Phys. 2011 134
J. Phys. 

Chem. Lett. 2014 5

Theo. Chem. Acc. 2014 133

Chem. Phys. Lett. 2014 610-611
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Understanding Photochemistry using 

Extreme Ultraviolet and Soft X-ray Time Resolved Spectroscopy

Markus Gühr, SLAC National Accelerator Laboratory, 2575 Sand Hill Road, Menlo Park, CA 94025 
mguehr@slac.stanford.edu 

Scope of the program

Progress in 2013/2014 
EUV photoelectron/photoion spectroscopy (T. Wolf, M. Koch (now at TU Graz))

exhibits a decay with a time constant of ~1 ps
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Fig. 1: a) Photoelectron spectrum of the 
perylene electronic ground state (thick black 
line) obtained with a photon energy of 14eV. 
Exciting perylene with 400 nm pulses to the 
S1 state and subtracting the ground state 
spectrum leads to the difference spectrum 
(thin black line). The highest energy features 
of the ground state shift by 3 eV 
(corresponding to 400 nm wavelength) in the 
excited state, resulting in the difference 
features above 8eV, which are fitted by 
Gaussians (green). b) Amplitude and position 
of the excited state photoelectron features are 
stable for many picoseconds. c) In contrast, 
probing the excited state of perylene by an 
infrared multi-photon transition results in a 
decay during the first picosecond.  This is due 
to intermediate resonances involved in the 
multi-photon probing. 

EUV Transient grating spectroscopy (E. Sistrunk (now at LLNL), J. Grlij (now at EPFL Lausanne)) 

Fig. 2: Transient grating signal as detected 
by a CCD camera in the far field. The grating 
is formed by two IR pulses. Its dispersion is 
strong enough to distinguish individual 
harmonics. 
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Soft x-ray probing of nucleobase photoprotection (together with the nucleobase photoprotection 
collaboration see author list of Ref. ) 

n

More activities at LCLS and other facilities

Undergraduate project (M. Gopalakrishnan (CU Boulder))
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Other references:

References of this task (or with participation of this task) during the last three years:

J. Electron Spectrosc. Relat. Phenom. accepted,

J Anal. Bioanal. Tech S12,

submitted,
et al.

arXiv:1405.5964
et al. Nat. Commun.

5,
et al.

J. Phys. Conf. Ser. 488,
et al. EPJ Web Conf. 41,

et al. J. Chem. Phys. 139,

et al. Nat. Commun. 5,

Am. J. Phys.
accepted,

et al. Nat. 
Commun. 5,

Science 335,
et al. J. Phys. B At. Mol. Opt. 

Phys. 45,
et al.

Phys. Rev. Lett. 108,
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Early Career: Strongly-driven attosecond electron-dynamics in periodic media 
Shambhu Ghimire, SLAC National Accelerator Laboratory 

2575 Sand Hill Rd, Menlo Park, CA, 94025 
shambhu@slac.stanford.edu 

Scope of the program 
Strong-field response in high-density periodic media involves sub-cycle electron dynamics 
fundamentally different from gas. Recently, the generation of non-perturbative high-order 
harmonics in bulk crystals has been attributed to these dynamics, which occur in attosecond time-
scale. While the basic characteristics of solid-state harmonics are found to be different from the 
atomic case the mechanism for solid-state HHG is of current debate. The objective of this 
program is to conduct experiments to investigate the fundamentals of HHG in crystals and thus 
determine its potential and limitations. This research will advance our fundamental understanding 
of high-intensity laser matter interactions with a focus on how the strong-field response in bulk 
crystals differs from that in isolated atoms.  

This is a new program beginning August 2014. 

Planned Research 
1. Measurement of the phase of high order 
harmonics in bulk crystals: 

Measurement of the phase of high-
order harmonics is essential for attosecond 
pulse metrology. That understanding could 
also help in elucidating the generation 
mechanism. In atomic HHG this is known as 
the atto-chirp, whose origin has been 
understood in the three-step re-collision model 
[Corkum1993, Schafer1993, Krause1992]. In 
solid-state HHG this is a subject for 
investigation. 

What do we expect from our model?  Basic 
characteristics of solid-state HHG including 
high-energy cutoff scaling were consistent to 
the radiation from driven attosecond Bloch 
oscillations (ABO) in a single band of the 
solid [Ghimire2011a, Ghimire2011b, 
Ghimire2012]. Consider a 1-dimensional 
simple cosine band: [1-cos(qd)], 

where , q are effective mass and 
momentum of electron and d is the lattice 
spacing. For a monochromatic laser field 

, we write the time 
dependent group velocity of classical electron as:

where  is Bloch frequency and q(0) is the initial electron momentum. 

Figure 1: Prediction of harmonic phase 
from attosecond Bloch oscillation model. 
a) Laser cycle b) group velocity of classical 
electron in a 1 dimensional simple cosine 
band under the influence of the strong laser 
field, c) Harmonic phase in reference to the 
laser cycle. 
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Figure 1 a) is the laser field and figure 1 b) is the plot of group velocity. Figure 1 c) shows 
harmonic emission time of various harmonics with respect to the laser cycle (T).  
  
 As seen in the figure the near cutoff high-order harmonics are likely emitted only at and 
near the crest or the trough of the electric field of the laser because of the requirement of highest 
peak fields. In contrast, the lower order harmonic emission could span further away from trough 
and the crest. Thus depending upon the left (0 to ) and right (  to ) quarter of the laser 
cycle the corresponding atto-chirp is negative and positive respectively. This is clearly different 
from the atto-chirp in atomic HHG, where the near cutoff harmonics are from the electrons 
released at about 17 degrees from the peak of the field [Dudovich2006]. 
 

Experimental Method: We will perform two-color HHG to measure the harmonic 
phase. In this method, a second harmonic field will be mixed with the driving laser field at a 
certain phase delay such that a small asymmetry can be introduced in the laser field, which 
manifests in the form of generation of even order harmonics in addition to the typical odd order 
harmonics. The strength of second harmonic will be weak so it does not affect HHG substantially 
but this mixing serves to create “timing gate” for even orders. Then, by scanning the phase delay 
between two colors we can spectroscopically map-out emission time and thus the pulse duration 
of individual harmonics with reference to the laser cycle. This method has been successfully used 
to measure atto-chirp in the gas phase at 800 nm [Dudovich2006].  

 
Theory Support: We obtain theoretical support from Professor Mette Gaarde and her 

group in the Department of Physics and Astronomy at Louisiana State University. Her research 
includes modeling the macroscopic aspects of harmonic generation in solids and testing the 
suitability for attosecond pulse generation. She will develop an ab-initio solution of the time 
dependent Schr dinger equation that includes both the inter-band and intra-band interactions for 
HHG in periodic media.  
 
2. Imaging attosecond Bloch Oscillations:  
  
 The main goal in this project is to image the driven intra-band oscillations and determine 
their contribution to the HHG. Our previous HHG results [Ghimire2011b] hinted the presence of 
full ABOs in ZnO single crystals when the fields strength approached ~ 0.3 V/Å [Ghimire2011b]. 
For the lattice spacing of 2.8 Å in ZnO this would correspond to the Bloch energy of ~ 0.8 eV, 
which is just about twice the laser photon energy (0.38 eV). It means that, if the incoherent 
scattering can be outrun the electrons would have acquired sufficient momentum from the laser 
field such that they traverse entire Brillouin zone every half cycle.  
 
 Attosecond dynamics of electron in atoms, molecules, and surfaces are typically studied 
experimentally by using isolated attosecond pulses, which makes experiments technically 
challenging. These difficulties where explored by A. L. Cavalieri et al. in the first attosecond 
time-resolved photoemission (ATPS) experiment in solid crystals, where the photoemission time-
delay between 4f and conduction band electrons was measured [Cavalieri2007]. They used a 
combination of waveform–controlled few cycle 800 nm pulses and 300 as XUV pulses in their 
experiment for streaking photoelectrons as they escape the sample surface. Here, we take a 
different approach and design the first ATPS experiment without a need of using isolated 
attosecond pulses.  
 
 We take an advantage of the fact that electrons need transverse momentum in order to 
escape the sample surface. In the case of linearly polarized laser field that is aligned along the 
sample surface, the electrons in principle would not escape the surface because of the insufficient 
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transverse momentum. We will use an elliptically polarized MIR laser field 
 and a sample geometry such that the major and minor 

axes of ellipse are aligned along and perpendicular to the sample surface respectively.  is 
parallel to the sample surface, which drives ABOs in a high symmetry direction in the crystal. We 
keep this field component sufficiently large and constant. On the other hand  is weak and is 
perpendicular to the sample surface which serves as the photoemission field, and that we vary in 
the experiment. This variation allows to selectively “streak” the electrons with certain 
instantaneous parallel momentum off of the sample surface.  
 
 Measurement approach: We will orient the <0001> cut single crystal ZnO sample such 
that the ABO driving field is aligned from Γ to Μ. This is the crystallographic direction where the 
width of conduction band is relatively large ( ~ 4 - 5 eV) and the next higher band is relatively far 
in the energy. Because ABOs are expected to cover the entire bandwidths for the highest fields, 
the required energy resolution is coarse (on the order of 0.5 eV). In order to mitigate the photo 
voltage effects expected in typical wide band gap semiconductors, we have chosen doped samples 
where the electrical resistivity is low (Ga:ZnO, 0.1-0.01 ohm-cm).  
 
 Mitigating background: The use of intense laser pulses in the photoemission 
experiments often gives substantial background mainly from the unavoidable multiphoton 
absorption processes [Mathias2007, Dakovski2010]. From our past experience this could extend 
to about 10 eV. In order to mitigate this difficulty we use high-energy XUV pulse (~25 eV) as the 
pump beam to “aid” photoemission. This is because the XUV pump-pulse provides an additional 
kinetic energy to the photoelectrons so we can perform measurements where background is 
expected to be negligible. 
 
 Expected signal levels: We expect that about 1% of XUV photons get absorbed within 
the escape length of the electrons (~10 Å for ~20 eV electrons) in the ZnO sample. A ~ 0.05% 
level of initial conduction band electron density (from doping) corresponds to ~500 
photoelectrons per pulse. Considering the detector acceptance angle of ± 4 degrees we expect to 
collect a maximum signal level of ~100 electrons per shot. This is in the photon energy from ~21 
eV to ~25 eV thus it can be well separated from the energy range where background from 
multiphoton absorption is expected (<10 eV). The photoelectrons from the valance band are well 
separated from the signal because of the relatively large forbidden gap (~3.2 eV).  
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Tracing and Controlling Ultrafast Dynamics in Molecules 
Principal Investigator: Andreas Becker  
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Program Scope 
The emergence of attosecond technology has shifted our perspective in ultrafast science from 
the time scales intrinsic to nuclear dynamics to that of electron dynamics. With our projects we 
seek to provide theoretical support to establish new ultrafast concepts and optical techniques to 
obtain an advanced understanding and interpretation of electron dynamics in atoms and 
molecules. 

Recent Progress and Future Goals 
Our activities in the project over the last year can be summarized in the following sub-projects. 

A. Finite-range time delays in numerical streaking experiments 
The attosecond streak camera technique [1] enables the retrieval of temporal information of 
ultrafast processes on the attosecond time scale. The basic idea of this technique is that the 
momentum of a photoelectron, which is ionized by an ultrashort XUV pulse from a target, is 
streaked by an additional laser pulse, usually a near-infrared pulse. The final momentum of the 
electron then depends on the vector potential of the streaking field at the time instant of the 
transition of the electron into the continuum. By scanning the relative delay between the two 
pulses, time information is mapped onto the streaking trace, i.e., the final electron momentum 
as a function of the relative delay between the two pulses. In a recent application of the 
attosecond streaking technique a temporal offset of 21 as between streaking traces of electrons 
emitted from 2s and 2p orbitals in a neon atom was reported by Schultze et al. [2]. This 
temporal offset was interpreted as the time delay between the emission of the 2s and 2p 
electrons.  

For single photoionization the temporal offset observed in numerical attosecond streaking 
simulations is often considered to involve contributions from the WS time delay [3,4] and the 
coupling between the streaking field and the Coulomb field. Based on our own quantum 
streaking simulations as well as a classical trajectory analysis, we have shown that alternatively 
the observed time delay can be written as a sum or integral of piecewise field-free time delays 
weighted by the instantaneous streaking field strength, relative to the streaking field strength at 
the instant of transition of the electron into the continuum [DOE6,DOE8]. This led us to the 
intuitive interpretation that - for single photoionization - the observed time delay depends on the 
finite time between the transition of the photoelectron from the initial bound state into the 
continuum and the end of the streaking pulse (or, alternatively the finite region in space along 
the polarization direction over which the electron propagates during this time interval). 

Furthermore, our results show that over a long streaking pulse the observed continuum time 
delay can vary and that in an asymmetric potential it strongly depends on the directions of 
polarization and photoelectron emission. Finally, we have found that - in case of an atomic-like 
potential - the shape of the streaking pulse, e.g. pedestal in the trailing part of the pulse, as well
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as additional static electric fields have a small influence on the observed continuum time delays 
only. 

Based on our advanced understanding of the continuum time delay (in single photoionization) 
we have recently shown that the attosecond streaking technique actually provides the 
perspective to retrieve time-resolved information during the transition of the electron from the 
initial ground state to the continuum in a photoionization process. To this end, we considered 
two-photon ionization of the helium atom and performed ab-initio simulations to obtain 
attosecond streaking time delays for different scenarios. Our results show that in a resonant 
two-photon transition a significant additional time delay that depends on the XUV pulse 
parameters is acquired by the electron. We assume that this additional time delay is 
accumulated during the transition to the continuum via the resonant excited state and postulate 
that the retrieved streaking time delay consists of the sum of an absorption time delay and a 
continuum time delay [5].  
  
We plan to develop efficient algorithms for the calculation of continuum time delays in streaking 
experiments and, in the long term, to apply our current understanding to the absorption time 
delay in molecules. 

B. Generation of isolated ultrashort pulses using long driving wavelengths 
To date the shortest attosecond pulses have been produced in the extreme UV region of the 
spectrum below 100 eV, which limits the range of materials and molecular systems that can be 
explored. These schemes for generating isolated attosecond pulses rely either on very short-
duration few-cycle 800 nm driving laser pulses or polarization modulation schemes. In 
collaboration with the experimental groups of Margaret Murnane and Henry Kapteyn we have 
examined an alternative path of generating isolated ultrashort pulses by multi-cycle driving laser 
pulses at midinfrared wavelengths. Our calculations are based on an advanced numerical 
model, in which the process of harmonic generation is computed via an extension of the strong-
field approximation on the microscopic level. Macroscopically, the gas medium is then 
discretized into elementary radiators and the radiation (harmonic emission) of each of these 
sources is propagated to the detector and calculated as coherent sum. 

Our results indicate, in support of corresponding experimental observations, that a temporal 
gating of the harmonic emission down to one optical cycle can be achieved via macroscopic 
phase matching [DOE10]. By increasing the pressure of the gas medium, it is found that the 
increasing contribution of the neutral atom dispersion induces a phase shift on the front of the 
pulse, whereas the presence of the free-electron plasma induces a chirp on the trailing edge of 
the pulse. The combined effect confines the phase-matching window to the center of the pulse, 
where an isolated linearly chirped attosecond pulse is produced. Surprisingly, our results further 
indicate that multicycle driving laser pulses can be used and may lead to a more efficient 
generation of the isolated soft X-ray bursts than in few-cycle pulses, since in the multicycle 
pulses group velocity walk-off effects between the laser and the X-ray fields are mitigated that 
otherwise limit the conversion efficiency. 

We are currently performing a systematic study regarding the application of this new method to 
generate isolated attosecond pulses at midinfrared driving wavelengths with respect to the 
wavelength and other parameters of the laser pulse as well as the gas parameters. 
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C. Multiple rescattering dynamics at the single atom level 
Recent experiments have investigated driving high harmonic generation with midinfrared light, 
and thus extending the harmonic plateau to keV energies [6]. At these longer wavelengths, it 
has been proposed that electrons which rescatter multiple times from a parent nucleus play an 
important role [7], and furthermore may open a way of producing waveforms on zeptosecond 
time scales [8]. However, detection and resolution of the zeptosecond waveforms, and therefore 
confirmation of the presence of the multiple rescattering events poses a challenge to current 
experimental technologies. 

We have therefore studied a control scheme based on the interrogation of the process of HHG 
production by application of a second color of light on the microscopic level either via an 
attosecond pulse train or an isolated attosecond pulse. This strategy has been explored before 
in the context of controlling the excursion distance of an electron wave packet and enhacing the 
HHG signal [9]. We have proposed to extend this strategy and use the control afforded by using 
an isolated pulse of VUV light to verify the existence of multiple rescatterings. By using VUV 
light to control the moment of electron ionization, we have demonstrated selective generation of 
electrons into trajectories which revisit the parent nucleus several times and have examined the 
signatures of multiple rescatterings in both the temporal and frequency domains of the 
generated radiation. We additionally suggested a way of employing this technique to advance 
the frontier of ultrashort light pulse production through the use of two VUV pulses. Instances of 
coincident rescatterings of two wave packets are shown to occur and modulate the generated 
XUV light pulses by a rapidly beating substructure through interference. The beating period can 
be controlled via the energy difference between the simultaneously rescattering wave packets 
and may offer a perspective to generate ultrashort waveforms. 

We plan to extend our studies – on the long term – by including phase-matching and 
propagation effects in order to show that the effects identified on the single atom level are 
observable on the macroscopic level as well. 
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Program Scope  

The aim of this project is to record time-resolved electron diffraction patterns of aligned 
molecules and to reconstruct the 3D molecular structure. The molecules are aligned non-
adiabatically using a femtosecond laser pulse. A femtosecond electron pulse is then used to 
record a diffraction pattern while the molecules are aligned. The experiment consists of a laser 
system, a pulsed electron gun, a gas jet that contains the target molecules and a detector to 
capture the diffraction patterns. The diffraction patterns are processed to obtain the molecular 
structure.  
 
Introduction 

The majority of known molecular structures have been determined using either x-ray diffraction 
for crystallized molecules or Nuclear Magnetic Resonance (NMR) spectroscopy for molecules in 
solution. However, for isolated molecules there has been no method demonstrated to measure the 
three dimensional structure. Electron diffraction has been the main tool to determine the structure 
of molecules in the gas phase [1] and also to investigate ultrafast changes in structure[2-4]. In 
this method the diffraction pattern is compared with a calculated structure iteratively until an 
appropriate match between experiment and theory is found. Diffraction patterns from randomly 
oriented molecules contain only one-dimensional information, and thus input from theoretical 
models is needed to recover the structure. We propose to use pulsed electron diffraction from 
aligned molecules to recover the three dimensional structure, and to investigate molecular 
dynamics.  
In previous experiments, electron diffraction patterns of aligned molecules have been recorded 
using adiabatic alignment with long laser pulses (in this case the laser is longer than the 
rotational period and is present during the alignment)[5], and by selective alignment in a photo-
dissociation reaction[6]. However, in both cases the degree of alignment was found to be too 
weak to extract structural information. Additionally, in adiabatic alignment the presence of a 
strong laser field can distort the molecular structure, while selective alignment relies on a change 
in the structure. In our experiments, the molecules are impulsively aligned with a femtosecond 
laser pulse and probed with femtosecond electron pulses in a field-free environment at the peak 
alignment. This ensures that the molecules are not distorted by the laser field when the structure 
is probed by the electron pulse. 
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Recent Progress 

We have demonstrated experimentally, for the first time, three dimensional imaging of isolated 
molecules in which the structure was recovered from the diffraction patterns without assuming 
any previous knowledge of the structure [7]. In order to reach this goal, we had to overcome two 
major obstacles. First, sub-picosecond resolution was need to be able to capture the diffraction 
pattern while the molecules were aligned. Previously, the highest temporal resolution for gas 
phase diffraction experiments was about 3 ps [6]. We were able to reach a resolution of 850 fs by 
simultaneously improving on several parts of the experiments. The second challenge was to 
retrieve structure from diffraction of partially aligned molecules. So far, all existing phase 
retrieval methods, to our knowledge, only deal with perfectly aligned molecules. Experimentally 
it is very difficult to achieve very high degrees of alignment, particularly because the densities 
needed for diffraction are not compatible with the sub-Kelvin temperatures needed for high 
alignment. We developed a new algorithm that combines several diffraction patterns 
corresponding to different projections of partially aligned molecules. This allowed us to 
reconstruct the structure of the CF3I molecule by combining multiple diffraction patterns with 
partial alignment [7]. 

We have now shown numerically that the method can be extended to more complex asymmetric 
molecules [8] (Figure 1). We use a two-step method for retrieving the 3-D structure of 
trifluorotoluene (C6H5CF3), an asymmetric-top molecule. Two diffraction patterns were used: 

one corresponding to partial 1-D alignment 
and the other to randomly oriented molecules. 
Perfect alignment corresponds to a delta-
function-like angular distribution, while 
partially aligned molecules have a continuous 
angular distribution. The diffraction pattern of 
partially aligned molecules can be treated as a 
convolution of the diffraction pattern of 
perfectly aligned molecules with the angular 
distribution. The first step in our method is a 
deconvolution to retrieve the diffraction 
pattern corresponding to perfectly aligned 
molecules from the two input diffraction 
patterns, using a genetic algorithm. The 
second step is to reconstruct the molecular 
structure from the deconvolved diffraction 
pattern. An iterative phase retrieval algorithm 
in 3-D cylindrical space is used to reconstruct 
the full 3-D molecular structure. For this 
purpose we have modified an existing 
algorithm [9,10] to apply to the case of 

Figure 1. Isosurface rendering of the 

reconstructed 3-D molecular structure of 

C6H5CF3. The overlapped blue sticks show the 

frame of the molecule with non-hydrogen atoms 

in both ends of each stick. The ball-and-stick 

model of the molecule is shown in the inset. 

(Reproduced from reference 8). 
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imaging with atomic resolution. The genetic algorithm used in the first step is applicable for the 
case where a single axis of the molecule is aligned. For asymmetric-top molecules, 1-D 
alignment affects the angular distribution about two molecular axes. We were able to apply the 
genetic algorithm by selecting a time at which the angular distribution is narrow along the most 
polarizable axis and approximately random along the second-most polarizable axis. Figure 1 
shows the retrieved molecular structure for C6H5CF3. The Hydrogen atoms are not detected due 
to the small scattering cross section. The green region showns the position of the atoms in the 
reconstructed structure, while the blue bars show the frame of the molecule from the theoretical 
structure. The retrieved structure agrees very well with the theoretical model of the molecule. 

We have also used ultrafast electron diffraction (UED) to investigate the dynamics following the 
interaction of carbon disulfide (CS2) with an intense laser pulse. We use CS2 as a model molecule 
because it is a simple polyatomic molecule that can be aligned and that displays many important 
properties such as the presence of conical intersections and photoexcitation into dissociative 

states. We have investigated a range 
of laser intensities (1012-1013 W/cm2) 
relevant for many experimental 
methods that involve alignment 
and/or ionization of molecules. By 
analyzing diffraction patterns, we 
were able to characterize the 
dependence of the alignment on both 
the intensity and fluence of the laser 
pulses. We have compared the 
experimental results with simulations 
of the alignment, and seen that 
experimentally the alignment 
saturates at intensities well below 

1013 W/cm2, while in the simulation the alignment continues to increase. We have also observed 
a distortion of the molecular structure for intensities on the order of 1013 W/cm2. While the data 
analysis is preliminary, it is clear is that diffraction provides a lot of information about the 
angular distribution and structure of the molecules. Figure 2 shows a difference diffraction 
pattern, it is the difference between the diffraction pattern at the time of maximum alignment and 
the diffraction pattern of randomly oriented molecules. The Fourier Transform (FT) of the 
diffraction pattern give the autocorrelation of the object (the molecular structure) convolved with 
the angular distribution. Figure 2b shows the FT of the diffraction pattern in Fig. 2a. The bright 
spots in the vertical direction correspond to the C-S and S-S distances (1.55Å and 3.1Å, 
respectively). The angular spread of the spots is determined by the angular distribution. From the 
FT we can extract both the structure and angular distribution of the molecules. We are currently 
working on the interpretation of multiple diffraction patterns. 

 

Figure 2. a) Diffraction pattern of aligned CS2 molecules. 

b) Fourier Transform (FT) of the diffraction pattern. The 

structure and angular distribution can be extracted from 

the FT. The bright spots in the vertical direction 

correspond to the C-S and S-S distance (1.55Å and 3.1Å, 

respectively). 
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Future Plans  

We will further investigate the limits of impulsive laser alignment, based on some discrepancies 
we have seen between standard alignment theories and experimental measurements. We will also 
move to use our 3D imaging method to study dynamics were the structure is changing on 
femtosecond and picosecond time scales. We will focus on photoisomerization reactions, where 
a change in the molecular structure is initiated by the absorption of a UV photon. We are 
currently building the experimental setup for this purpose. 
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Program Scope  
 

In this research program, we address the fundamental physics of the interaction of atoms and molecules 
with intense ultrashort laser fields. The main objectives are to develop new theoretical formalisms and accurate 
computational methods for ab initio nonperturbative investigations of multiphoton quantum dynamics and very 
high-order nonlinear optical processes of one-, two-, and many-electron quantum systems in intense laser fields, 
taking into account detailed electronic structure information and many-body electron-correlated effects. 
Particular attention will be paid to the exploration of the effects of electron correlation on high-harmonic 
generation (HHG) and multiphoton ionization (MPI) processes, multi-electron response and underlying 
mechanisms responsible for the strong-field ionization of atoms, and diatomic, and small polyatomic molecules, 
time-frequency spectrum, coherent control of HHG processes for the development of shorter and stronger 
attosecond laser pulses, etc.  

 Recent Progress  

1. Sub-optical-cycle Transient HHG Dynamics and Ultrafast Spectroscopy in the Attosecond Time Domain 
 

The recent development of attosecond metrology has enabled the real-time experimental observation of 
ultrafast electron dynamics and transient sub-cycle spectroscopy in atomic and molecular systems.  While they 
are some recent experimental and theoretical studies of subcycle transient absorption, there has been no study of 
the subcycle transient behavior of the harmonic emission. We have recently initiated such a direction by 
extending the self-interaction-free TDDFT [1,2] with proper exchange-correlation (xc) energy functional, 
allowing the correct long-range asymptotic behavior, and the time-dependent generalized pseudospectral 
(TDGPS) method [1,3] for the first ab initio study of the subcycle HHG dynamics of He atoms [1]. We have 
explored the dynamical behavior of the subcycle HHG for transitions from the excited states to the ground state 
and found oscillation structures with respect to the time delay between the single extreme ultraviolet (XUV) 
attosecond pulse (SAP) and near-infrared (NIR) fields. The oscillatory pattern in the photon emission spectra 
has a period of 1.3 fs which is half of the NIR laser optical cycle, similar to that recently measured in the 
experiments on transient absorption of He [4]. We present the photon emission spectra from 1s2p, 1s3p, 1s4p, 
1s5p, and 1s6p excited states as functions of the time delay. We explore the subcycle a. c. Stark shift phenomenon 
in NIR fields and its influence on the photon emission process. Our analysis reveals several novel features of the 
subcycle HHG dynamics and we identify the mechanisms responsible for the observed peak splitting in the 
photon emission spectra.  

2. Coherent Phase-matched VUV Generation by Field-controlled Bound States.   
 
High-order harmonic generation has been the enabling technology for ultrafast science in the VUV and soft- 

X-ray spectral regions. Recently, ultrafast sources of below-threshold harmonics, with photon energies below 
the target ionization potential, have been demonstrated. Such harmonics are critical to the extension of time-
resolved photoemission spectroscopy to megahertz repetition rates and to the development of high-average-
power VUV sources, because they can be generated with relatively low driving laser intensities (~ 1 ×1013 

W/cm2). Ultrafast VUV sources of low-order harmonics are also critical tools for studying wave packet dynamics 
in bound states of atoms and molecules. However, compared to the high-order above-threshold harmonics, which 
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have been extensively studied, little attention has been devoted to the development and characterization of 
below-threshold harmonic sources. Recently in collaboration with the experimental group led by Dr. Z. Chang 
in UCF, we extend our self-interaction-free time-dependent density functional theory (TDDFT) [1,2] and 
generalized Floquet formalism [5] and demonstrate a new regime of phase-matched below-threshold harmonics 
generation, for which the generation and phase matching is enabled only near Stark-shifted resonance structures 
of the atomic target [6]. The coherent VUV line emission exhibits sub-100 meV linewidth, low divergence and 
quadratic growth with increasing target density, and can be controlled by the sub-cycle field of a few-cycle 
driving laser with intensity of only 1013 W/cm2, which is achievable directly from few-cycle femtosecond 
oscillators with nano Joule energy. This work opens the door to the future development of compact, high flux 
and ultrafast VUV light sources without the need for cavity or nanoplasmonic enhancement. This work has been 
recently published in Nature Photonics [6].   
 

3.  Multiphoton above-threshold ionization in superintense free-electron x-ray laser fields: Beyond the dipole 
approximation 

We present an accurate and efficient computational approach in momentum space for the nonperturbative 
study of multiphoton above-threshold ionization (ATI) of atoms in superintense and ultrashort-wavelength laser 
fields beyond the dipole approximation [7, 8]. In this approach, the electron wave function is calculated by 
solving the P-space time-dependent Schrödinger equation (TDSE) in a finite P-space volume under a simple 
zero asymptotic boundary condition. The P-space TDSE is propagated accurately and efficiently by means of 
the TDGPS method with optimal momentum grid discretization and a split-operator time propagator in the 
energy representation. The differential ionization probabilities are calculated directly from the continuum-state 
wave function obtained by projecting the total electron wave function onto the continuum-state subspace using 
the projection operator constructed by the continuum eigenfunctions of the unperturbed Hamiltonian.  We apply 
this approach for the investigation of the multiphoton processes of a hydrogen atom exposed to superintense 
free-electron x-ray laser fields. High-resolution photoelectron energy-angular distribution and ATI spectra have 
been obtained.  We find that, compared to results of the dipole approximation, the nondipole ATI spectra are 
enhanced substantially in the high-energy regime, and the photoelectron angular distributions are distorted 
significantly in higher-intensity and/or longer-pulse laser fields; in particular two lobes are induced, one along 
and one against the laser propagation direction. The origin of these phenomena has been explored in detail. 

4. Development of Fast Algorithms for Searching Optimal Control Fields for Controlling Molecular Excitation,  
Alignment and Orientation 

       (a) We develop a fast-kick-off two-point boundary-value quantum control paradigm (TBQCP) search 
algorithm for quickly finding optimal control fields in the state-to-state transition probability control problems, 
especially those with poorly chosen initial control fields [9] . Specifically, the local temporal refinement of the 
control field at each iteration is weighted by a fractional inverse power of the instantaneous overlap of the 
backward-propagating wave function, associated with the target state and the control field from the previous 
iteration, and the forward-propagating wave function, associated with the initial state and the concurrently 
refining control field. 

      (b) Recently, a single-cycle THz pulses have been demonstrated in the laboratory to induce field-free 
orientation in gas-phase polar molecules at room temperature [10].  In a recent article [11], we explore the 
maximum attainable field-free molecular orientation with optimally shaped linearly polarized near–single-cycle 
THz laser pulses of a thermal ensemble. Large-scale benchmark optimal control simulations are performed, 
including rotational energy levels with the rotational quantum numbers up to J = 100 for OCS linear molecules. 
The simulations are made possible by an extension of the recently formulated fast search algorithm, the two-
point boundary-value quantum control paradigm [11], to the mixed-states optimal control problems in the present 
work. It is shown that a very high degree of field-free orientation can be achieved by strong, optimally shaped 
near–single-cycle THz pulses.  
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5. Coherent Control of the Electron Quantum Paths for the Optimal Generation of Single Ultrashort 
Attosecond Laser Pulse  

 
     We report a new mechanism and experimentally realizable approach for the coherent control of the generation 
of an isolated and ultrashort attosecond (as) laser pulse from atoms by means of the optimization of the two-
color [12] and three-color [13] laser fields with proper time delays. Optimizing the laser pulse shape allows the 
control of the electron quantum paths and enables high-harmonic generation from the long- and short-trajectory 
electrons to be enhanced and split near the cutoff region. In addition, it delays the long-trajectory electron 
emission time and allows the production of extremely short attosecond pulses in a relatively narrow time duration. 
As a case study, we show that an isolated 30 as pulse with a bandwidth of 127 eV (for the two-color case) and 
an isolated 23 as pulse with a bandwidth of 163 eV (three-color case) can be generated directly from the 
contribution of long-trajectory electrons alone by superposing the supercontinuum harmonics near the cutoff 
region. We show that such a metrology can be realized experimentally.   

      Then we have further investigated the effect of macroscopic propagation on the supercontinuum harmonic 
spectra and the subsequent attosecond-pulse generation [14]. The effects of macroscopic propagation are 
investigated in near and far field by solving Maxwell’s equation. The results show that the contribution of short-
trajectory electron emission is increased when the macroscopic propagation is considered. However, the 
characteristics of the dominant long-trajectory electron emission (in the single-atom response case) are not 
changed, and an isolated and shorter as pulse can be generated in the near field. Moreover, in the far field, the 
contribution of long-trajectory electron emission is still dominant for both on-axis and off-axis cases. As a result, 
an isolated and shorter as pulse can be generated directly. 

     More recently, we propose an efficient method for the generation of ultrabroadband supercontinuum spectra 
and isolated ultrashort attosecond laser pulses from He atoms with two-color mid-infrared laser fields [15]. High-
order harmonic generation (HHG) is obtained by solving the time-dependent Schrodinger equation accurately 
by means of the time-dependent generalized pseudospectral method. We found that the optimizing two-color 
midinfrared laser pulse allows the HHG cutoff to be significantly extended, leading to the production of an 
ultrabroadband supercontinuum. As a result, an isolated 18-attosecond pulse can be generated directly by the 
superposition of the supercontinuum harmonics. To facilitate the exploration of the ultrashort attosecond 
generation mechanisms, we perform both a semiclassical simulation and a wavelet time-frequency transform. 

6.   Ab Initio Precision Study of High-Lying Doubly Excited States of Helium in Static Electric Fields:        
Complex-Scaling Generalized Pseudospectral Method in Hyperspherical Coordinates 

      We develop a complex-scaling (CS) generalized pseudospectral (GPS) method in hyperspherical coordinates 
(HSC) for ab initio and accurate treatment of the resonance energies and autoionization widths of two-electron 
atomic systems in the presence of a strong dc electric field [16]. The GPS method allows nonuniform and optimal 
spatial discretization of the two-electron Hamiltonian in HSC with the use of only a modest number of grid 
points. The procedure is applied for the first precision calculation of the energies and autoionization widths for 
the high-lying 1Se, 1Po, 1De, and 1Fo (n = 10–20) doubly excited resonance states of He atoms. In addition, we 
present a theoretical prediction of the energies and widths of high-lying doubly excited resonance states of 1Po 
(n = 8–15) in external dc electric field strengths of 3.915–10.44 kV/cm. The calculated dc-field perturbed high-
lying resonance energies are in good agreement with the latest experimental data. 
 
7.   Sub-cycle Oscillations in Virtual States Brought to Light 

      Understanding and controlling the dynamic evolution of electrons in matter is among the most fundamental 
goals of attosecond science. While the most exotic behaviors can be found in complex systems, fast electron 
dynamics can be studied at the fundamental level in atomic systems, using moderately intense (≤ 1013 W/cm2) 
lasers to control the electronic structure in proof-of-principle experiments. In cooperation with the UCF 
experimental group, we probe the transient changes in the absorption of an isolated attosecond extreme 
ultraviolet (XUV) pulse by helium atoms in the presence of a delayed, few-cycle near infrared (NIR) laser pulse, 
which uncovers absorption structures corresponding to laser-induced ‘‘virtual’’ intermediate states in the two-
color two-photon (XUV + NIR) and three-photon (XUV+ NIR + NIR) absorption process [4]. These previously 
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unobserved absorption structures are modulated on half-cycle ( ~1.3 fs) and quarter-cycle (~ 0.6 fs) time scales, 
resulting from quantum optical interference in the laser-driven atom. 

8.  We have completed several invited review articles on the recent development of self-interaction-free time 
dependent density functional theory (TDDFT) for the nonperturbative treatment of atomic and molecular 
multiphoton processes in intense ultrashort laser fields in the past 3 years [17-20].  
 
Future Research Plans  
 
      In addition to continuing the ongoing researches discussed above, we plan to initiate the following several 
new project directions: (a) Extension of the exploration of the coherent control and giant enhancement of MPI 
and HHG driven by intense frequency-comb laser fields [21, 22] to rare gas atoms. (b) Extension of the TDGPS 
method in momentum space to the study of HHG/ATI processes in intense ultrashort laser fields. (c) 
Development of self-interaction-free TDDFT with proper derivative discontinuity for the treatment of double 
ionization of complex atoms in intense laser fields [23]. (d) Development of nonperturbative methods for the 
accurate treatment of transient absorption and subcycle HHG dynamics in NIR+ XUV attosecond pulses.  
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Current experimental efforts to obtain ultracold molecules (e.g., photoassociation (PA), buffer
gas cooling, or Stark deceleration) raise a number of important issues that require theoretical
investigations and explicit calculations.

The main aims of this Research Program are to identify efficient approaches to obtain ultracold
molecules, and to understand their properties. To that end, we often need to calculate the electronic
properties (energy surfaces, dipole and transition moments, ro-vibrational states, etc.), as well as
the interaction of the molecules with their environment (surrounding atoms, molecules, or external
fields).

Recent Progress

During FY 2014, we have made progress on 4 main axes of research: 1) Rydberg interactions,
2) Energy surfaces and reactions, 3) Long-range interaction between diatomic molecules, and 4)
Formation of dimers and tetramers. Below, we refer to DOE supported articles during the last four
years only; new articles published since the last annual report filling (August 2013) are listed as
[N...], while those of the prior years since 2010 by [P...].

1) Rydberg interactions

We extended our previous work on Rydberg-Rydberg interactions explaining spectral features
observed in 85Rb experiments, namely resonances correlated to the 69p3/2 + 71p3/2 asymptote [J.
Stanojevic et al., Eur. Phys. J. D 40, 3 (2006)], and to 69d+ 70s asymptote [J. Stanojevic et al.,
Phys. Rev. A 78, 052709 (2008)], to investigate the existence of potential wells of doubly-excited
atoms due to �-mixing, first for the 0+g symmetry [P1], and then for other molecular symmetries
(0−u and 1u) of Rb2 Rydberg macrodimers [P2]. We have also explored the possibility of forming
metastable long-range macrotrimers made of three Rydberg [P3]. Our calculations showed the
existence of shallow (roughly 20 MHz deep) long-range wells for three Rydberg atoms forming a
linear molecule.

We have recently started to investigate how interactions can be affected by dressing atoms
with a Rydberg state. In [N1], we have shown that Rydberg-dressed interactions could be used
to tune ultracold chemical reactions. We illustrated the concept with benchmark system, namely
H2+D→HD+H. We also investigate a possible new chemical bound between ground state atoms
using Rydberg dressing of the atoms [N2]. The molecular bound states would be extremely long-
range, roughly 500 bohr radii, and very weakly bound.

2) Energy surfaces and reactions

A recent effort in my group towards reactive scattering involving cold molecules and molec-
ular ions has started with the calculation of potential energy surfaces (PES). In our previous
work, we studied PES for trimers, such as the lowest doublet electronic state of Li3 (12A′) [J.N.
Byrd et al., Int. J. of Qu. Chem., 109, 3112 (2009)], or the lowest 2A′′ surface arising from the
Li2[X

1Σ+
g ]+Li∗[2P ] interaction [J.N. Byrd et al., Int. J. of Qu. Chem 109, 3626 (2009)]. In [P4],
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we extended this work to obtain accurate long-range ab initio PES for the ground state X2A′ of
Li3, the van der Waals dispersion coefficients and three-body dispersion damping terms for the
atom-diatomic dissociation limit. We recently computed the surfaces for RbOH− and RbOH [N3]
to model the associative detachment reaction, paying special attention to the angular dependence
of the PES.

Together with my collaborators, we have studied the collisions of trapped molecules with slow
beams, particularly of OH(J = 3

2 ,MJ = 3
2) molecules with 4He atoms [P5], and demonstrated the

importance of including the effects of non-uniform trapping fields. More recently, we computed rate
coefficients for reaction and vibrational quenching of the ultracold collision D + H2(v, j = 0) for a
wide range of initial vibrationally excited states v [P6]. The v-dependence of the zero-temperature
limit shows two distinct regimes: a barrier dominated regime for 0 ≤ v ≤ 4, and a barrierless regime
for v ≥ 5. We extended our study of atom-diatom reactive scattering to H2+Cl to investigate the
effect of resonances near the scattering threshold [N4]. We find a new universal behavior of the
inelastic cross section in the s-wave regime scaling as k−3, which can be explained by the proximity
of a pole in the complex k-plane.

We extended our previous work on the structure of K2Rb2 tetramers and thermochemistry
relevant to KRb+KRb collisions and reactions [P7] to all possible alkali tetramers formed from
X2+X2 →X4, X2+Y2 →X2Y2, and XY+XY→X2Y2 association reactions [P8], and found two
stable structures for the tetramers, rhombic (D2h) and planar (Cs), and that there are barrier-less
pathways for the formation of tetramers from dimer association reactions. We are still exploring
these systems.

Finally, we have continued our new effort on molecular ions, carefully calculating their energy
surface and transition dipole moments. We started with alkaline-earth elements, since they can
be cool to very low temperatures. In [P9], we reported ab initio calculations of the X2Σ+

u and
B2Σ+

g states of Be+2 , and found two local minima, separated by a large barrier, for the B2Σ+
g , and

extended this work to Ca+2 in [P10]. We are in the process to complete two other systems: Mg+2
[N5] and Sr+2 [N6]. More recently, we helped analyzing experimental results on NaCa+ [N7].

3) Long-range interaction between diatomic molecules

In our previous work on K2Rb2 [P7], we calculated the minimum energy path for the reaction
KRb+KRb→K2+Rb2 and found it to be barrierless. However, we recently showed that long-range
barriers originating from the anisotropic interaction due to higher electrostatic, induction, and
dispersion contributions could exist and stabilize a molecular sample [P11]. In addition, we showed
that by changing the orientation of the molecules using an external DC electric field, and by varying
its strength, one could control the effective inter-molecular interaction, switching it from attractive
to repulsive (and vice-versa). Recently, we generalized our treatment to the long-range interaction
between homonuclear alkali dimers [P12], where there are still anisotropic interactions (e.g. due to
quadrupolar terms). and extended this work to the case of heteronuclear diatomic alkali molecules
[P13]; in addition to the multipole expansion and van der Waals terms, we also give an analytic
expression for molecules in an external (weak) DC electric field. Finally, we summarized some of
this work in a book chapter on ultracold molecules for quantum information processing [N8].

4) Formation of dimers and tetramers

In previous papers sponsored by DOE [E. Juarros et al., PRA 73, 041403(R) (2006); E. Juarros
et al., JPB 39, S965 (2006); N. Martinez de Escobar et al., PRA 78, 062708 (2008)], we explored
the formation of homo- and hetero-nuclear diatomic molecules in their ground electronic state from
one- and two-photon photoassociative processes [P14]. We also worked on using many coherent laser
pulses [E. Kuznetsova et al., PRA 78, 021402(R) (2008)], and Feshbach resonances [P. Pellegrini
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et al., PRL 101, 053201 (2008)] to increase the formation rate of ultracold diatomic molecules
[P. Pellegrini, and R. Côté, New J. Phys. 11, 055047 (2009); E. Kuznetsova et al., New J. Phys.
11, 055028 (2009); J. Deiglmayr, et al., New J. Phys. 11, 055034 (2009)]. We recently started
to explore how Feshbach resonances could enhance the pump-dump scheme to produce ground
state molecules [N9], and we are using the same approach to investigate the possible formation of
tetramers [N10]. In fact, by controlling the long-range interaction between polar diatomic molecules
using external DC electric field [P11], we could increase the shorter-range overlap of the continuum
and excited states (as in FOPA – Feshbach Optimized Photo-Association), and thus the formation
rate of tetramers.

Future Plans

In the coming year, we expect to carry more calculations on Rydberg interactions, especially
the possibility of forming metastable long-range macrotrimers made of three Rydberg, and the use
of Rydberg-dressed interactions. We will continue and extend our work on computing electronic
properties of molecules (PES and moments), especially for the molecular ions, where not much is
available. We plan to extend our work on the long-range interaction between molecules to more
complex systems (e.g. diatomic + triatomic molecules, etc.). Finally, we will investigate in detail
paths to form larger ultracold molecules by controlling the inter-molecular interactions in order to
enhance formation rate.

New DOE sponsored publications since August 2013

N1. Jia Wang, Jason N. Byrd, Ion Simbotin, and Robin Côté, Tuning ultracold chemical reactions
via Rydberg-dressed interactions. Phys. Rev. Lett. 113, 025302 (2014).

N2. Jia Wang and Robin Côté, A new long-range chemical bound using Rydberg-dressing. In
preparation: to be submitted to Phys. Rev. Lett.

N3. Jason N. Byrd, H. Harvey Michels, John A. Montgomery, Jr., and Robin Côté, Associative
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N4. Ion Simbotin, Subhas Ghosal, and Robin Côté, Threshold resonance effects in reactive pro-
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Program Scope: The goal of this program has been to implement optical 2-dimensional coherent spec-
troscopy and apply it to electronic excitations, including excitons, in semiconductors. Specifically of interest
are epitaxially grown quantum wells that exhibit disorder due to well width fluctuations and quantum dots.
In both cases, 2-D spectroscopy provides information regarding coupling among excitonic localization sites.
During the last year we have begun applying this method to colloidal quantum dots in addition to epitaxially
grown materials.

Progress: Quantum dots are often described as “artificial atoms” because they have discrete energy lev-
els. However, quantum dots have an important distinction from atoms, namely they have degrees of freedom
associated with motion of the constituent atoms relative to their equilibrium positionfli.e., vibrational de-
grees of freedom, which in the case of epitaxial dots corresponds to phonons. In this way, they are more like
molecules than atoms. As a consequence, many applications of InAs quantum dots require low temperatures
to eliminate decoherence due to the phonons.

The interaction of an exciton confined in an InAs epitaxially grown dot with acoustic phonons can be
described in a picture similar to that used for molecular vibrations. The equilibrium position of the excited
state within the quantum dot is slightly fiisplacedwith respect to the ground state. For a phonon of a
given energy, there is a series of vibrational bands in each state, corresponding to the number of phonons.
The zero-phonon line is an optical transition between ground and excited states with the same number of
phonons. Transitions between states with differing number of phonons results in emission or absorption with
an energy difference corresponding to the phonon energy. If the phonon energy were discrete, as for optical
phonons, or molecular vibrations, well resolved satellites would result. However, acoustic phonons have a
continuous distribution of phonon energies and thus smooth phonon sidebands occur. At low temperature,
i.e., around 5 K, the zero phonon line dominates. As the temperature is increased, the phonon sidebands
become prominent.

The dephasing of the ground state transition of InAs quantum dots was studied using photon echo spec-
troscopy. These measurements showed a remarkably long dephasing time, on the order of a nanosecond,
which triggered interest in using InAs quantum dots as qubits. At elevated temperature, the phonon side-
bands were observed. Since these measurements were based on photon echoes, they provide an ensemble
averaged value and no information about how/if the phonon-exciton interactions vary with dot size. In
addition, these studies did not provide any information on the dephasing of the excited state transitions.

We have taken 2D spectra at several temperatures, see Fig. 1. At 10K, only the zero-phonon exciton
line is seen. These data are fit to a single Lorentzian. At 80K, the exciton line is a combination of the zero-
phonon line and the phonon sidebands, thus it is fit to two Lorentzians. The phonon-sideband contribution
is actually shifted with respect to the zero-phonon line, this shift depends on temperature. In addition to
the exciton line, there is also a peak at lower energy that we attribute to biexcitons. We include a third
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Figure 1: Cross-diagonal slices of the 2D coherent spectrum of InAs self-organized quantum dots at temperatures of
10 K (left) and 80 K (right). The dots are the measurements and the lines are fits.

Lorentzian to fit the biexciton line. It is surprising that the biexciton becomes more apparent at elevated
temperature, especially since the temperature is comparable to the biexciton binding energy. These slices
were taken at the center of the inhomogeneous distribution. After taking them, we realized that the low-
temperature linewidth was actually limited by the spectral resolution of the spectrometer used to perform
spectral interferometry. This can be rectified by inserting a field lens between the spectrograph and the CCD
camera. This will be done before further data is taken.

The use of self-organized InAs quantum dots as a qubit requires that the exciton can undergo a Rabi os-
cillation. Because the Rabi frequency depends on detuning, and the excitonic resonance frequency depends
on dot size, these measurements have been almost exclusively done on single dots. Ensemble measurements
of Rabi flopping showed excess damping attributed to ensemble effects. The ability of 2D spectroscopy to
make size-dependent measurements suggests that it could observe Rabi oscillations in an ensemble.

We have performed preliminary measurements to test this idea. These measurements used a prepulse to
drive the quantum dot excitons into the excited state. The prepulse was followed by a pulse sequence that
produced a 2D spectrum. The results are shown in Fig. 2. Without the prepulse, peaks are observed both
on the diagonal and below the diagonal. The diagonal peak is due to a combination of exciton and trion
transitions (the trion binding energy is much less than the inhomogeneous distribution). The peak below the
diagonal is due absorption on the ground-state to exciton transition and emission on the exciton to biexciton
transition. With the prepulse, a new peak appears above the diagonal. This peak occurs because there is
already a population of excitons before the 2D pulses arrive. It corresponds to absorption on the exciton
to biexciton transition and emission on the exciton to ground-state transition. As the prepulse intensity is
increased, the strength of the lower sideband decreases, because the ground-state is depleted and the upper
side band increases in strength as the initial population of excitons increases.

These results are consistent with coherently controlling the population of excitons, however to prove it
is coherent we need sufficient prepulse intensity to produce at least a π pulse, i.e., see at least half of a Rabi
oscillation. When we took these data, we did not have sufficient intensity. One difficulty is that the prepulse
spot size on the sample needs to be significantly large than the 2D beams to make sure that the 2D spectrum
corresponds to an area of reasonably uniform prepulse intensity. This restricts our ability to simply focus
the prepulse tighter to increase the intensity.

During the last year, we began working on obtaining 2D coherent spectra of colloidal quantum dots. As
colloidal quantum dots are a substantially different system than the epitaxially grown quantum wells and
quantum dots we have studied in the past, there is a substantial period of learning involved.

The first issue to be faced was the substantial difference in wavelength as well as the much slower
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relaxation times due to dark states present in colloidal quantum dots. To address both of these issues, we
built a second 2D spectrometer that uses an optical parametric amplifier (OPA) pumped by a regenerative
ti:sapphire amplifier running at 250 kHz repetition rate as the light source. This system gives much greater
wavelength diversity than the ti:sapphire oscillator we had used for studying the epitaxially grown samples,
however the lower repetition rate and greater noise, due the cascaded nonlinearities used in an OPA, presents
a challenge to obtaining quality results with this system.
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Figure 2: Preliminary results showing coherent control
of excitons in InAs quantum dots. (a) 2D spectrum with-
out a prepulse. Lower side band is due to absorption by
the ground-state to exciton transition and emission on the
exciton-biexciton transition. (b) 2D spectrum with a pre-
pulse, the upper side band (USB) is due to absorption on
the exciton to biexciton transition followed by emission on
the exciton to ground state transition. (c & d) strength of
the side bands as a function of prepulse electric field.

The second issue was dealing with the differ-
ent type of sample, namely solution phase rather
than a wafer. To make things more challenging,
we wanted to have the ability to go to low temper-
ature to study phonon-carrier scattering. We tried
making thin films using spin casting and drop cast-
ing, however we found that these resulted in ex-
cess scattering of the incident laser beams, which
caused the 2D spectrum to be unacceptably noisy.
So overcome this, we switched to using a glass-
forming liquid, namely heptamethylnonane. After
some trial and error with sample cell design and the
sequence for cooling down, we were able to get ac-
ceptable sample quality at low temperature. A typ-
ical 2D coherent spectrum is shown in Fig. 3(a).
This spectrum clearly shows elongation along the
diagonal due to inhomogeneous broadening from
the size dispersion of the dots. The cross-diagonal
width gives the homogeneous width.

Using this sample, we have performed an initial
study of the temperature dependence of the homo-
geneous linewidth, as shown in Fig. 3(b). The ho-
mogeneous linewidth is determined from a cross-
diagonal slice at the center of the inhomogeneous
distribution.

Future Plans: The preliminary data on the tem-
perature dependence of the cross-diagonal width in
InAs dots set the stage for a detailed study of how the exciton-phonon interaction depends on dot size. Our
study of the how the biexciton binding energy depends on dot size showed that it was independent of size,
which contradicted single dot studies. It will be very interesting to see if the results for the phonon-exciton
interaction are consistent with single dot studies, or again they show a different behavior. In addition, we
will measure the dephasing of the excited state transition. To the best of our knowledge, there have not been
any studies of the excited state dephasing.

For the effort towards coherent control of InAs quantum dots, we are currently moving the apparatus to
a new optical table and in doing so will reconfigure the focusing optics so that we can use smaller spots, for
both prepulse and 2D beams. In addition, we will swap the pump laser for one with slightly higher power,
which will give a corresponding increase in the available power. With both of these modifications, we will
be able to achieve a pulse area well in excess of π.

For the colloidal dots, our main goals will be to resolve the ambiguities resulting from the photon echo
studies of low temperature dephasing in the CdSe/ZnS dots and to determine the biexciton binding energy
and the fine structure of the PbSe/CdSe and Ge dots, novel materials for which there is very little known. Of
course, both the biexciton binding energy and fine structure will depend on dot size. We will also measure
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a) b)

Figure 3: (a) 2D spectrum of CdSe/ZnS core-shell colloidal quantum dots. (b) Temperature dependence of the
homogeneous (black) and inhomogeneous widths of determined from the 2D coherent spectra of CdSe/ZnS quantum
dots. The lines are guides to the eye.

the dephasing rates in these materials.
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1. Program Scope  
When intense laser fields interact with polyatomic molecules, the energy deposited leads to fragmentation, 
ionization and electromagnetic emission. The objective of this project is to determine to what extent these processes 
can be controlled by modifying the phase and amplitude characteristics of the laser field according to the timescales 
for electronic, vibrational, and rotational energy transfer. Controlling these processes will lead to order-of-
magnitude changes in the outcome from laser-matter interactions, which may be both of fundamental and technical 
interest. The proposed work is unique because it seeks to combine knowledge from the field of atomic-molecular-
optical physics with knowledge from the fields of analytical and organic ion chemistry. This multidisciplinary 
approach is required to understand to what extent the shape of the field affects the outcome of the laser-molecule 
interaction and to which extent the products depend on ion stability. The information resulting from the systematic 
studies will be used to construct a theoretical model that tracks the energy flow in polyatomic molecules following 
interaction with an ultrafast pulse. 

2. Recent Progress  
During the two years of this grant period we have carried out a series of studies to determine the role of electronic 
and vibrational coherence in large molecules. Our interest in electronic and vibrational coherence and the 
development of laser pulse shaping approaches led us to some ‘model’ experiments in condensed phase.  Results on 
the coherent response of polyatomic molecules in condensed phase have resulted in four publications and one 
manuscript in revision. Our work on isolated polyatomic molecules in strong-fields is now summarized in a J. Phys. 
Chem. A. Feature Article under final revision. We have a second manuscript under revision related to electronic 
coherence in isolated molecules studied under strong field. In terms of instrument development, we rebuilt our 
molecular beam and completed a PEPICO instrument. 
1. A. Konar, Y. Shu, B. G. Levine, V. V. Lozovoy, and M. Dantus, “Electronic Coherence Mediated Quantum 
Control of Chemical Reactions in Polyatomic Molecules”, a manuscript being considered by Science. 

Using lasers to induce 
coherence onto a molecule 
and then using constructive 
or destructive interference 
with the mixed state to 
achieve quantum coherent 
control of its subsequent 
chemical transformation has 
been a long-standing dream. 
Here we report order-of-
magnitude quantum 
coherent control of the yield 
of photofragment ions 

following the creation of electronic coherence in dicyclopentadiene (C10H12) molecules using a pair of phase-locked 
femtosecond near-infrared laser pulses. The electronic coherence involving Rydberg states, which can preserve 
phase information for hundreds of femtoseconds, provides a robust platform for quantum coherent control. Control 
is achieved simply by changing the delay between pump and probe pulses by 400 attoseconds, even at delay times 
greater than 0.5 picoseconds. Our results serve as a guide on how femtosecond pulses can be used to prepare an 
electronic superposition intermediate state from which coherent control is possible.  
2. A. Konar, Y. Shu, V. V. Lozovoy, J. E. Jackson, B. G. Levine and M. Dantus, “Polyatomic molecules under 
intense femtosecond laser irradiation,” J. Phys. Chem. A, Feature Article (In press 2014). 
In this article we present an experimental quest to better understand the behavior of a large class of aromatic ketones 
when irradiated with intense femtosecond pulses and consider to what extent molecules retain their molecular 
identity and properties. Using time-of-flight mass spectrometry in conjunction with pump-probe techniques, we 
study the dynamical behavior of these molecules while monitoring the ion yield modulation caused by 
intramolecular motion post ionization. The large group of molecules studied is further divided into smaller 
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subgroups depending on particular chemical changes to the backbone structure such as positional isomerism of 
different functional groups. We find that these changes, which energetically amount to a few meV influence the 
dynamical behavior of the molecules as evident from the time-delay scans even in the presence of such high fields 
(V/Å). High level ab initio quantum chemical calculations were performed in order to predict molecular dynamics 
and single and multiphoton resonances in the neutral and ionic states. We propose the following model of strong-
field ionization and subsequent fragmentation for polyatomic molecules. Following single electron tunneling 
ionization, the cation is left with very little internal energy in the remaining laser field. Further fragmentation takes 
place as a result of both, further photon absorption modulated by one and two photon resonances and radical cation 
stability. The proposed ‘sacrificial electron’ hypothesis implies the loss of an electron at a rate that is faster than 
intramolecular vibrational relaxation and is consistent with the observation of non-statistical photofragmentation of 
polyatomic molecules as well as experimental results from many other research groups on different molecules and 
with different pulse durations and wavelengths.       

Strong-field pump weak field 
probe time-resolved transients 
obtained for ortho-, meta- and 
para-methylacetophenone and 
fluoroacetophenone. The 
coherent oscillations 
correspond to motion along 
the twist angle of the carbonyl 
group with respect to the 
aromatic ring plane. Note that 
m-methlyacetophenone shows 
no oscillations, and this is 
consistent with ab initio 
calculations (top right panel). 
All three isomers for 
fluoroacetophenone show 

coherent oscillations as corroborated by calculations. These results are consistent with the explanation that strong-
field ionization creates a molecular ion with low internal energy. 
3. A. Konar, J. Shah, V. V. Lozovoy and M. Dantus, “Optical Response of Fluorescent Molecules Studied by 
Synthetic Femtosecond Laser Pulses”, J. Phys. Chem. Lett. 3, 1329–1335 (2012). 
The optical response of the fluorescent molecule IR144 in solution is probed by pairs of collinear pulses with 
intensity just above the linear dependence using two different pulse shaping methods.  The first pulse-generation 
approach mimics a Michelson interferometer while the second approach, known as multiple independent-comb 
shaping (MICS), eliminates spectral interference between the pulses.  The comparison of interfering and non-
interfering pulses reveals that experimental information can be lost at early delay times because of linear 
interference between the pulses. In both cases, the delay between the pulses is controlled with attosecond resolution 
and the sample fluorescence and stimulated emission are monitored simultaneously.  An out-of-phase behavior is 
observed for fluorescence and stimulated emission, with the fluorescence signal having a minimum at zero time 
delay. Experimental findings are modeled using a two-level system with relaxation that closely matches the phase 
difference between fluorescence and stimulated emission and the relative intensities of the measured effects. The 
goal of developing non-interfering pulse pairs was achieved and will be applied to strong field experiments. 

 (Left) Experimental Data: Interferometric 
(PA) time delay scans for the (a) laser 
intensity and (b) second harmonic 
generation intensity. Non-interfering 
(MICS) time delay scans for the (c) laser 
intensity and (d) second harmonic 
generation intensity. (Right)  
Experimental results (a) integrated 
fluorescence and (b) stimulated emission 
as a function of time delay using phase 
and amplitude modulation. (c) Integrated 
fluorescence and (d) stimulated emission 

as a function of time delay using MICS phase modulation. 
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4. A. Konar, J. Shah, V. V. Lozovoy and M. Dantus, “Solvation Stokes-Shift Dynamics Studied by Chirped 
Femtosecond Laser Pulses”, J. Phys. Chem. Lett. 3, 2458-2464 (2012). 
Chirped pulses can be used to probe fast intramolecular dynamics, and are sensitive to the molecular environment. 
This study showed that the phase response of large polyatomic molecules is nonlinear in nature, a finding that was 
very important for the field of coherent control in weak fields. 
5. A. Konar, V.V. Lozovoy, and M. Dantus, “Solvent Environment Revealed by Positively Chirped Pulses,” J. Phys. 
Chem. Lett. 5, 924–928 (2014). 
In terms of pulse shaping experiments, chirp has been used since the nineties with experiments from the Shank and 
Wilson’s groups in the 1990’s. Despite the fact that chirp experiments have been performed for decades there have 
been few systematic studies aimed at figuring out what kind of dynamics are probed by positive and negative chirp 
experiments. Here we found that positive chirp pulses are more sensitive to intramolecular dynamics while negative 
chirp experiments are to intermolecular dynamics.   

Fluorescence response to 
chirped pulses for IR144 
(left) and and for IR125 
(right) in ethylene glycol at 
three temperatures 323K 
(red), 294K (black), and 
278K (blue). The plots 
have been normalized on 
the asymptotic value of the 
chirp effect. These plots 
show for the first time that 
negative chirp follows 

intramolecular dynamics while positive chirp is more sensitive to intermolecular (solvation) dynamics. These two 
molecules have a different solvent response; IR144 has a polar while IR125 a non-polar response. Similar results 
were observed when following stimulated emission, which occurs before vibrational relaxation.  
6. A. Konar, V.V. Lozovoy, and M. Dantus, “Electronic dephasing of molecules in solution measured by nonlinear 
spectral inteferometry,” J. Spectrosc. Dyn. 4, 26 (2014). 
The dephasing time for the initial electronic coherence between the ground and excited states is significant because 
during this time quantum-mechanical phase can be expected to play a role in molecular processes.  Dephasing 
measurements are particularly important for molecules in condensed phase where inhomogeneous broadening, 
changes in dipole, and solvent reorientation complicate the observables. Here, phase-locked femtosecond pulse pairs 
are used to measure the coherent third order response from IR144 and IR125 and the measurements are compared 
with simultaneous fluorescence measurements. Related electronic dephasing experiments were carried out in 
isolated molecules under strong field excitation (to be published in the future). 

Experimental data (red dots) and 
the best fit curve (black line) for 
stimulated emission generated by 
the pair of the delayed pulses for 
(a) IR144 and (b) IR125. The 
inset shows the fit quality for 
both the datasets at early and 
later times. For long time delays, 
out-of-phase oscillations for 
stimulated emission, that persist 
for approximately 130 fs or 
180fs for IR144 or IR125, 
respectively, are observed. 
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7. A. Konar, V. V. Lozovoy and M. Dantus, “Coherent quantum control of stimulated emission,” Phys. Rev. Letters 
(in review 2014).  
Interaction of light with matter leads to 
scattering, absorption and stimulated 
emission. These fundamental processes are 
well understood and therefore prime for 
control experiments. We show that applying 
a sharp spectral phase step in the excitation 
pulse causes enhanced absorption of the high 
frequency components and a sharp narrow-
band emission of low frequency.  We provide 
a theoretical model that explains how the 
induced nonlinear optical polarization gives 
rise to the experimentally observed results. 
The Mukamel group has developed a 
theoretical formalism that explains the off-
diagonal features. Making this single-shaped 
laser experiment as powerful as a 2D 
spectroscopy experiment.89 
 
Fig. 8 Experimental data obtained for IR125 
solution in methanol. (a) 2D plot of the raw 
signal spectrum as a function of π/2 step on 
the excitation spectrum. (b) Difference 2D 
spectrum obtained by subtracting the signal due to TL pulses from the raw signal. (c) Sections at 800.45 nm (black), 
805.3 nm (red), 810.36 nm (blue) and 815.42 nm (olive) showing the difference spectrum. 
 
3. Future Plans  

(a) We are working on the final revision of a Feature Article in J. Phys. Chem on the behavior of polyatomic 
molecules under strong fields.  

(b) We plan to complete our publication on the electronic coherence involved in laser control of chemical 
reactions, in particular intense non-resonant fields.  

(c) We plan to complete the studies of IR144, and IR125 in solution, based on a single shaped pulse. We are 
working with the Mukamel group on simulation of the 2D data. 

One of the important goals of our proposed work was to upgrade our molecular beam in order to be able to carry out 
experiments taking advantage of PEPICO detection, to determine how much energy was deposited in the molecule 
by the laser field to produce each of the different fragment ions. We will also be able to correlate the origin of the 
ejected electron with a specific fragment. The system is now operational. 
 
4. Publications  
1. X. Zhu, V. V. Lozovoy, J. D. Shah and M. Dantus, “Photodissociation dynamics of acetophenone and its 
derivatives with intense nonresonant femtosecond pulses,” J. Phys. Chem. A 115, 1305–1312 (2011) 
2. A. Konar, V. V. Lozovoy and M. Dantus, “Solvation Stokes-Shift Dynamics Studied by Chirped Femtosecond 
Laser Pulses”, J.  Phys. Chem. Lett. 3, 2458-2464 (2012) 
3. A. Konar, J. D. Shah, V. V. Lozovoy and M. Dantus, “Optical Response of Fluorescent Molecules Studied by 
Synthetic Femtosecond Laser Pulses”, J. Phys. Chem. Lett. 3, 1329–1335 (2012) 
4. A. Konar, V.V. Lozovoy, and M. Dantus, “Electronic dephasing of molecules in solution measured by nonlinear 
spectral inteferometry,” J. Spectrosc. Dyn. 4, 26 (2014). 
5. A. Konar, V.V. Lozovoy, and M. Dantus, “Solvent Environment Revealed by Positively Chirped Pulses,” J. Phys. 
Chem. Lett. 5, 924–928 (2014). 
6. A. Konar, Y. Shu, V. V. Lozovoy, J. E. Jackson, B. G. Levine and M. Dantus, “Polyatomic molecules under 
intense femtosecond laser irradiation,” J. Phys. Chem. A, Feature Article (In press 2014). 
7. A. Konar, Y. Shu, B. G. Levine, V. V. Lozovoy, and M. Dantus, “Electronic Coherence Mediated Quantum 
Control of Chemical Reactions in Polyatomic Molecules”, a manuscript being considered by Science 
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Program scope:  The goal of our project is to produce and trap polar molecules in the ultracold 
regime. Once achieved, a variety of novel physical effects associated with the low temperatures 
and/or the polar nature of the molecules should be observable. We recently discovered and 
characterized a simple and efficient method to produce and accumulate ultracold RbCs in its 
absolute rovibronic ground state and used our findings to predict the properties of trapped 
samples produced using this technique. Molecules in such a sample will be stable against 
inelastic collisions and hence suitable for further study and manipulation. Once in place, we will 
study chemical reactions at ultracold temperatures, dipolar effects in collisions, etc. 
 
     Our group earlier pioneered techniques to produce and state-selectively detect ultracold 
heteronuclear molecules. These methods yielded RbCs molecules at translational temperatures T 
< 100 K, in any of several desired rovibronic states—including the absolute ground state, where 
RbCs has a substantial electric dipole moment. Our previous method for producing ultracold, 
ground state RbCs consisted of several steps. First, laser-cooled and trapped Rb and Cs atoms 
were bound into an electronically excited state via photoassociation (PA).1 These states decayed 
rapidly into weakly bound vibrational levels in the ground electronic state manifold.2 Population 
from one such level could be transferred into the lowest vibronic state X 1+(v=0) of RbCs using 
a laser “pump-dump” scheme.3,4 We detect molecules with vibrational-state selectivity with a 
resonantly-enhanced multiphoton ionization process (1+1 REMPI) followed by time-of-flight 
mass spectroscopy. Subsequently, we incorporated a 1D optical lattice trap into our experiments. 
This made it possible to trap vibrationally-excited RbCs molecules as they were formed. The 
precursor Rb and Cs atoms could also be trapped. We used this capability to measure inelastic 
(trap loss) cross-sections for individual RbCs vibrational levels on both Rb and Cs atoms in the 
ultracold regime, and also developed a simple theoretical model for these collisions.5  
     Recently we have focused on a new method to directly create rovibronic ground-state X 
1+(v=0, J=0) RbCs molecules (Fig. 1). Here we drive PA transitions into tightly-bound states of 

excited electronic potentials. Such states can in 
decay with substantial probability to the X 
1+(v=0, J=0) absolute ground state, which also 
has small internuclear separation. PA to short-
range states was previously believed to be 
impractical: in the WKB approximation, the 
scattering-state wavefunction of two colliding 
atoms has negligible amplitude at distances 
comparable to the separation of atoms in the 
molecular ground state,6 so Franck-Condon 
factors (FCFs) for the free-to-bound PA 
transition were expected to be too small to 
drive efficiently. 

Fig. 1: Scheme for ground state molecule formation 
via direct short-range photoassociation. 
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     Nevertheless, recent observations from groups working on similar heteronuclear bi-alkali 
systems has shown that it is sometimes possible to drive PA transitions into tightly-bound 
states.7,8,9,10  In all these cases the PA rate was larger than the naïve expectation, although the 
underlying mechanisms were sometimes unclear.  Most importantly, efficient production of the 
rovibronic X 1+(v=0, J=0) ground state via decay of a PA level could not be demonstrated in any 
of these systems. 
     In our recent work, we have demonstrated that formation of rovibronic ground-state RbCs via 
short-range PA is indeed viable.11 We first used our REMPI detection method to show that the 
short-range PA level of Ref. [9] indeed results in population of the X 1+(v=0) state. Using 
existing spectroscopic data on RbCs,12 we were able to assign the PA level definitively to the 
(2)3state. Subsequently, using existing spectroscopic data for state identification, we 
demonstrated PA into several vibrational levels of neighboring (2)3state. Some of these 
yielded larger rates of X 1+(v=0) formation than using the previously known resonance (Fig. 2).  
     We subsequently compared the rates of formation of X 1+(v=0), via PA through different 
(2)3v’] subelevels, to expectations based on FCFs for the free-bound and bound-bound 
transitions. We found good qualitative agreement. This model relies on no unusual circumstances 
such as resonant coupling between bound states or scattering resonances. Rather, it simply takes 
advantage of the fact that the triplet-state scattering wavefunction is considerably larger than 
would be expected based on the WKB approximation; and that (non-resonant) spin orbit 
coupling is strong in bi-alkali molecules containing Cs. We also demonstrated that the PA 
transition could be saturated under typical experimental conditions, in rough agreement with 
calculated PA rates based on the FCFs. This means that formation of rovibronic ground state 
molecules can proceed at a rate given by the unitarity-limited scattering rate (i.e., the theoretical 
maximum PA rate), times the branching ratio b~0.2% for decay of the J = 1 PA resonance into 
the X 1+(v=0,J=0) state. In the course of this work, we also developed a straightforward and 
general method for predicting and analyzing rotational line strengths in PA spectra. This method 
makes it possible to assign the electronic symmetry of the excited state in a PA spectrum simply, 
and also to determine the temperature of the trapped atomic sample, as well as the presence of 
any scattering resonances between atoms. A publication describing this method and its 
application to previous PA spectra is near completion. 
      We next made high-resolution “depletion spectroscopy” measurements to explicitly verify 
that the X 1+(v=0,J=0) state is populated by the decay of the PA resonance.  This data showed 

that indeed, as expected, up to 
1/3 of the X 1+(v=0) population 
can be produced in the J=0 
absolute rovibronic ground 
state.13 However, our data 
showed that, surprisingly, the 
primary decay path to the 
ground state is via a two-photon 
cascade decay.  While we 
observed a higher rate of 
production of rovibronic ground 
state molecules than in any 
experiment, the fact that the 
production occurs through an 

Fig. 2: Population of X 1+(v=0) via short-range PA.  Plotted is signal
(blue) vs. detection laser frequency, with the PA laser tuned to the short-
range (2)3[v’=10] state. Red and black curves are simulated spectra,
based on known energies and FCFs of the X 1+(v’’)(2)1[v'] states
transitions. The black [red] curve is for transitions from X(v’’=0) [sum of
signals from all excited levels X(v’’= 1-5)].  The only free parameters in
the fit are an overall scale, and the relative populations of the X 1+(v’’)
levels.  Here the relative population of X(v’’=0) is ~20%. 
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inefficient two-photon process makes it likely that 
much higher rates can be obtained by finding a 
more optimal PA pathway. 
     More generally, our results should make it 
possible to continuously produce and accumulate 
X 1+(v=0,J=0) RbCs molecules into an optical 
trap. This is fundamentally different from existing 
approaches to form similar molecular samples, 
which use Feshbach-resonance association 
followed by stimulated optical transitions to the 
ground state.14 In our approach, the dissipation 
associated with decay of the PA resonance allows 
irreversible accumulation. Key to this approach is 
that, unlike many heteronuclear bialkali species, 
RbCs is immune to inelastic, chemically-reactive 
collisions with itself, and with Cs atoms. Hence, 

molecule production in the presence of dense Rb and Cs vapors can allow the accumulation of 
large molecular samples. Once the molecule density reaches equilibrium (due to destructive 
collisions with Rb atoms and residual rovibrationally-excited RbCs* molecules), removal of Rb 
and continued co-trapping with Cs atoms can “scrub” the sample of RbCs* via inelastic 
collisions. We have simulated the properties of a trapped sample of X 1+(v=0,J=0) RbCs 
molecules produced using this approach, based on simple rate equation arguments, and have 
concluded that it opens a pathway to trapping molecules at sufficient density and number to 
study collisions and reactions.11 We recently revived our optical trapping apparatus and have co-
trapped Rb and Cs again as we last did a few years ago. We next plan to experimentally explore 
the dynamics of the accumulation and scrubbing processes in this optical trap. 
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Fig. 3: High-resolution “depletion” spectra showing
up to ~1/3 population in the J=0 rotational state for
molecules in the X 1+(v=0) vibronic ground state. 

DeMille

151



 

 

 

 

 

 

 

 

 

 

 

 

Page is intentionally blank. 



SPATIAL-TEMPORAL IMAGING DURING CHEMICAL REACTIONS 
Louis F. DiMauro 
Co-PI: Pierre Agostini 
Co-PI: Terry A. Miller 
Department of Physics 
The Ohio State University 
Columbus, OH 43210 
dimauro@mps.ohio-state.edu 
agostini@mps.ohio-state.edu 

1.1 PROJECT DESCRIPTION 
This document describes the BES funded project (grant #: DE-FG02-06ER15833) entitled “Spatial-

temporal imaging during chemical reactions” at The Ohio State University. Imaging, or the determination 
of the atomic positions in molecules is of central importance in physical, chemical and biological 
sciences. X-ray and electron diffraction are well-established method to obtain static images with sub-
Angstrom spatial resolution. However their temporal resolution is limited to picoseconds. This proposal 
builds on the “molecule self-imaging” approach, based on bursts of strong-field driven coherent electron 
wave packets emitted by the molecule under interrogation. We are investigating two complementary self-
imaging methods: Laser-Induced Diffraction [1] and high harmonic tomography [2, 3]. Both thrust 
exploit the wavelength scaling of strong-field interactions to improve the imaging capabilities.  

Over the past year, our efforts have focused on several thrusts: (1) development of fixed-angle 
broadband laser-induced electron scattering (FABLES), (2) application of laser-induced electron 
diffraction (LIED) to complex molecular systems and (3) high-harmonic tomography of N2 and CO2 at 
mid-infrared wavelengths.  

1.2 PROGRESS IN FY13: IMAGING  
Direct visualization of isolated molecules 

undergoing structural transformations can 
provide insight into the fundamental 
understanding of chemical processes. 
Conventional methods based on diffraction and 
absorption, using electrons or synchrotron-
generated X-rays pulses, routinely achieve sub-
angstrom resolutions, but their picosecond 
duration precludes characteristic, femtosecond-
scale dynamical molecular imaging. The recent 
development of femtosecond sources of X-rays, 
e.g. free-electron lasers, and electron beams has 
enhanced the temporal resolving power of these 
standard probes for ultrafast molecular 
dynamics. Femtosecond electron and X-ray 
diffraction have been successfully 
demonstrated recently [4-7]. These schemes 
offer the potential for performing ultrafast 
dynamic imaging in condensed-phase systems, 
but their current fluxes are insufficient to 
achieve good enough signal-to-noise ratios for 
more rarified systems, e.g. gas-phase. 
Alternatively, since electrons have larger 
diffraction cross-sections than X-rays, it is 
advantageous to convert X-ray photons to electrons via core ionization. Femtosecond photoelectron 

 
Figure 1: High-resolution photoelectron energy spectra 
along the laser polarization for N2 and argon recorded at a 
wavelength of 2.0 μm and an intensity of 270 TW/cm2. The 
error bars indicate the N-1/2 Poisson statistical fluctuations 
for each time bin, N being the number of detected electrons. 
The vertical dashed line marks the 2Up energy, electrons 
below this are direct. Above it, the long plateau corresponds 
to photoelectrons that are backscattered following 
ionization. The plateaus are a direct illustration of the 
broadband nature of the returning electron wave packet. 
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diffraction/holography has been proposed as a time-resolved imaging method of transient molecules in 
the gas phase [8,9]. 

Independent of the method, the critical 
parameter that ultimately controls the spatial 
resolution is the momentum transfer, |q|, 
defined as |q|=2|kr|sin(θr/2), where kr and θr 
are the electron’s scattering momentum and 
angle, respectively. In a typical conventional 
electron diffraction (CED) experiment |kr| is 
held constant and |q| is varied by sweeping 
the angle, usually over a small range in the 
forward direction. However, similar |q| ranges 
can be obtained at a fixed angle (with the 
most advantageous collision geometry for θr 
=180°) by varying the electron momentum. In 
strong field ionization, the backscattering 
requirement is met along the laser 
polarization, in which case the photoelectron 
energy distribution exhibits a long 
backscattering plateau. The maximum 
detected electron energy extends to ~10Up, 
where Up represents a free electron’s cycle-
averaged quiver energy (ponderomotive 
energy). This cutoff corresponds to a ~3UP 
electron-ion recollision energy, which 
decreases monotonically for electrons 
detected at lower energies. The 
correspondence between detected and 

recollision electron energy is identical with LIED. For small molecules, it has been demonstrated that 
mid-infrared wavelengths (λ ≥ 1.7 μm) generate recollision electron wave packet energies sufficient 
( ≥ 100 eV) to directly probe the “independent” atomic cores in the molecule [10-12].  

Fixed-angle broadband laser-driven electron scattering (FABLES). In Nature Communication 
[13] we introduced fixed-angle broadband laser-driven electron scattering (FABLES) as an alternative to 
fixed-energy, angle-swept LIED [11]. FABLES is analogous to white light interferometry in optics, and 
this is the first experimental confirmation that broadband electron wave packet (EWP) can be used for 
imaging. In FABLES, the energy-dependent DCS, σ(E), is retrieved as compared to the angle-dependent 
DCS, σ(θ), of the LIED method. The main benefit of FABLES is a trivial retrieval of molecular structure 
via a simple Fourier transform (FT) with no theoretical fitting or modeling, e.g. no a priori knowledge of 
laser ionization. Furthermore, the method “visualizes” only bonds parallel to the laser polarization and 
has the potential for routine, real-time imaging in a pump-probe configuration. This unique aspect 
combined with molecular alignment was shown theoretically to offer a full molecular tomographic 
reconstruction.  

Figure 1 shows the main result of this study. Both N2 and Ar photoelectron spectrum were recorded 
under identical laser conditions. The detector collects electrons in a small angle (2°) along the laser 
polarization direction. The physically relevant difference between N2 and Ar is the oscillation on the N2 
plateau resulting from the interference of the broadband EWP on the molecular structure. 

To retrieve the structural information, we adopt the mature rectification-based analysis method of 
CED. Figure 2(a) shows the intramolecular interference fringes extracted from the nitrogen distributions 
at 2.0 μm and 2.3 μm as a function of the momentum transfer |q|. Following CED’s inversion procedure, a 
Fourier transform extracts from the momentum-space interferogram the real-space structural information, 
as illustrated in the power spectra plotted in Fig. 2(b). The retrieved experimental internuclear distance 
functions peak at nearly the same position, 1.09 and 1.11 Å for 2.0 and 2.3 μm experiments, respectively. 
In comparison, the known nitrogen equilibrium distance, Req, is 1.10 Å. 

 
Figure 2: FABLES bond length retrieval and Fourier 
transform. (a) The intramolecular interference fringes 
extracted from the nitrogen plateau data at 2.0 μm (light blue 
open circles) and 2.3 μm (dark blue solid squares). The error 
bars represent the standard deviations of the two data sets 
which are calculated from measurement errors of their 
corresponding photoelectron energy distribution by assuming 
that the theoretical atomic DCS is exact. (b) The mean 
internuclear distance function obtained by Fourier Transform 
of the data in (a). The dash-dotted and dotted lines are the FT 
of the theoretical DCS spanning the same momentum transfer 
range as the experiments at 2.0 and 2.3 μm, respectively. The 
vertical arrow in (b) denotes the known N2 equilibrium 
distance, Req. Our retrieved bond lengths deviate from Req by 
0.01Å. 
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LIED studies of large molecules. We have begun to investigate the applicability of LIED and 
FABLES to complex molecular systems. The LIED approach is one of the variants of molecular self-
probing techniques, which has a simple analog to conventional electron diffraction (CED). In CED, an 
external multi-kilovolt electron beam elastically scatters from a molecular gas sample and the resulting 
small-angle, forward-scattering, diffraction pattern conveys information on the molecular structure. The 
bond-length information can be retrieved from the pattern, assuming some approximations. One key 
ansatz is that the high-energy electrons penetrate the core and thus, the short range atomic-like potential 
dominates the electron-molecule scattering, while the bonding valence electrons look transparent. This 
allows use of the independent atom model (IAM) approximation, which describes the scattering as the 
contribution from individual atoms and an interference term between atoms (molecular term). 

In LIED, one simply records the 
photoelectron momentum distribution 
produced by the molecule irradiated by a 
strong mid-infrared laser. Although the 
electron return energies (typically 100-300
eV) employed are lower than in CED
case, LIED can measure large angle 
scattering (large momentum transfer).
Ultimately, the momentum transfer 
determines the spatial resolution, which 
for LIED and CED can be comparable. 
Furthermore, the DCS can be retrieved for 
different scattering energies by measuring
a single momentum distribution. Most 
importantly, LIED contains information 
on the time difference between the instant 

the electron is promoted into the continuum and the instant when it rescatters with the molecule. This time 
difference (propagation time) is easily derived from the classical equation of motion of a field-driven 
electron.

In an earlier report, we showed the viability of LIED for capturing a time-resolved molecular image 
of N2 and O2 [11]. We are currently exploring the possible extension of LIED to more complex systems.
Various saturated hydrocarbon chains are being investigated. The low-binding energy of most molecule’s
valence electrons (~ 10 eV), as compared to low-Z diatomics, requires even longer wavelength mid-
infrared fields (>> 2 µm) to produce sufficient return energies via the λ2-scaling of the ponderomotive 
energy. Figure 3 is an example of a preliminary result obtained from a C60 fullerene experiment. Our 
analysis shows that we can extract the field-free DCS and obtain the size of the fullerene. Our theoretical 
modeling suggests that we should be able to extract the C-C distance and experiments are underway to 
verify this prediction. This work is being performed in collaboration with Dr. Matthias Kling (MPQ-
Garching).

1.3 FUTURE PLANS
LIED and FABLES: Our current efforts are focused on both fundamental and applied tests of the 

LIED method: 1) the limits of spatial precision, the influence of multiple trajectories (long versus short 
and higher-order returns) on temporal precision, the dependence of the ionization rate on molecular 
alignment and the applicability of theoretical tools developed for CED analysis to LIED. 2) Applications
of LIED to determine or observe structural changes in more complex systems; studies on isomeric 
systems and pump-probe interrogations. Larger molecules pose new challenges on experimental precision 
and theoretical methods in LIED. The inverse Fourier transform of the FABLES image will be further
explored as an alternate structural retrieval method.

Tomography: Long wavelength tomography measurements of N2 and CO2 are being analyzed and 
should provide a benchmark for future efforts.

Figure 3: Preliminary electron momentum distribution of C60
ionized by femtosecond 4 µm pulses. On the right the extracted 
LIED DCS (red squares) is plotted against CED result and a 
theoretical scattering calculation. The fringe pattern allows the 
LIED experiment to measure the overall size (7 Å) of the 
fullerene.

DiMauro

155



A strategy for imaging chemical dynamics using LIED and FABLES is being evaluated: the aim is to 
follow unimolecular dissociation using pump-probe schemes. A potential candidate is the breaking of the 
I-C bond in aligned ICN (Ip = 10.8 eV) by exciting from its ground state to its lowest excited, repulsive A 
state. 
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1.1 PROJECT DESCRIPTION 
This document describes the BES funded project (grant #: DE-FG02-04ER15614) entitled 

“Attosecond & Ultra-Fast X-ray Science” at The Ohio State University (OSU). Attosecond light pulses 
from gases offer a transition to a new time-scale and open new avenues of science while complementing 
and directly contributing to the efforts at the LCLS XFEL. An objective of this grant is the development 
of competency in generation and metrology of attosecond pulses using mid-infrared drivers and a strategy 
of employing these pulses for studying multi-electron dynamics in atomic systems. It focuses on 
applications in which attosecond pulses are produced and transported to a different region of space and 
applied to a different target, thus providing the greatness degree of spectroscopic flexibility. The proposal 
has also a strong thrust at the LCLS XFEL for studying the scaling of strong-field interactions into a new 
regime of x-ray science and the metrology of ultra-fast x-ray pulses. 

Progress over the past year includes (1) measurement of the atomic phase near the Cooper minimum 
in argon atoms, (2) study of the Wigner delay in photoionization of inert gas atoms and (3) began an 
experimental study to examine near threshold effects in RABBITT measurements in collaboration with 
Prof. Robert Jones (Virginia). 

1.2 PROGRESS IN FY14: THE ATTOSECOND PROGRAM 
The technical approach of the Ohio State University (OSU) group is the use of long wavelength (λ > 

0.8 µm) driving lasers for harmonic and attosecond generation. Through support of this program, the long 
wavelength approach has been successful and adopted by many groups world-wide. Our program over the 
last two years has turned towards using these long wavelength generated harmonics for measurements, 
ultimately of dynamics. We are interested in addressing two basic questions related to attosecond physics. 
First, can high harmonic spectroscopy extract atomic/molecular structure and second, what is really 
measured. 

Attosecond pulse shaping around a Cooper minimum. One signature of atomic structure, first 
discussed by Cooper [1], is a local minimum in the photoionization (PI) probability at a specific photon 
energy. This Cooper minimum (CM) is caused by a sign change, equivalent to a π-phase jump, in the 
bound-free transition dipole of one angular momentum channel. The CM has been extensively studied 
using traditional photoionization spectroscopy but the phase of the total transition dipole is not directly 
accessible, although it strongly influences the measured electron angular distribution and spin 
polarization. Consequently the Cooper minimum in argon became an excellent candidate for examining 
the viability of high harmonic spectroscopy. 

In high harmonic generation (HHG) the inverse process of broadband PI takes place: an electron 
wave packet (EWP), promoted and accelerated in the continuum by an intense, optical pulse, returns to 
the core and gives rise to emission of XUV radiation through photo-recombination. The propagation of 
the EWP is determined by the laser wavelength and intensity while the recombination process has been 
shown to be independent of the laser. The EWP thereby acts as a self-probe of the laser-free complex 
recombination dipole matrix element (RDM). A measurement of the emitted XUV radiation can provide 
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access to both the amplitude and phase of the RDM and thus can be used to study structural features of 
the generating atom or molecule, and in particular the CM. 

We have investigated the phase 
modification in the high harmonic emission 
induced by the 3p Cooper minimum of 
argon, over a wide spectral range. In the 
experiment, the derivative of the spectral 
phase, the group delay (GD), is measured 
using the resolution of attosecond beating 
by interference of two-photon transitions 
(RABBITT) method. The measured RDM 
phase and amplitude agrees well with 
predictions based on the scattering phases 
and amplitudes of the interfering s- and d-
channel contributions to the complementary 
photoionization process (see Fig. 1). The 
reconstructed attosecond bursts that underlie 
the HHG process show that the derivative of 
the RDM spectral phase, the group delay, 
does not have a straight-forward 
interpretation as an emission time, in 
contrast to the usual attochirp group delay. 
Instead, the rapid RDM phase variation 
caused by the CM reshapes the attosecond 
bursts. Most importantly, our results 
unequivocally establish that direct 
measurement of the RDM phase near a CM 
can be extracted from RABBITT. This lays 

the foundation for future studies using high harmonic spectroscopy as a probe of atomic and molecular 
dynamics. This work was performed in collaboration with Profs. Ken Schafer and Mette Gaarde (LSU) 
and is published in PRL. 

RABBITT measurement and the interpretation of the Wigner delay in photoionization. 
Photoionization is the process by which an atom in a bound state absorbs a photon and makes a transition 
to a continuum state in which there is a finite probability to detect the electron at macroscopic distances 
from the nucleus. Photoionization can be regarded as a quantum jump, which occurs instantaneously at 
any moment in the field. While there is no such thing as a time operator in quantum mechanics, the delay 
in photoionization can be a quantum dynamical observable when it is understood as the temporal shift in 
the departure of the outgoing electron wave packet relative to the arrival of the XUV pulse or when it is 
treated as the energy-derivative of the time-dependent quantum phase. This is the so-called Wigner delay 
[3]. 

Photoionization by an XUV attosecond pulse train in the presence of an infrared pulse (RABBITT 
method) conveys information about the atomic photoionization delay. By taking the difference of the 
spectral delays between pairs of rare gases (Ar,He), (Kr,He) and (Ne,He) it is possible to eliminate in 
each case the larger group delay (“attochirp”) associated with the attosecond pulse train itself and obtain 
the Ar, Kr and Ne “effective” Wigner delays referenced to calculated He delay. As shown in Fig. 2, our 
extracted delays have been compared with several theoretical predictions and the results are consistent 
within 30 as over the energy range from 10-50 eV. Of particular interest are slight deviations which may 
be potential signatures of resonances. This work is accepted for publication in J. Phys. B. 

 
Figure 1: The group delay and phase near the Cooper 
minimum in argon. High harmonic radiation generated from 
argon atoms excited by 1.3 and 2 µm pulses are used in the 
measurements. The total RDM phase evolves by 1.8–2.6 
radians over a 20 eV spectral range, even though the d-channel 
RDM undergoes a sharp π phase shift. The solid line results 
from calculations performed using the TDSE-MWE method 
(Gaarde and Schafer). The dashed line is calculated using a 
simple analytical model (see Ref. [2] for details]. 
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1.3 FUTURE PLANS 
The following year we will continue to 

investigate the applications of high harmonic 
and attosecond spectroscopy. First, we have 
begun collaborating with Prof. Robert Jones on 
a project that aims at measuring the high 
harmonic group delay (GD) near and below 
threshold. In these experiments, attosecond 
pulses are generated in a suitable gas and the 
atom of interest is interrogated in our 
RABBITT apparatus. The quasi-classical 
model predicts the GD obtains a universal 
value of zero at threshold. However, the 
influence of the atomic potential cannot be 
neglected. This should be apparent in the 
experiment by comparing differences between 
atoms at fixed frequency. RABBITT 
measurements at low-energy are technically 
demanding and over the past year (Prof. Jones 
has visited the laboratory for 5 weeks) we have 
made significant progress in characterizing our 
photoelectron energy spectrometer’s transfer 
function at low-energy. Preliminary results 
have been obtained and are being analyzed. 

Double ionization is a paradigm for 
understanding many-body effects. As part of 
our plans, we will use a tunneling simulator to 
time-resolved double ionization of helium 
atoms. In the experiment, attosecond pulses 
will photoionize helium above the 1e threshold 
(>24 eV) in the presence of an intense dressing 
field. The linearly polarized dressing field will 
quiver the electron in a manner similar to the 
step-2 in the rescattering model. In this 
scenario the attosecond photoionization 
replaces tunnel ionization in a strong low-
frequency field while the dressing field acts as 

the driver of the electron wave packet (EWP). Subsequent interaction of the EWP with the helium core 
willpromote, among others, the (e,2e) process. The requirement is that 3Up ≥ 54 eV (He+ ionization 
potential) and that the dressing field does not ionize helium. Simple estimates show that this is only 
possible with mid-infrared dressing fields. If successful, the tunnel simulator will allow exquisite control 
over the (e,2e) process. We are currently evaluating the technical issues associated with this experiment. 

Finally, we have been awarded LCLS time in March 2015. We will explore chemical sensitivity of 
Auger decay by observing Carbon 1s Auger electrons originating from CO, a simple diatomic molecule as 
well as from CF4, a more complicated yet symmetric system. The experiment will be time-resolved using 
a Streaking method proposed by our collaboration. 

 

Figure 2: Comparison of the effective Wigner delay from 
experiment and theory for (a) neon, (b) argon and (c) 
krypton versus photoelectron kinetic energy, Ee. The photon 
energy is simply given as Ep = Ee + Ip, where Ip is the 
ionization potential and is 21.6 (Ne), 15.8 eV (Ar) and 14 
eV (Kr). The TDSE-SAE calculation is from [4], Diag ≡ 
diagrammatic calculations from [5], “RPAE” from [6] and 
Exp ≡ experiment. The calculations shown with a "A" in the 
legend are angle-integrated. The red arrow in each marks the 
start of the region of helium doubly excited states. The 
valence subshell energy levels are shown for Ne, Ar and Kr. 
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Program Scope: 
 The nature of the interactions between high intensity infrared laser pulses and atomic clusters of a 
few hundred to a few thousand atoms have been well studied.  Such studies have found that these 
interactions are more energetic than interactions with either single atoms or solid density plasmas and that 
the clusters explode with substantial energy.  Under the previous phase of BES funding we extended 
investigation in this interesting area by undertaking a study of the interactions of intense extreme ultraviolet 
(XUV) pulses with atomic clusters, and more recently, interactions with intense x-ray pulses from the Linac 
Coherent Light Source (LCLS).  Our current work builds on our previous work with a high harmonic 
(HHG) fs XUV source and seeks to study interactions at two orders of magnitude higher XUV intensity 
than we obtained in the last phase.  This is being accomplished by upgrading our HHG beam line to much 
higher drive energies on the upgraded THOR laser.  We also plan new target clusters, pulse-probe 
experiments and XUV fluoresecence. 
 Our studies with XUV light are designed to illuminate the mechanisms for intense pulse 
interactions in the regime of high intensity but low ponderomotive energy by measurement of electron and 
ion spectra.  This regime of interaction is very different from interactions of intense IR pulses with clusters 
where the laser ponderomotive potential is significantly greater than the binding potential of electrons in the 
cluster. We are now able to generate short wavelength pulses with up to 1 J of laser drive energy in a f#100 
focus which is 2.5 times that previously employed. 
 We have designed experiments using new targets to confirm our hypothesis about the origin of the 
high charge states [5] in these exploding clusters, an effect which we ascribed to plasma continuum 
lowering (ionization potential depression) in a cluster nanoplasma.  This effect, which is well known in 
plasma physics, leads to a depression of the ionization potential enabling direct photo-ionization of ion 
charge states which would otherwise have ionization energies which are above the photon energy employed 
in the experiment.  To do this we will perform experiments in which XUV pulses of carefully chosen 
wavelength irradiate clusters composed of only low-Z atoms and clusters with a mixture of this low-Z atom 
with higher Z atoms (eg. SiO2 and SnO2).  Experiments on clusters from solids will be enabled by 
development during the past grant period in which we constructed and tested a cluster generator based on 
the Laser Ablation of Microparticles (LAM) method.  Using a LAM device we will explore oxide clusters 
as well as metal clusters chosen such that the intense XUV pulse rests at a wavelength that coincides with 
the giant plasma resonance of the metallic cluster.  The latter clusters will exhibit higher electron densities 
and will serve to lower the ionization potential further than in the clusters composed only of low Z atoms.  
This should have a significant effect on the charge states produced in the exploding cluster. 
 We will also explore the transition of explosions in these XUV irradiated clusters from 
hydrodynamic expansion to Coulomb explosion.  We observed hints of this transition in our recent work on 
THOR in which we compared explosions of Xe and Ar clusters irradiated at 38 nm.  The work to be 
performed with the upgraded beamline will explore clusters of a wide range of constituents, including not 
only clusters from gases (Xe, Ar, N2, CH4, and Xe doped CH4) but also clusters from solids. In particular we 
are currently studying CH4 and mixed Xe/CH4 clusters to compare with previous studies at LCLS.[8] 
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Figure 1: THOR XUV beamline spanning across two laboratory spaces. 

Progress During the Past Year 
 Work during this past year has concentrated on optimizing the OPCPA in the upgraded THOR 
laser, optimization of HHG production in the new beam line, and testing of the new target chamber, and 
time-of-flight (TOF) detector.  
 In our past experiments on XUV irradiation of noble gas clusters we produced harmonic radiation 
by loosely focusing 40 fs pulses with a MgF f#/60 lens from our THOR Ti:sapphire laser into an Ar gas jet. 
These data showed that we were able to produce an 8μm spot dia. with the 38 nm pulse, yielding a focal 
intensity of ~ 1011 W/cm2 assuming an XUV pulse duration of 10 fs.  These harmonics were then focused 
into the plume of a second, low density cluster jet. The main limitation of this apparatus was that the drive 
laser pulse energy was limited to ~ 60 mJ by the use of lens and focal geometry constrained by the lab 
space.  This limited the XUV energy per pulse to ~ 0.5 nJ/pulse in the 21st harmonic.  
 We have now improved this beam line in new expanded lab space.  This new beam line is 
illustrated in Figure 1.  It is an all reflective design where the THOR laser sends its full energy (~1 J) 
loosely-focused (f#100) into a gas jet to produce HHG of significant intensity.  The XUV is sent to the 
interaction chamber where one of the harmonics is selected and focused using a Sc/Si mirror into gas 

clusters or nanoparticles for HED studies. Figure 2 shows a top view of the XUV beamline and the 
compressor chamber.  The beamline is divided in three stages: 1- Focusing, 2- HHG, 3-XUV interaction.   
In the first stage the compressed 7.5 cm diameter beam is steered 90º in the focusing chamber, sent to a 0º 
mirror in the retro chamber.  There, the beam reflects back onto a fl = 5.50 m, concave spherical mirror that 
focuses the beam under a rectangular shaped (~0.5 mm x 5 mm) conical, gas jet in the HHG stage at 
fundamental intensities up to 3x1015 W/cm2.  The jet is moved upstream of the focus to keep the intensity 
near this transition for relativistic motion of quiver electrons.  The angle of incidence in the focusing mirror 
is about 1º which makes spherical aberrations at focus negligible(1/e2 spot diameter of 76 μm, 5.5 mm 
Rayleigh length). Two stages of differential pumping are used upstream of the harmonic nozzle to limit the 
pressure to below 10-5 Torr in the compressor.  Three stages of differential pumping are used downstream to 
limit the pressures to less than 10-7 Torr.  At a distance one focal length from the gas jet the fundamental 
and low harmonics are blocked and high harmonics sent to the XUV interaction chamber.  A selected Sc/Si 
mirror picks a particular harmonic in the 10-60 nm range and focuses it on a gas jet. 
 Separation of the XUV pulses from the fundamental and low harmonics is done in a two-step 
process.  Initially, the pulse before leaving the compressor goes through a 1 cm diameter mirror (reflective 
mask) in the center of the beam that creates a donut shape spatial beam profile.  This disk is at 
approximately two focal lengths upstream from the focusing mirror and its image is located at two focal 
lengths.  At this location, right before entering the interaction chamber, an aperture with the size of the 
circular disk blocks most of the infrared donut shape profile.  The XUV, having a much shorter wavelength 
and divergence propagate through the center of the aperture with a small fraction of the fundamental light 
that was scattered by the gas jet.  Following the aperture, a 200 nm aluminum foil (Luxel Corp.), with 
approximately 20-50% transmission in the XUV range blocks the remaining fundamental light and low 
harmonics. Optimization of the HHG yield is achieved by observing the harmonic spectrum using a grazing 
incident spectrograph with a multichannel plate detector, phosphor plate, and CCD camera.  We first varied 
the location of the gas jet with respect to the laser focus at the maximum fundamental energy.  A series of 
vacuum tubes with different length are swapped before or after the HHG chamber to produce the coarse 
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Fig. 2.  Top view schematic of the new XUV beamline. 

positioning (2” steps) along the laser beam while a xyz-manipulator for the gas jet and translator for the 
focusing mirror provides fine adjustment. We optimized the HHG production as a function of jet pressure, 
x-y position of the jet relative to the focus, pulse width of the laser (optimum at minimum pulse width), and 
laser energy (optimum at maximum fundamental energy). Initially, we observed a 40 fs pulse width from 
the upgraded THOR laser.  Because we found harmonic production peaked at shorter pulse widths, we 
spent several months optimizing the alignment of the OPCPA to produce 120 nm of bandwidth from the 
final TiSaphire amplifier. To increase the compressor throughput, we rotated the grating (now nearly 10 
years old) by 180 degrees to improve reflectivity and with realignment achieved the current 25 fs pulse 
width.   Using an XUV calibrated photodiode (AXUV100, Opto Diode Corp.) we measured the total energy 
on target in the 21st harmonic (38 nm) to be 10 nJ.  This is a factor of 20 times greater than measured for the 
previous beam line (Ref. 5 below). Given adjacent, coherent 19th and 23rd harmonics we expect the overall 
XUV envelope in time ( t~5 fs) to be modulated, leading to peak intensities on the order of 1014 Wcm-2.[5] 

 
 
 
 

Explosion of CH4 clusters and Xenon doped CH4 clusters 
 We recently studied explosions of CH4 mixed CH4/Xe clusters (mean sizes up to 105 molecules) 
using the x-ray, free-electron laser at LCLS at intensities approaching 1017 Wcm-2. [7, 8, 9] For all of the 
clusters we studied, the interaction with the intense keV photons was dominated initially by single photon 
photo-ionization and by Auger emission following each inner-shell, photoionization event.  The exit of 
electrons from the cluster successively built a positive charge on the surface until the space charge potential 
confined the photo- and Auger electrons.  This charged surface of the cluster surrounds a quasi neutral 
plasma core whose temperature was determined by the photo- and Auger electron energies distributed over 
all the plasma electrons.[4]  In methane clusters photoionization of the inner (1s2) shell of carbon is 
dominant since the photoionization cross section of H is three orders of magnitude smaller than C for 850 
keV photons. Subsequent filling of the hole and Auger emission of valence-bond electrons results in the 
dissociation of hydrogen as protons, rather than an increased charge state of the carbon. 
 When the cluster size is increased, ion states formed within the cluster produced broadened peaks 
because ions emitted in the forward and backward directions relative to the TOF have different arrival times 
dependent upon the distribution in ion energy.  Though ions with charge states up to C6+ are observed in 
molecular targets in our experiment, these peaks are not broadened in the TOF with increased cluster size, 
hence they are not produced significantly in clusters.  To produce high charge states of carbon all of the 
protons must be removed from the molecule first, delaying their formation.  
We find strong peaks from CH5

+, C2H4
+, and C2H9

+ due to association of recoil protons and hydrocarbon 
ions with neutral molecules at the solid densities of the clusters. Again a neutrally charged plasma core is 
formed, and we find dissociative recombination plays an important role in the population of CH5

+ and larger 
molecules.  The Coulomb explosion of the outer shell is dominated by protons because their expansion is 
more rapid than hydrocarbon ions because of their smaller mass. [8]  The plasma core expands much more 
slowly, increasing the importance of electron-ion recombination. 
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 For 3 fs laser pulses of 2 keV photons, we observed the smallest Coulomb explosion energies.  For 
these pulses we expect fewer than 4% of the molecules to be ionized. While the production of CH5

+ and 
larger molecules might be thought to disturb the possibility for x-ray diffraction imaging of the cluster, or 
comparably a biological molecule, molecular fragmentation occurs only after Auger emission (hole lifetime 
~7.5 fs) and well after the end of the laser pulse.  In effect the hollow molecule formed by the laser delays 
atomic motion that would distort imaging. 
 We also observed x-ray interactions with Xe doped Methane clusters, where the Xe doping 
concentration varied from 1% to 4%.  One motivation for this experiment was the study of the interaction of 
LCLS x-rays with hydrocarbon molecules containing high Z atoms.  Earlier simulations on this work 
showed that the addition of high Z atoms in the sample could accelerate the explosion of one set of species 
in the sample, while dampening the explosion of the rest of the ions [i].  We observe in Figure 3 that the 
addition of Xenon in Methane clusters, up to a concentration of 4%, generates higher energy protons as 
predicted. The Xe atoms are easily ionized to large charge states.  Subsequent charge transfer from adjacent 
hydrogen atoms produces energetic protons. We are now completing similar experiments on the new HHG 
XUV line with the much lower photon energy 
Future Research Plans 
 Our future plans involve studying continuum lowering in mixed species clusters.  We have finished 
the construction of a micro-particle laser ablation beam to be installed on the beam line in Figure 2.  This 
will allow us to study continuum lowering in mixed low and high Z clusters. 
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Introduction

We are interested to understand how very intense laser pulses excite electrons in atoms and molecules,
with intensities in the range 0.1 PW/cm . The combination of phase-coherent character and
short-time nature of laser pulses in experimental use creates substantial challenges to theoretical
study in this domain. The intensities are high enough to mandate development of non-perturbative
approaches. This has been done in several partially conflicting and partially overlapping theoretical
methods. We have discussed the successes and listed the still-existing challenges in a recent review
[1]. Challenging complications of great interest arise when more than one electron is dynamically
active in response to the laser excitation, and here we briefly sketch a new approach to the so far
barely examined question of the degree of purely quantum content in electron dynamical behavior.

Conditional Correlation, Quantum and Classical

Origin of correlation is both an intriguing and a fundamental question. Of course atomic ground
states are highly correlated, but correlation developing during ionization is a different matter. Does
it increase or decrease? Does it remain mostly quantum in character? The familiar strong-field
recollision picture implies final-state correlation in non-sequential double ionization (NSDI), but
to what degree is that correlation quantum in origin? Our calculations with elliptical polarization
[2, 3, 4] led to collaboration [5] with an experimental demonstration and a conclusion that recolli-
sion is not the only mechanism that can lead to correlated electron emission in strong field double
ionization.

One wants to have better quantitative insight into the quantum content of correlation during
high-field ionization. Classical calculations via solution of the time-dependent Newton equations
(TDNE) for very large ensembles of one-electron and two-electon atoms are known to give valuable
insights in the form of electron and ion trajectories and collisions [6], but quantum correlation is
embedded in wave function entanglement and is not available to classical particles or revealed in
their trajectories.

We have begun to apply the powerful functional decomposition theorem of Erhard Schmidt [7]
to two-particle wave functions. This will allow the systematic extraction of the non-classical aspects
in the form of a degree of quantum content, effectively the degree of two-party quantum entangle-
ment. Only this year the first report appeared of success in finding indirect evidence for “true”
quantum effects in double ionization [8], but the degree of quantum content was not accessible. In
effect, we will be addressing an open question that has been hiding in plain sight. Tools for using
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Figure 2: Log plots covering the intensity range for the NSDI knee, showing ion count data (triangles and squares) and
the accompanying plots of values over the same range. is averaged over the values obtained for the momenta of
actually-ionized electrons. It is clear that the parameter peaks in the same range where the knee appears.

the universal conjecture that the knee arises from two-particle interaction. One also notes that there
is semi-quantitative agreement about this conclusion between the one-dimensional (left panel) and
full-dimensional (right panel) calculations. They are delivering the same message. The parameter

is a factor that multiplies the e-e interaction potential in the TDNE Hamiltonian. Its effect was
also examined in the fully quantum entanglement calculation made more than a decade ago [10].
The values here and the values there are in acceptable agreement.
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Program Scope

The many-orders-of-magnitude gains in X-ray brightness achieved by free-electron laser sources such as

the LCLS are driving a fundamental review of the data analysis methods in X-ray science. It is not just a

question of doing the old things faster and with greater precision, but doing things that previously would have

been considered impossible. Our group at Cornell is working closely with experimental groups at LCLS and

elsewhere to develop data analysis tools that exploit the full range of opportunities made possible by the new

light sources. More recently we have begun collaborations with David Mueller’s electron microscopy group

and Sol Gruner’s detector group, both at Cornell.

Ultra-low signal experiments

At the RACIRI 2014 Summer School [1] the PI presented a new “roadmap” to single-particle imaging that

emphasizes the ultra-low-signal nature of the proposed experiments. The second item on this roadmap,

tomographic imaging, had recently been achieved [2]. Our latest results (see Figure 1) address the third

milestone of imaging a 3D crystal-diffraction pattern, and were also presented at RACIRI. We have already

taken data for the next step in this program, where we propose to determine a protein structure from very

sparse data frames. Processing of this data has been delayed as a result of unforeseen circumstances.

At every stage of the new roadmap we are challenging ourselves with the ultra-low signal levels in LCLS

single-particle imaging experiment. While the latter is still what drives this research, we may have more

impact in the short term on structural biology carried out at lower brightness synchrotron sources. Many

of the most interesting targets (e.g. membrane proteins) form only micron sized crystals, from which high

signal, “indexable” diffraction data can now be obtained at LCLS. But because our methods continue to

work in the low-signal regime, the same quality of structure should be achievable at the far greater number

of beam lines available at synchrotron sources.
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Figure 1: Top: Six diffraction data frames of a crystal in one orientation. At these ultra-low-signal

levels there are no discernible Bragg peaks to help orient the frames. Bottom: Comparison of

Patterson maps derived from the true 3D intensity and the intensity reconstructed from 290,000

low-signal data frames.
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Quantum Imaging

In recent years we have seen enormous advances in atomic and molecular physics in the efficiency
of many-particle coincidence detection of fragments produced in collisions or by laser light
absorption. This progress has placed great demands on theory to develop methods to describe
many-particle continua and to explain the plethora of data on multi-particle differential cross
sections. The formal expression for the probability amplitude Tf (t) at time t for occupation of
a particular final state φf (t) arising from a collision complex described by an exact scattering
state Ψ(t) is simply the projection

Tf (t) = 〈φf (t) |Ψ(t) 〉. (1)

It is readily shown that this amplitude is also given by

Tf (t) = − i

�

∫ t

−∞
〈φf (t

′) |Vf (t
′)|Ψ(t′) 〉dt′, (2)

which expresses the exact T-matrix element, where Vf (t) is that part of the total Hamiltonian
not diagonalized in the final state φf (t). Historically, almost all calculations of scattering pro-
cesses have used this form of the T-matrix element (or its time-independent equivalent) as a
starting point, since the exact form of Ψ(t) is usually unknown and resort is made to approx-
imations, e.g. Born series expansions of the integral form Eq. (2). More recently, increased
computing power has enabled direct numerical evaluation of Ψ(t) for many-particle fragmenta-
tion cross sections as pioneered by our colleagues in BES, including C. W. McCurdy and T. N.
Rescigno,1 and F. Robicheaux.2 Then a projection of the measured final state at large times
becomes a practical way of calculating fragmentation amplitudes according to Eq. (1). This
approach has been recently reviewed by J. Macek.3

In calculations, usually the idealization that momentum can be measured to infinite accuracy
is assumed. Then, for the simplest case of detection of a single particle in a momentum
(planewave) eigenstate with a well defined wave vector k, φf = |k 〉, the exact scattering

amplitude is given from Eq. (1) to within a phase factor by Tk(t) ∝ 〈k |Ψ(t) 〉 = Ψ̃(k, t), where

Ψ̃(k, t) is the momentum-space wavefunction (Fourier-transform) of the exact spatial scattering
state. For the case of many-particle fragmentation, the difficulty with this asymptotic numerical
projection onto momentum eigenstates is that a many-dimensional integral, often with strongly
oscillatory phase factors, must be performed.

1 W. Vanroose, F. Martin, T. N. Rescigno, and C. W. McCurdy, Phys. Rev. A70, 050703 (R) (2004);
Science 310, 1787 (2005).

2 J. Colgan, M. S. Pindzola and F. Robicheaux, J. Phys. B: At. Mol. Opt. Phys. 37, L377 (2004);
Phys. Rev. Lett. 98, 153001 (2007).

3 J. H. Macek in Dynamical Processes in Atomic and Molecular Physics, (Bentham Science Publishers,
ebook.com, 2012), G. Ogurtsov and D. Dowek, eds.
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A simple and effective solution that mostly circumvents this problem has emerged in re-
cent years. The so-called3 imaging theorem (IT) establishes an asymptotic relation for macro-
scopic times t → ∞ between the coordinate and momentum wavefunctions, Ψ(r1, r2, ..., t) and

Ψ̃(k1,k2, ..., t), describing the many-particle state of an arbitrary fragmentation reaction. The
relation rests upon the fact that detection is made at macroscopically large distances from the
scattering center and leads via stationary phase to the classical connection among the coor-
dinates and the momenta ri = �kit/μi ≡ vit of each scattered fragment of mass μi. This
important asymptotic relation was derived long ago by Kemble in his classic quantum text
but perhaps has not been accorded the prominence it deserves in standard scattering theory.
However it has been re-discovered in various guises over the intervening years and lately been
employed independently by J. Macek, U. Thumm,4 and J. Eberly5 to efficiently extract scat-
tering amplitudes from numerically-propagated wavefunctions.
Thus, the IT could provide an enormously practical method for extracting scattering ampli-

tudes directly from the asymptotic form of numerically computed multidimensional coordinate
wavefunction. Furthermore, the IT opens up the intriguing possibility of direct experimental
imaging of collision wavefunctions via the measurement of the momentum distribution of the
outgoing fragments. This is an aspect we have emphasized in a recent paper.6 In another recent
paper,7 we have extended the IT to electric- and magnetic-field extraction and position-sensitive
detection as widely used in cold-target recoil-ion momentum spectrometry (COLTRIMS) and
related reaction microscopes.

Quantum Scattering, Classical Detection and Time

In another recent paper,8 our aim has been to reconcile the wholly quantum time-independent
scattering theory with the introduction of position-sensitive detection and a classical time.
Modern detector techniques rely more on position detection than energy or momentum detec-
tion and, despite the quantum nature of the theory, classical mechanics is used successfully to
describe the extraction of charged particles and their passage from the microscopic reaction
zone to the macroscopic detector.
At the core of our analysis are three features which are not usually found in text books on

scattering theory. The first is the derivation of a wholly time-independent scattering theory for
many-particle many-channel fragmentation processes as a direct generalization of the standard
two-body single-channel potential scattering. Our derivation is based upon an old but largely
neglected work of Gerjuoy.9 However, in contrast to Gerjuoy and to standard approaches, we
derive the cross section directly in terms of a position measurement. Crucial to our argument is
the demonstration that classical motion in the asymptotic region emerges naturally and allows
a time variable to be defined from a time-independent theory.
The second new feature is to show that this time variable can be identified with the classical

clock time of the detection apparatus, which leads to time-dependent expressions for quantum
transition amplitudes. Time-dependent scattering theory, involving both time-independent and
explicitly time-dependent interaction potentials, is shown to emerge from a time-independent
theory in which the detector itself is treated first by quantum mechanics and then allowed to
become macroscopically large and describable by time-dependent classical mechanics.
The third feature is to derive the multi-fragment generalization of the IT and emphasize

an alternative point of view relevant to quantum imaging. Once the detector time is defined
from time-independent scattering theory and macroscopic position detection, the IT follows

4 B. Feuerstein and U. Thumm, J. Phys. B: At. Mol. Opt. Phys. 36, 707 (2003).
5 X. Wang, J. Tian, and J. H. Eberly, Phys. Rev. Lett. 110, 243001 (2013).
6 J. S. Briggs and J. M. Feagin, J. Phys. B: At. Mol. Opt. Phys. 46, 025202 (2013).
7 J. M. Feagin and J. S. Briggs, J. Phys. B: At. Mol. Opt. Phys. 47, 115202 (2014).
8 J. S. Briggs and J. M. Feagin, Phys. Rev. A, submitted (2014).
9 E. Gerjuoy, Annals of Physics 5, 58 (1958).
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and shows that detection of fragments at different times and positions conforms to the classical
Newton’s equations even when the particles still obey quantum mechanics.

Collective Excitations in the Electron-Pair Continuum

Photo double ionization of molecular hydrogen shows a close similarity with the corresponding
electron-pair angular distributions well established in helium, especially for relatively low-energy
electron pairs.10 However, Gisselbrecht et al. identified equal-energy-sharing electron-pair con-
figurations in the molecular fragmentation for which the helium-like description categorically
fails.11 Their observations were a follow-on to somewhat earlier experiments at the ALS by Th.
Weber, A. Belkacem, and coworkers.12

In the molecular ground state, the electron-pair total angular momentum L = l1 + l2 is
not a good quantum number, so the helium-like dipole selection rule 1Se → 1P o generalizes
to 1Se, 1P e, 1De, . . . → 1P o, 1Do, 1F o, . . .. One readily quantizes the rotations of an outgoing
electron-pair momentum plane and constructs electron-pair momentum states ψ̃M (2S+1Lλ) of

definite LSπe symmetry for L ≥ 1 in terms of symmetric-top wavefunctions D̃L
Mm(k̂−) to

describe rotations from a Lab frame with z axis along ẑL to an electron-pair body frame with

z axis along k− defined by projections �λ ≡ � |m| = L · k̂− and �M = L · ẑL.
Thus we derived13 dipole-allowed states of the molecular electron-pair continuum. For the

first two states for equal-energy sharing with k+ · k− = E1 − E2 = 0, we find

ψ̃(1P1) ∼ a1Π1 sin θN ε̂Π · k+ + a1Σ1 cos θN K̂− · k+,

ψ̃(1D1) ∼ a2Π1 sin θN

(
ε̂Π · k+ − 2K̂− · k̂− ŷM · k̂− × k+

)
, (3)

where the aLΛλ are undetermined dipole amplitudes describing the internal molecular dynamics
with �Λ ≡ � |M | = L · ε̂. Note, the polarization defines the Lab z axis, ẑL ≡ ε̂, and has been

resolved along the molecular axes with ε̂ → εΠ + εΣ ≡ sin θN ε̂Π + cos θN K̂−. We take the

molecular frame zM axis along K− with ẑM = K̂− = ε̂Σ and x̂M = ε̂Π, so that ŷM = K̂−× ε̂Π.
One sees from Eq. (3) that the molecular continuum introduces a special axial-vector geome-

try k−×k+ = k1×k2 into the momentum distribution of the outgoing electron pair not possible

in atoms. In the molecule, the pseudo scalar ŷM · k̂− × k+ arises with respect to reflections
in the ε̂Σ,K− plane. We find that these special distributions can be isolated by fixing K− ⊥ ε̂
while selecting electron pairs with k+ ⊥ ε̂, thereby reducing the electron-pair momentum dis-

tribution to ψ̃(1P1 +
1D1 +

1F1) ∼ K̂− · k̂− ŷM · k̂− ×k+ where now ŷM ≡ K̂− × ε̂. The photo
double ionization cross section is proportional to the square of this result. Thus we confirmed13

this unique ‘axial-vector’ distribution in the close-coupling calculations of J. Colgan, although
it proved elusive in the measured data.
However, this past summer A. Huetz (private communication, Orsay) has reexamined his

data as a function θ2 for θ1 ∼ π − θ2 and integrated them over electronic azimuthal angles
and all molecular-axis orientations to enhance statistics. Remarkably, he finds an intensified
four-lobe structure in this new integrated cross section. To begin to understand his findings,
we have combined the 1P1 and 1D1 contributions from Eq. (3) and integrated the resulting
wavefunction squared. Setting θ1 = π − θ2, we obtain

∫
|ψ̃(1P1 +

1D1)|2 sin θNdθNdφ1dφ2 ∼ cos2 θ2 sin
4 θ2 + |rΣ − rΠ + cos 2θ2|2 sin2 θ2, (4)

10 T. J. Reddish and J. M. Feagin, J. Phys. B: At. Mol. Opt. Phys. 32, 2473 (1999); J. M. Feagin, J.
Phys. B: At. Mol. Opt. Phys. 31, L729 (1998).

11 M. Gisselbrecht et al., Phys. Rev. Lett. 96, 153001 (2006).
12 Th. Weber et al., Nature (London) 431, 437 (2004).
13 J. M. Feagin, J. Colgan, A. Huetz, and T. J. Reddish, Phys. Rev. Lett. 103, 033002 (2009).
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FIG. 1: Photo double ionization data for molecular hydrogen as a function of θ2 of one outgoing electron
and θ1 = π−θ2 of the other integrated over electronic azimuthal angles and molecular-axis orientations
to enhance statistics. The blue curve is a fit from Eq. (4) arbitrarily scaled with rΣ − rΠ = 2.15. The
red dashed curve with a node at θ2 = π/2 is the pseudo-scalar contribution to Eq. (3), while the red
dashed curve with an antinode at θ2 = π/2 is the helium-like contribution to Eq. (3).

where rΣ ≡ a1Σ1/a2Π1 and rΠ ≡ a1Π1/a2Π1. Here the first term arises solely from the pseudo-
scalar molecular contribution and has a node at θ2 = π/2, while the second term arises from the

remaining ε̂Π ·k+ and K̂− ·k+ contributions to Eq. (3), which fill in the node at θ2 = π/2. This
second term represents non-molecular atom-like contributions. If helium were used as target
the corresponding cross section would be proportional to

∫ |ψ̃(1P )|2 dφ1dφ2 ∼ sin2 θ2.

Fig. 1 shows a preliminary comparison of |ψ̃(1P1 + 1D1)|2 from Eq. (3) integrated over
electron azimuthal angles and molecular-axis orientations from Eq. (4). (Of course, the four-
lobes manifest themselves in the polar plot for 0 ≤ θ2 ≤ 2π. The cross section is symmetric
about θ2 = π.) We find the result an encouraging step towards the first verification of a pseudo
scalar contribution to the electron-pair molecular ionization continuum.

Recent Relevant Publications

Scattering Theory, Multi-Particle Detection and Time, J. S. Briggs and J. M. Feagin, Phys. Rev. A,
submitted (2014).

Reaction Imaging in Uniform Electric and Magnetic Fields, J. M. Feagin and J. S. Briggs, J. Phys. B:
At. Mol. Opt. Phys. 47, 115202 (2014).

Momentum and Spatial Imaging of Multi-Fragment Dissociation Reactions, J. S. Briggs and J. M.
Feagin, J. Phys. B: At. Mol. Opt. Phys. 46, 025202 (2013).

Loss of Wavepacket Coherence in Stationary Scattering Experiments, J. M. Feagin and L. Hargreaves,
Phys. Rev. A 88, 032705 (2013).

Vortex Kinematics of a Continuum Electron Pair, J. M. Feagin, J. Phys. B: At. Mol. Opt. Phys. 44,
011001 (2011).

Electron-Pair Excitations and the Molecular Coulomb Continuum, J. M. Feagin, J. Colgan, A. Huetz,
and T. J. Reddish, Phys. Rev. Lett. 103, 033002 (2009).
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Program Scope

Our program is centered around the theoretical study of transient absorption of ultrafast extreme ultraviolet
(EUV) radiation by atoms and materials interacting with a precisely synchronized near-to-mid infrared (IR)
laser pulse. Transient absorption spectroscopy can in principle provide high spectral resolution and high
(attosecond) time resolution simultaneously, by spectrally resolving the light transmitted through a sample
as a function of delay between the dressing laser pulse and the broadband attosecond EUV probe. As in
all transient absorption calculations/measurements, one of the main challenges we confront is the extraction
of time-dependent dynamics from delay-dependent information. In addition, we must also account for the
reshaping of the broadband XUV light in the macroscopic medium. We study attosecond transient absorption
(ATA) using a versatile theoretical treatment that takes account of both the strong laser-atom interaction at
the atomic level via the time-dependent Schrodinger equation (TDSE), as well as propagation of the emitted
radiation in the non-linear medium via the Maxwell wave equation (MWE), in the single-active electron
(SAE) approximation up to now [1]. We are extending our SAE treatment in atoms to fully-active two
electron calculations in helium, in both full and reduced dimensions.

Research Projects

We briefly summarize the results of four collaborations with experimental groups carrying out attosecond
transient absorption measurements.

Interference between multiple electronic states in attosecond transient absorption in neon

In collaboration with the experimental group of Prof.s S. Leone and D. Neumark at UC Berkeley, the
transient absorption of an isolated attosecond pulse (IAP) in an IR-dressed neon gas is studied. The transient
absorption spectra show broadband excitation of a range of states below and above the first Ne ionization
threshold. Additionally, several of the lines show oscillations with characteristic periods as a function of
delay between the IAP and the IR laser when the IAP comes first. In particular, the spin-orbit split 3d
lines (J = 1/2 and 3/2) exhibit a 40 fs oscillation period, corresponding to their energy separation of
approximately 0.1 eV. For this project, in order to include effects of the spin-orbit splitting of the ion core,
we solved the TDSE using a basis of states and dipole coupling matrix elements that we had predetermined
using the GRASP package which solves the multi-configuration Dirac-Fock equation. We also modeled the
transient absorption spectra using few-level essential states models, which uncovered two different scenarios
for the origin of the oscillations – one involving coherent interaction of the two 3d states, and one involving
only incoherent processes. A manuscript detailing our results is under review.

Macroscopic effects in APT transient absorption

In collaboration with the group of Prof. A. Sandhu at the University of Arizona, Tuscon, we are exploring
macroscopic propagation effects in the absorption of attosecond pulse trains (APTs) by IR-laser-dressed He

1
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Figure 1: (a) TDSE-MWE calculations of attosecond transient absorption in helium near the 1s2p resonance for
different gas pressures. (b-d) Model calculations of the transient absorption in this system demonstrating how new
spectral features appear. (b) and (c) are calculated at the beginning and the end of the medium, (d) is calculated at
the end of the medium for a higher pressure, when a second new feature has appeared.

atoms. Since transient absorption experiments must measure a non-zero (usually substantial) amount of
absorption, it is important to understand the absorption lineshape beyond the single atom response, and in
particular the interplay of microscopic and macroscopic effects.

Our experimental and theoretical results show that increasing the He pressure generally leads to a broad-
ening of the IR-modified absorption line shape as well as induces new, narrow peaks in the center of the line.
This can be seen in Fig. 1(a) which shows the optical density in the vicinity of the helium 1s2p absorption
line, calculated within our full TDSE-MWE framework, at the end of a 1 mm long gas cell with a varying
gas density. The overall dispersive line shape is caused by the perturbation due to the IR field, which adds
an extra phase onto the time-dependent polarization field [2, 3], and the line shape is seen to broaden as the
pressure increases. However, the detailed line shape is complicated, with additional, narrow features that
first appear on line center when the pressure reaches approximately 4 Torr and then move outward with
increasing pressure. Fig.s 1(b-d) show results of a simpler TDSE-MWE calculation, in which the TDSE is
solved as a two-level system which is resonant with an attosecond pulse, and where the IR perturbation is
modeled as a simple, time-dependent phase. Fig. 1(b) and (c) shows the optical density (OD) at the begin-
ning and end of a medium in which the pressure is just high enough to induce one extra spectral feature.
Fig. 1(d) shows the OD at the end of a medium with a higher pressure, in which a second new feature
has appeared. We find that the appearance of these new features is caused by the propagation-induced
temporal reshaping of the short XUV pulse in the He gas which has narrow-band resonances. The long-lived
time-dependent polarization induced in such a medium causes the attosecond XUV pulse to develop a tail in
the time-domain, consisting of one or several sub-pulses. These sub-pulses cause both the broadening of the
absorption line shape and the appearance of new features. A paper detailing these results will be submitted
shortly.

Using multiphoton absorption as a calibration of delay-zero in attosecond spectroscopy

In collaboration with the group of Prof. U. Keller and Dr. L. Gallmann at the ETH in Zurich, Switzerland, we
address the question of finding “zero delay” between IR and XUV pulses in an ATA experiment, a quantity
that has not been directly measured before. The determination of zero delay relates directly to the phases
of wave packet components excited by an XUV pulse. We find that when using an attosecond pulse train
in combination with an IR probe pulse, the quarter-cycle (4ω) oscillations in the absorption spectrum are
a reliable way to find the overlap between the XUV pulse and the peak of the IR envelope. We have used
TDSE calculations in parallel with macroscopic propagation calculations to delineate the conditions under

2
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 In this research program we have studied doubly excited autoionizing atomic states, the 

effects of intense low frequency radiation on atomic photoionization, and  the high angular 

momentum bound states of alkaline earth atoms. The systematic study of autoionization has 

provided us with valuable insight into the reverse process, dielectronic recombination (DR), the 

recombination of ions and electrons via intermediate autoionizing states. DR’s importance is that 

it provides an efficient recombination mechanism for ions and electrons in astrophysical and 

laboratory plasmas.
1-4

 In fusion plasmas impurity ions from the wall of the containment vessel 

capture electrons and radiate power from the plasma, negating efforts to heat the plasma. The 

most important pathway for DR is through the autoionizing Rydberg states converging to the 

lowest lying excited states of the parent ion, because of their rapid radiative decay to bound 

states.  Because Rydberg states are involved, DR rates are profoundly influenced by other 

charged particle collision processes and any small electric and magnetic fields in the plasma.
5,6

 

Consequently, a major thrust of this program has been understanding how autoionization rates, 

and thus DR rates, are affected by external fields. This understanding is broadly useful since DR 

exhibits similar physics to that found in other contexts, notably zero kinetic energy electron 

(ZEKE) spectroscopy,
7
 dissociative recombination,

8
 and fluorescence yield spectroscopy.

9
  The 

isolated core excitation (ICE) method we have used to study autoionizing states also provides a 

new tool for the spectroscopy of the bound high angular momentum states of alkaline earth 

atoms. To be specific, it allows us to detect transitions between them. From their energy 

separations one can determine the polarizabilities and radial matrix elements of the ionic cores.
10-

13
 The polarizabilities are important in determining the blackbody frequency shifts of trapped ion 

based clocks and for parity nonconservation measurements.
14

  

  

We originally used a microwave field to mimic the rapidly varying fields which occur in 

electron collisions with atoms, but the experiments are, in essence, laser photoionization of 

atoms in the presence of a strong microwave field. An atom in a strong microwave field exposed 

to visible radiation is very similar to an atom in an intense infrared field exposed to a train of 

attosecond xuv pulses, a problem under investigation by many research groups.
15-19

 More 

generally, a microwave field strong enough to ionize atoms leaves atoms in highly excited states, 

a phenomenon also observed in recent laser ionization experiments.
20

 
 

During the past year we have worked on several projects. First, we have used a novel 

technique to detect microwave transitions between high angular momentum states of Ba. 

Specifically, we detected the microwave Δℓ transitions using isolated core excitation (ICE), in 

which the core electron is optically excited while the Rydberg electron remains a spectator.
21

 In 

Ba the ICE transition from the bound 6snℓ state to the autoionizing 6p1/2nℓ state has an optical 

Gallagher

181



cross section which  increases by a factor of five for each increase in ℓ of one,
22

 and we used this 

difference in the cross sections to detect the 6sng-6snℓ microwave transitions for ℓ>4.  Using this 

technique, we have measured the Ba 6sng-6snh-6sni-6snk intervals for 15≤n≤18. Using our data 

and the high ℓ data of Snow and Lundeen
23

 we extracted new values for the dipole and 

quadrupole polarizabilities, αd=124.81(25) a0
3
 and αq=2613(24) a0

5
, respectively. Our value for 

αd is in reasonable agreement with recent experimental determinations and calculations.
23,24

 In 

contrast, our value for αq is roughly half the values of both other recent experiments and 

calculations.
6,7

 A most interesting point is that the discrepancy between the experimental 

numbers exists not because of a difference in the experimental data but a difference in the 

method of analysis, in particular, how the non adiabatic effects are taken into account. We are 

currently in the process of isolating the source of the difference.  

 

The Ca
+
 ion is particularly interesting for clock applications, and we have completed 

analogous microwave resonance measurements of the Ca 4snf-4sng-4snh-4sni-4snk intervals, In 

this case we have used the fact that the lifetimes of the higher ℓ states are longer than the 

lifetimes of the 4snf states to detect the 4snf-4snℓ microwave transitions. Using the same 

approach we used for Ba, we have obtained the values αd=80.0(1) a0
3
 and αq=228(12)  a0

5
.  Our 

value for the dipole polarizability is much closer to the theoretical value than the previous 

measurement,
25,26

 but αq is half the theoretical value,
26

 just as in Ba. The theoretical value for αq 

is in agreement with measurements of the Ca
+ 

3d lifetimes, so it appears to be correct. These Ba 

and Ca measurements indicate that the core polarization models need to be re-examined; 

something appears to be missing. In addition to trying to determine the source of the discrepancy 

between our values of the quadrupole polarizabilities and the calculated ones, we are recording 

the spectra of the Ca 4s20k Stark states in very low fields, less than 10 V/cm, in the hope of 

determining the quantum defects of the high ℓ 4snℓ states. If we are able to determine their 

quantum defects, we can extract the polarizabilities with less uncertainty due to the non adiabatic 

effects. 

 

We have finished the construction of an experiment to excite Li atoms in the presence of 

a strong microwave field phase locked to an amplitude modulated laser field. This experiment is 

motivated by experiments done with a combined xuv attosecond pulse train (APT) and infrared 

laser field
15,16 

and our experiments in which we excited atoms in a microwave field phase locked 

to a mode locked laser producing ps pulses
27,28

 In these experiments the sign and the amount of 

energy transfer to the electron produced by the xuv or ps laser pulse was dependent on the phase 

of the low frequency field at which the laser excitation occurred.
15,16,27,28

 According to the 

theoretical analysis, the coherent effect of the multiple pulses in the APT is important.
15

 In our 

experiments with a single ps pulse we observed a markedly smaller phase dependence, perhaps 

due to the absence of coherence over multiple microwave cycles, as earlier asserted.
15 

In the 

present experiment we produce the amplitude modulation, at 26 GHz, by combining the beams 

from two 819 nm diode lasers with frequencies 26 GHz apart. We have phase locked the 26 GHz 

beat note between the two 819 nm lasers to the second harmonic of a 13 GHz microwave 

oscillator which provides the microwave field in the  Fabry-Perot cavity in which the atoms are 

excited by the laser. We have amplified the amplitude modulated beam in a tapered amplifier and 
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a dye amplifier, and we are now in the process of minimizing the stray fields in the apparatus. 

We are ready to search for a phase dependent signal. 
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Experiments in Ultracold Molecules

Phillip L. Gould
Department of Physics U-3046

University of Connecticut
2152 Hillside Road

Storrs, CT  06269-3046
<phillip.gould@uconn.edu>

Program Scope:

Recent advances in the production and manipulation of ultracold atoms and
molecules have not only benefited atomic, molecular and optical (AMO) physics, but had
a broader impact as well. Areas ranging from chemistry and condensed-matter physics to
quantum information and fundamental symmetries stand to profit from this progress.
Molecules have a much richer level structure than atoms, which introduces challenges in
their production and manipulation. Ironically, molecules are of interest mainly because of
these multiple internal degrees of freedom: electronic, vibrational, rotational, electron
spin, and nuclear spin.  The associated energies span a wide range, allowing interactions
with a variety of other systems. In addition, heteronuclear molecules can have permanent
electric dipole moments, giving rise to dipole-dipole interactions which are long-range,
anisotropic and controllable. Molecules have been cooled “directly” using buffer gas
cooling, electrostatic slowing, and laser cooling. They have also been produced
“indirectly” by assembling cold atoms into molecules via photoassociation and
magnetoassociation. The resulting cold molecules have been trapped using optical,
magnetic, and electrostatic techniques. Applications of ultracold molecules include:
ultracold chemical reactions; ultracold collisions; quantum degenerate gases; novel
quantum phases of dipolar gases; tests of fundamental symmetries; time variation of
fundamental constants; quantum computation; and simulations of condensed-matter
systems. The main goal of our experimental program is to coherently manipulate the
dynamics of colliding ultracold atoms using pulses of frequency-chirped light on the
nanosecond time scale. We are particularly interested in applying these techniques to the
coherent control of photoassociative formation of ultracold molecules.

Our experiments utilize Rb atoms which are laser cooled and confined in a
magneto-optical trap (MOT). Rubidium is our species of choice for a number of reasons:
1) its resonance lines at 780 nm and 795 nm are readily accessed with commercially
available diode lasers; 2) it has two abundant isotopes, 85Rb and 87Rb; 3) 87Rb is the most
popular atom for BEC studies; and 4) Rb photoassociation, as well as state-selective
ionization detection of the resulting Rb2, have been thoroughly investigated here at
UConn and elsewhere. Our experiments employ a phase-stable MOT which is loaded
with cold atoms from a separate “source” MOT. After being loaded, the cold atoms are
illuminated with a sequence of pulses of frequency-chirped light. Typically, these pulses
are 40 ns FWHM and the chirps cover 1 GHz in 100 ns. The ground-state Rb2 molecules
formed by the chirped photoassociation are detected by ionization with a tunable pulsed
dye laser. The resulting molecular ions are distinguished from background atomic ions by
their time-of-flight to the detector.
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Recent Progress:

We have recently made progress in a number of areas: formation of ultracold
ground-state molecules by photoassociation with frequency-chirped light; detection of
these molecules by multiphoton ionization; production of faster pulses and chirps using
intensity and phase modulators; quantum simulations of chirped photoassociation;
quantum simulations of molecule formation optimized by local control of the phase; and
calculations of chirped Raman transfer in 3- and 4-level systems.

We recently observed the photoassociative formation of ultracold molecules using
pulses of frequency-chirped light. In these experiments, the chirp was centered on a
photoassociation resonance located 7.8 GHz below the 5S1/2 + 5P3/2 asymptote. Molecules
ending up in the a3Σg

+ triplet ground state were detected by resonance-enhanced
multiphoton ionization (REMPI) with a pulsed dye laser at ~600 nm. We found that, with
all other parameters fixed, a positive chirp produced more molecules than a negative
chirp. We also found that the chirped light could destroy already-existing molecules.

In order to understand the dependence of molecule formation rate on chirp
direction, we are collaborating with Shimshon Kallush at ORT Braude and Ronnie
Kosloff at Hebrew University (both in Israel) on quantum simulations of this process.
This is an extension of our earlier work on inelastic trap-loss collisions, where we now
include the bound vibrational levels in both the ground- and excited-state molecular
potentials. In our case, the 0g

- and 1g excited states are relevant for the photoassociation,
and these can in turn populate high vibrational levels of the a3Σg

+ triplet ground state,
either by spontaneous (incoherent) or stimulated (coherent) emission. We find that the
simulations generally reproduce the trends of the experiment, most notably the
dependence on chirp direction. Examining the time evolution of the various state
populations reveals the mechanism. The positive chirp first passes through a
photoassociation (free-bound) resonance, producing excited molecules from free atoms,
and then through a bound-bound resonance, causing stimulated emission of the excited-
state molecules into a ground-state vibrational level. Since this sequence is in the wrong
order for the negative chirp, the efficiency of producing ground-state molecules is
significantly reduced for this chirp direction.

We have also adapted our quantum simulations to deal with situations other than a
linear chirp. For example, we are using the idea of local control of the phase in order to
optimize the molecular formation. Local control is a unidirectional and non-iterative time
propagation scheme which adjusts the field, in our case the phase, at each instant of time
in order to optimize the target at the next time step. We find that the field resulting from
such an optimization is a rapid jump in frequency: it is initially resonant with the
photoassociation transition, and then jumps to being resonant with the bound-bound
transition. This gives a significant enhancement relative to a linear chirp at the same
intensity. We also see interesting interference effects when two frequencies and/or two
intermediate excited states are present. The parameters emerging from these simulations
are compatible with our faster chirped-pulse production technique.

In order to produce fast and arbitrarily-shaped chirped pulses, we are using
electro-optic phase and intensity modulators driven by a 4 GHz arbitrary waveform
generator (AWG). Although the AWG has only a single channel, we generate
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independent waveforms for the two modulators using an rf switch and a delay line. With
this scheme, the phase modulator can produce frequency chirps of a few GHz in a few ns
with a subnanosecond pulse envelope generated by the intensity modulator. We are also
incorporating a tapered amplifier to boost the intensity of the chirped pulses.

Together with Svetlana Malinovskaya (Stevens Institute of Technology), we have
performed calculations of Raman transfer using a single chirped pulse on the nanosecond
time scale. We examined both 3-level (one excited state) and 4-level (two excited states)
systems to see the effects of the additional excited state. We found that the transfer
efficiency can be quite high for experimentally achievable parameters, and that under
some conditions, the extra excited state does reduce transfer to the target ground state. So
far, the calculations have been done for transfer between hyperfine levels of the Rb atom,
but they can be adapted to describe the transfer of population between vibrational levels
of an ultracold molecule.

Future Plans:

We will build upon our recent chirped molecule formation experiments by going
to faster time scales and higher intensities. The more rapid chirps and shorter pulses will
allow us to avoid the effects of spontaneous emission, while the higher intensities will
enable more adiabatic, and therefore more efficient, molecule formation. Based on the
results of our quantum simulations, we will also go beyond linear chirps in order to
optimize the production of ground-state molecules in a target vibrational level. For
example, the local control simulations indicate that a sudden jump in frequency should be
advantageous.

Recent Publications:

“Coherent Control of Ultracold 85Rb Trap-Loss Collisions with Nonlinearly Frequency-
Chirped Light”, J.A. Pechkis, J.L. Carini, C.E. Rogers III, P.L. Gould, S. Kallush, and R.
Kosloff, Phys. Rev. A 83, 063403 (2011).

“Creation of Arbitrary Time-Sequenced Line Spectra with an Electro-Optic Phase
Modulator”, C.E. Rogers III, J.L. Carini, J.A. Pechkis, and P.L. Gould, Rev. Sci. Instrum.
82, 073107 (2011).

“Quantum Dynamical Calculations of Ultracold Collisions Induced by Nonlinearly
Chirped Light”, J.L. Carini, J.A. Pechkis, C.E. Rogers III, P.L. Gould, S. Kallush, and R.
Kosloff, Phys. Rev. A 85, 013424 (2012).

“Production of Ultracold Molecules with Chirped Nanosecond Pulses: Evidence for
Coherent Effects”, J.L. Carini, J.A. Pechkis, C.E. Rogers III, P.L. Gould, S. Kallush, and
R. Kosloff, Phys. Rev. A 87, 011401(R) (2013).

“Population Inversion in Hyperfine States of Rb with a Single Nanosecond Chirped Pulse
in the Framework of a Four-Level Atom”, G. Liu, V. Zakharov, T. Collins, P. Gould, and
S.A. Malinovskaya, Phys. Rev. A 89, 041803(R) (2014).
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Physics of Correlated Systems 
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Program Scope 

 
Among all physics problems, the challenges of describing tightly coupled interactions among 
multiple degrees of freedom remains one of the richest but most challenging to describe 
theoretically.  This is because the starting point for most theoretical approaches is a separable or 
mean-field-type approximation, in which each degree of freedom has its own independent 
variation, and these variations are approximated as entirely separate except the effects of other 
degrees of freedom are taken into account in an average way.  These uncorrelated methods, 
commonly known in the description of electronic states of atoms and molecules as the Hartree-
Fock method and its generalizations, constitute the usual starting point for investigating a broad 
range of properties.  When low energy electrons, atoms, molecules, and photons undergo 
collisions, however, it is rather well known by now that the uncorrelated starting point is unable 
to provide much physical insight and it is also frequently unable to be pushed to the desired level 
of quantitative accuracy.  The work in our group develops theoretical treatments, usually based 
on nonrelativistic quantum mechanics but occasionally involving semiclassical or classical 
approximations, which incorporates as much as possible about the correlated interactions in the 
zeroth-order description.  This often involves making an unconventional choice of the coordinate 
system for the problem, and looking at the development of the theory and its implications from 
this unconventional point of view.  The processes we have been investigating during the past 
year include three-body recombination at chemically interesting temperatures, treatments of 
short-pulse laser-atom and laser-molecule interactions in order to describe correlated electron 
processes such as interatomic Coulombic decay (ICD), and continued improvement of systematic 
ways to describe the interplay between short-range and long-range quantum mechanics of 
collisions and resonance properties.  The publications listed below [1-11] are the papers that 
have been supported primarily by this project. 
 
Recent Progress and Immediate Plans 

 
(i) Short laser pulses interacting with an atom, molecule, or cluster.  

 

Opportunities for exploration of attosecond physics have been growing rapidly in recent years, as 
tehnical capabilities continue to improve rapidly both with table-top sources and higher energy 
and intensity photon sources such as free-electron X-ray lasers.  A new study published this year 
[2] discusses these opportunities and suggests promising avenues that are ripe for immediate 
development.  One such opportunity has emerged from our collaboration with the Heidelberg 
experimental group of Thomas Pfeifer and Christian Ott and the theory group of Jörg Evers and 
Christoph Keitel which identified a general theoretical connection between the Fano lineshape 
asymmetry parameter q and the phase  of the dipole oscillations that are created by a short 
pulse excitation of any Fano resonance [7]. The exploration of further implications of this 
technique for extending quantum control continues to be a ripe avenue for exploration in the near 
future.  Another area where we have invested considerable effort already is a study of implosive 
interatomic Coulombic decay processes.  In most ICD processes, a double positively charged 
system is formed during the decay, leading to a Coulomb explosion, but there is another class we 
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have been focusing on where the products formed in the decay experience an attractive 
interaction.  The differences and similarities with the more typical type of explosive ICD process 
will be explored and mapped out in the coming year of this project. 
 
 

(ii) Electron dynamics in internal and external fields 

 
The theory of the Stark effect was developed in an elegant formulation by Fano and Harmin in 
the early 1980s, in a powerful combination of quantum defect ideas and local coordinate 
transformations that is now called local frame transformation theory (LFT).  The LFT in its 
original form accurately described the escape of a photoelectron in the combined spherical 
atomic field at small distances and the Coulomb plus Stark parabolic coordinate potential 
applicable beyond about 10 bohr radii.  This theory has determined total photoionization cross 
sections to quantitative accuracy, but a 2012 study by Zhao, Fabrikant, Du, and Bordas has 
suggested that other observables such as the photoionization microscopy differential cross 
section are inaccurate in the LFT.  Because the LFT has emerged as a major tool for theoretical 
physics, this year has started a new exploration of this approximation, led by postdoc Panos 
Giannakeas and in collaboration with Francis Robicheaux.  Our preliminary results from 
investigating this issue imply that the discrepancies suggested by Zhao et al. are not caused by 
deficiencies of the LFT approximation but rather by technical errors in its implementation.  An 
extensive study of this topic, including a reformulation and generalization of the LFT, will be 
completed soon. 
 

(iii) Few-body collisions from low energy up to chemically interesting temperatures 

 
A number of advances have been made in understanding three-body recombination at ultracold 
temperatures during the past 15 years, but comparatively little has been carried out for higher 
energy collisions of interest in chemical contexts.  In this vein, a major effort has been initiated 
to treat three-body recombination both classically and quantum mechanically, to delineate as 
clearly as possible the temperature range where these two computational approaches are in 
agreement.  Our first exploration along these lines [1] found that classical and quantum 
treatments of the lowest total angular momentum for three helium atoms are already in 
agreement at energies above 1K.  This line of research is now continuing with calculations of 
three-body recombination when one of the bodies is positively charged.  Our studies of two-body 
Fano-Feshbach resonances also continued during the past year, with a collaborative experimental 
and theoretical study of the S-wave and P-wave magnetic resonances in collisions between a 
bosonic Cs atom and a fermionic Li atom.[3]  Further work along these lines is underway at 
higher temperatures for the Li-Rb system, both for ground state atomic collisions in a magnetic 
field and for photoassociation reactions. 
 
 
Papers published since 2012 that were supported by this grant.   

 

[1]  Comparison of classical and quantal calculations of helium three-body recombination, J 
Pérez-Ríos, S Ragole, J Wang, and C H Greene, J. Chem. Phys. 140, 044307-1 to -12 (2014). 
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[2]  What will it take to observe processes in ‘real time’?, S R Leone, C W McCurdy, J 
Burgdörfer, L S Cederbaum, Z Chang, N Dudovich, J Feist, C H Greene, M Ivanov, R 
Kienberger, U Keller, M F Kling, Z-H Loh, T Pfeifer, A N Pfeiffer, R Santra, K Schafer, 
A Stolow, U Thumm and M J J Vrakking, Nature Photonics 8, 162-166 (2014). 
 

[3]  Comparison of classical and quantal calculations of helium three-body recombination, R. 
Pires, M. Repp, J. Ulmanis, E. D. Kuhnle, and M. Weidemueller, T. G. Tiecke, C H Greene, B P 
Ruzic, J L Bohn, and E Tiemann Phys. Rev. A 90, 012710-1 to -14 (2014). 
 
 [4] Low-energy electron collisions with O2: Test of the molecular R-matrix method without 
diagonalization, M Tarana and C H Greene, Phys. Rev. A 87, 022710-1 to -13 (2013). 
 
 [5] Rydberg states of triatomic hydrogen and deuterium, Jia Wang and C H Greene, J. Phys. 
Chem. A ASAP, DOI: 10.1021/jp312462a, pp1-5 (2013). 
 
[6] Quantum defect theory for high-partial-wave cold collisions, B P Ruzic, C H Greene and J L 
Bohn, Phys. Rev. A 87, 032706-1 to -14 (2013). 
 

[7] Lorentz Meets Fano in Spectral Line Shapes:  A Universal Phase and Its Laser Control, C 
Ott, A Kaldun, P Raith, K Meyer, M Laux, J Evers, C H Keitel, C H Greene, and T Pfeifer, 
Science 340, 716-720 (2013). 
 
[8] Laser-assisted electron-argon scattering at small angles, N Morrison and C H Greene, Phys. 
Rev. A 86, 053422-1 to -6 (2012). 
 
 [9] Estimates of rates for dissociative recombination of NO2

+ + e via various mechanisms, D J 
Haxton and C H Greene, Phys. Rev. A 86, 062712-1 to -5 (2012). 
 
 [10] Femtosecond transparency in the extreme-ultraviolet region, M Tarana and C H Greene, 
Phys. Rev. A 85, 013411-1 to -11 (2012). 
 

[11] Dissociative recombination of highly symmetric polyatomic ions, N Douguet, A E Orel, C H 
Greene, and V Kokoouline, Phys. Rev. Lett. 108, 023202-1 to -5 (2012). 
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Using Strong Optical Fields to 
Manipulate and Probe Coherent Molecular Dynamics 

 
Robert R. Jones, Physics Department, University of Virginia 

382 McCormick Road, P.O. Box 400714, Charlottesville, VA  22904-4714 
bjones@virginia.edu 

 
I. Program Scope 
This project focuses on the exploration and control of dynamics in atoms and small molecules 
driven by strong laser fields. Our goal is to exploit strong-field processes to implement novel 
ultrafast techniques for manipulating and probing coherent electronic and nuclear motion within 
atoms, molecules, and on surfaces. Ultimately, through the application of these methods, we 
hope to obtain a more complete picture of correlated multi-particle dynamics in molecules and 
other complex systems.  
 
II. Recent Progress and Results 
During the current funding year we have: (i) continued our investigation of transient, field-free 
orientation of polar molecules induced by combinations of intense optical and THz pulses; (ii) 
extended our studies of strong-field ionization by intense single-cycle THz pulses, moving from 
Rydberg atom targets to nano-structured metals; (iii) examined the role of multi-electron 
dynamics in enhanced multiple-ionization of diatomic molecules; and (iv) begun a collaboration 
with the DiMauro/Agostini group to characterize the influence of the electronic binding potential 
on energy transfer between an optical dressing field and near-threshold attosecond 
photoelectrons. Brief summaries of these on-going projects are provided below. 
 
Several of our projects involve the use of intense, single-cycle THz pulses which are produced 
using optical rectification of tilted pulse-front, 50-150 fs, 790nm laser pulses in MgO doped 
stoichiometric Li:NbO3 [1,2]. Such pulses are interesting in the context of strong-field and 
ultrafast physics for several reasons. First, the broad frequency spectrum and large field strengths 
allow for direct rotational excitation of molecules, enabling the creation of controllable, mixed 
parity rotational wavepackets without electronic excitation, ionization, or strong static fields. 
Second, the long oscillation period of the field makes it possible to drive free, or quasi-free, 
electrons to large energies (> 100 eV) without influencing the tightly bound electrons in atoms, 
molecules, or condensed systems. Accordingly, these pulses might be used as time-resolved 
probes of photoionization times with a temporal resolution approaching a few or few tens of 
femtoseconds. Third, the passively CE-phase locked, true single-cycle pulses allow us to explore 
various strong field phenomena in a regime that has yet to be realized at visible and higher 
frequencies.  
 
(i) Transient Field-Free Orientation of Polar Molecules using Intense Single-Cycle THz Pulses 
Following the first demonstration of field-free orientation of polar molecules by intense THz 
pulses [3], we recently showed that the degree of achievable orientation could be substantially 
improved by coherently preparing the molecules in rotational superposition states, via Raman 
transitions in a short optical pulse, prior to their exposure to the THz radiation. Those results 
were recently published in PRL [see publication (i)]. Our initial measurements were performed at 
a low (15 Hz) repetition rate using 20 mJ optical pulses to generate as much THz radiation as 
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possible. We have improved the design, and are now rebuilding, our molecular beam and 
detection apparatus in an attempt to produce comparable levels of orientation with weaker THz 
pulses (produced using only 2 mJ of optical pulse energy) at a 1 kHz repetition rate. This will 
enable our future studies of high-intensity dissociative ionization control in molecules and high-
harmonic generation from oriented molecules.  
 
(ii) Strong-Field Ionization with Single-Cycle THz Pulses 
We recently showed, using intense THz pulses, that strong-field atomic ionization and the 
resulting field-driven electron energy spectrum can be remarkably different when true single-
cycle, as opposed to multi-cycle, ionizing pulses are used. Due to the wavelength scaling of the 
pondermotive potential, electrons that are free to move over large distances can attain energies 
exceeding 100 eV from our strong THz fields. Therefore, in principle, such pulses might be 
useful for high-energy streaking of photo-electrons from condensed matter targets, providing a 
time-resolved probe without causing permanent target damage. In addition, electron field 
emission from a scanning probe tip, induced by non-damaging ultrashort THz pulses, might 
enable time-resolved electron microscopy. For the latter application, the 400kV/cm field 
strengths available in our THz pulses are orders of magnitude too small to induce tunneling 
ionization from bulk metals as an ultrafast electron source. However, tunneling from nano-
structured surfaces should be possible given the substantial field enhancements that can be 
achieved. 
 
Accordingly, we have begun an investigation of THz induced field-emission from nano-
structured metal surfaces. We find that we can produce very high energy electrons (> 4 keV) 
from single nano-scale tips in tungsten as well as from nano-structured gold black coated wires. 
We believe that this is the first observation of field emission induced by freely propagating THz 
radiation. Our preliminary analysis suggests that the ionization mechanism is tunneling, aided by 
field enhancement near the sharp tips. In some cases, the ionization may be aided by energy 
transfer to the electrons prior to tunneling and we are continuing to explore the details of the 
ionization mechanism.  
 
The electron energy spectra from the nano-structured gold black surfaces are nearly flat, 
extending from zero energy to a sharp, high energy cutoff which scales quadratically with the 
applied THz field strength. The quadratic field-dependence suggests a pondermotive scaling of 
the high-energy cutoff of ~250 Up, and is not currently understood. In contrast, the electrons 
emitted from single nano-tips are ejected over a fairly well-defined (THz field-dependent) energy 
range, and have a maximum energy that scales linearly with the applied THz field. The linear 
field-scaling is consistent with a static, enhanced-field model, recently invoked to explain the 
non-pondermotive energy scaling of electrons ejected from nano-tips in infrared laser fields [4]. 
In this model, the electron energy is essentially determined by the product of the enhanced-field 
near the nano-tip and the distance over which the field enhancement persists. In optical 
experiments, typical field enhancements are on the order of 10. Our results suggests a much 
larger field enhancement, ~1000, for our geometries at THz frequencies. A quasi-static model of 
the field-enhancement supports this conclusion [5]. Many aspects of the ionization process 
remain to be explored, from the temporal and angular distributions of the emission, to the size, 
shape, number, and material composition of the emitters.  
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(iii) Multi-electron Effects in Enhanced Multiple-Ionization of Nitrogen 
As part of a large collaboration involving groups from Germany, China, and the U.S. (see 
publication (iii) for full list of collaborators), we have performed time-resolved measurements of 
enhanced ionization of Nitrogen. We have combined results of few-cycle pump-probe 
measurements performed at MPQ and angular streaking experiments using intense elliptically 
polarized laser pulses completed in Frankfurt to examine the enhanced ionization dynamics. We 
have been able to rule out any significant contribution from multi-electron charge transfer 
processes that apparently play a role in the enhanced multiple ionization of I2 [6]. Our results 
suggest that charge transfer may only be significant in longer pulses where the strong field is 
present while the internuclear separation in the dissociating molecule both approaches, and 
passes through, a critical value. In the future, we intend to perform pump-probe measurements as 
a function of the duration of the pump and probe pulses in an attempt to confirm this hypothesis.  
 
(iv) Near Threshold Energy Transfer to Attosecond Photoelectrons 
In collaboration with the DiMauro/Agostini group at OSU, we have used attosecond pulse trains 
to photoionize noble gas atoms near threshold in the presence of a moderately intense, infrared 
dressing laser. As in the standard RABBITT technique, which has been used to reconstruct the 
field in attosecond pulse trains, we monitor the amplitude and phase of photoelectron sidebands. 
These sidebands are produced via energy transfer between the dressing field and the 
photoelectrons produced directly by the XUV harmonic radiation. By comparing the sideband 
amplitude and phase for different atoms we hope to extract information about the differences in 
the potentials seen by the photoelectrons as they move away from their respective parent ions. 
Our very preliminary analysis suggests that there are differences in the sideband amplitudes and 
phases that might be attributable to the differences in the binding potentials of the different 
atoms. More extensive analysis will be required to confirm these results and, potentially, extract 
atomic information from them. In principal, a variant of these measurements might provide time-
resolved information on changes in an atomic/molecular potential due to an external stimulus.  
 
III. Future Plans 
In addition to continuing our current projects as discussed briefly in (i)-(iv) above, we are 
working to improve our experimental capabilities for future measurements. In particular we are 
attempting to produce sub-6fs ~760 nm laser pulses from our hollow-core-fiber compressor to 
explore the coupled dynamics of electrons and nuclei during asymmetric strong-field multi-
electron dissociative ionization. We plan to utilize a CE-phase meter [7], recently installed in our 
lab, to measure the CE-phase on each laser shot, enabling experiments without actively locking 
the CE-phase of the intense few-cycle laser. 
 
IV. DOE Sponsored Publications from the Last 3 Years 
(i) K. Egodapitiya, Sha Li, and R.R. Jones, “THz Induced Field-Free Orientation of Rotationally 
Excited Molecules,” Physical Review Letters 112, 103002 (2014). 
 
(ii) Sha Li and R.R. Jones, “Ionization of Excited Atoms by Intense Single-Cycle THz Pulses,” 
Physical Review Letters 112, 143006 (2014). 
 
(iii) X. Gong, M. Kunitski, K.J. Betsch, Q. Song, L. Ph. H. Schmidt, T. Jahnke, Nora G. Kling, 
O. Herrwerth, B. Bergues, A. Senftleben, J. Ullrich, R. Moshammer, G.G. Paulus, I. Ben-Itzhak, 
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M. Lezius, M.F. Kling, H. Zeng, R.R. Jones, and J. Wu, “Multielectron Effects in Strong-field 
Dissociative Ionization of Molecules,” Physical Review A 89, 043429 (2014). 
 
(iv) M. Kubel, Nora G. Kling, K. J. Betsch, N. Camus, A. Kaldun, U. Kleineberg, I. Ben-Itzhak, 
R.R. Jones, G.G. Paulus, T. Pfeifer, J. Ullrich, R. Moshammer, M.F. Kling, and B. Bergues, “Non-
Sequential Double-Ionization of N2 in a Near Single-Cycle Laser Pulse,” Physical Review A  88, 
023418 (2013). 
 
(v) K. J. Betsch, Nora G. Johnson, B. Bergues, M. Kubel, O. Herrwerth, A. Senftleben, I. Ben-
Itzhak, G. G. Paulus, R. Moshammer, J. Ullrich, M. F. Kling, and R. R. Jones, “Controlled 
directional ion emission from the dissociative ionization of CO over multiple charge states in a few-
cycle laser field,” Physical Review A 86, 063403 (2012). 
 
(vi) K.R. Overstreet, R.R. Jones, and T.F. Gallagher, “Phase dependent energy transfer in a 
microwave field,” Physical Review A 85, 055401 (2012). 
 
(vii) Boris Bergues, Matthias Kübel, Nora G. Johnson, Bettina Fischer, Nicolas Camus, Kelsie J. 
Betsch, Oliver Herrwerth, Arne Senftleben, A. Max Sayler, Tim Rathje, Itzik Ben-Itzhak, Robert R. 
Jones, Gerhard G. Paulus, Ferenc Krausz, Robert Moshammer, Joachim Ullrich, and Matthias F. 
Kling, “Attosecond Control and Real-Time Observation of Electron Correlations,” Nature 
Communications 3, 813 (2012). 
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Molecular Dynamics Probed by Coherent Soft X-Rays 
Henry C. Kapteyn and Margaret M. Murnane 

JILA and Department of Physics, University of Colorado at Boulder 
Phone: (303) 492-8198; FAX: (303) 492-5235; E-mail: kapteyn@jila.colorado.edu 

  
The goal of this work is to develop novel short wavelength probes of molecules and to understand 

the response of atoms and molecules to strong laser fields. We made exciting advances in several 
areas.[1-22] We also have very productive collaborations with chemistry colleagues including Profs. 
Gordana Dukovic and Jose L. Jimenez (CU Boulder), Prof. Keith Nelson (MIT) and Prof. Tamar 
Seideman (Northwestern), and with physicists Prof. Oren Cohen (Technion) and Prof. Ming-Chang 
Chen (NTHU). Recent highlights include  – 

 
First isolated attosecond soft X-ray pulses [5]: Until recently, attosecond pulses were confined 
to the EUV region (< 100 eV), limiting the range of molecular/materials systems that could be 
explored. In work in press in PNAS, we experimentally demonstrated a remarkable convergence 
of physics: when mid-IR lasers are used to drive HHG, the conditions for bright phase-matched 
soft X-ray generation naturally coincide with the generation of isolated attosecond pulses. Our 
measurements represent the highest photon energy (! 200 eV) isolated attosecond pulses to date. 
Surprisingly, theory shows that long ~10 cycle lasers are required so that collective phase-
matching effects isolate a bright attosecond burst. 

First photoelectron spectroscopy of isolated quantum dots [3, 8]: In work published in Nano 
Letters, we reported the first studies of isolated quantum dots, i.e. not in solution or in a solid 
matrix.[8] By coupling a nanoparticle aerosol source to a velocity map imaging photoelectron 

 
Fig. 1. HHG autocorrelation data (normalized) from Ar driven by !10 cycle laser pulses of (A) 0.8"m, (B) 1.3 
"m, and (C) 2 "m for high (phase matching) and low laser intensity conditions [Red and Blue lines]. Left: field 
autocorrelation of the HHG field and enlarged view near time zero. The phase matching window is highlighted 
in yellow. Right: FFT of the autocorrelation data (red and blue), with corresponding spectrum measured by a 
spectrometer with lower spectral resolution (black). 
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spectrometer, we applied robust gas-phase photoelectron spectroscopy techniques to quantum 
dots, which typically must be studied in a liquid or while bound to a surface. This allowed us to 
isolate the intrinsic properties of quantum dots independent of coupling to a host or substrate. By 
measuring the photoelectron yield, we directly probed the evanescent part of the quantum dot 
excited-state wavefunction for the first time, showing that for smaller dots, the electron 
wavefunction extends significantly outside the dot itself. 

More recently, in order to predict 
and understand nano-device performance 
in different environments such as in air 
and liquid phase, we investigated solvent 
effects in quantum dot charge transfer 
processes. Specifically, we compared 
quantum dot charge transfer processes in 
the liquid phase and in vacuum using gas-
phase photoelectron spectroscopy and 
solution phase transient absorption 
spectroscopy. This allowed us to show 
that hexane, a common solvent for 
quantum dots, has negligible influence on 
charge transfer dynamics. Our 
experimental findings supports the 
previous hypothesis that the 
reorganization energy of nonpolar solvents 
plays a minimal role in the energy 
landscape of charge transfer in quantum 
dot devices, implying that measurements 
in the liquid phase can indeed provide 
insight into nano-device performance in a 
wide variety of environments. 
Observation of a new regime of 
collective nanoscale thermal transport 
[1, 2, 16, 22]: Understanding thermal 
transport from nanoscale heat sources is 
important for a fundamental description of 
energy flow in materials, as well as for 
many technological applications including thermal management in nanoelectronics, 
thermoelectric devices, nano-enhanced photovoltaics and nanoparticle-mediated thermal 
therapies. Thermal transport at the nanoscale is fundamentally different from that at the 
macroscale and is determined by the distribution of carrier mean free paths in a material, the 
length scales of the heat sources, and the distance over which heat is transported. Past work had 
shown that Fourier’s law for heat conduction dramatically over-predicts the rate of heat 
dissipation from heat sources with dimensions smaller than the mean free path of the dominant 
heat-carrying phonons. In new work in collaboration with LBL, we uncovered a new regime of 
nanoscale thermal transport that dominates when the separation between nanoscale heat sources 
is small compared with the dominant phonon mean free paths.[1] Surprisingly, the interplay 
between neighboring heat sources enables better coupling to the full phonon spectrum in the 

 
 
Fig. 2. Schematic of two photon photoelectron 
spectroscopy (a) and transient absorption spectroscopy (b) 
when charge transfer happens. 
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substrate, thus facilitating efficient and diffusive-like heat dissipation, even from the smallest 
nanoscale heat sources. This finding suggests that thermal management in nanoscale systems 
including integrated circuits might not be as challenging as projected. Finally, we demonstrated a 
unique and new capability to extract differential mean free path distributions of phonons in 
materials, allowing the first experimental validation of differential conductivity predictions from 
first-principles calculations. This new result is very important both scientifically and 
technologically.  

First bright soft x-ray harmonics at kHz repetition rates [6]: We demonstrated bright soft 
x-ray harmonics at kHz repetition rates (VUV to >500eV) driven by 1.3 and 2 µm tabletop 
lasers. This represents a > x1000 increase in HHG flux beyond all other work to date. 

Understanding high harmonic generation from molecules [4, 12, 18]: In collaboration with 
Tamar Seideman, by studying HHG from molecules undergoing rotational revivals, we showed 
that electrons gain angular momentum during the HHG process. This led to a surprising new 
finding - that the maximum HHG emission from molecules is not from linear polarized driving 
lasers (as is the case for atoms), but rather for non-zero laser ellipticities.  

Future work: First, we will use ultra-broad bandwidth, ultrafast HHG soft X-rays to capture 
coupled charge, spin and structural dynamics in molecular, nanoparticle and materials systems at 
multiple sites simultaneously. Gas, solid and liquid-phase samples will be excited using mid-IR – 
UV light, and then probed using soft X-ray HHG supercontinua. Second, we will capture orbital 
dynamics in molecules and nanosystems using photoelectron spectroscopy. Finally we will 
characterize circularly and linearly polarized attosecond pulses in the EUV and soft x-ray regions. 

Publications and Patents from DOE AMOS support 
1. K. Hoogeboom-Pot, J. Hernandez-Charpak, E. Anderson, X. Gu, R. Yang, M. Murnane, H. Kapteyn, D. Nardi, 

“A new regime of nanoscale thermal transport: collective behavior counteracts dissipation inefficiency”, 
submitted (2014). Postdeadline paper, International Conference on Ultrafast Phenomena, Japan (2014). 

 
 
Fig. 3. (top left) When heat sources are large compared to dominant phonon MFPs, heat flow is fully diffusive 
with all phonon modes participating. (middle left) For smaller heat sources, long MFPs travel non-diffusively 
and their contribution to thermal conductivity is suppressed (right). This causes a rise in the effective thermal 
boundary resistivity (right). (bottom left) When heat sources are closely spaced, a single, large effective heat 
source is created, and more phonon modes are reintroduced (right), allowing the thermal resistivity to decrease. 
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7. X.-M. Tong, P. Ranitovic, D. D. Hickstein, M. M. Murnane, H. C. Kapteyn, and N. Toshima, "Enhanced 
multiple-scattering and intra-half-cycle interferences in the photoelectron angular distributions of atoms ionized 
in midinfrared laser fields," Physical Review A 88(1), 013410 (2013). 

8. W. Xiong, D. D. Hickstein, K. J. Schnitzenbaumer, J. L. Ellis, B. B. Palm, K. E. Keister, C. Ding, L. Miaja-
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Dots," Nano Letters 13(6), 2924-2930 (2013). 
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Imaging Multi-particle Atomic and Molecular Dynamics 
  
Allen Landers  landers@physics.auburn.edu 
Department of Physics 
Auburn University 
Auburn, AL 36849 
 
Program Scope:  We are investigating phenomena associated with ionization of an atom or 
molecule by single photons (weak field) or low energy electrons with an emphasis on ionization-
driven atomic and molecular dynamics.  Of particular interest is untangling the complicated 
electron-correlation effects and molecular decay dynamics that follow an initial photoionization 
or electron attachment event.  We perform these measurements using variations on the well-
established COLTRIMS technique.  The experiments take place at the Advanced Light Source at 
LBNL as part of the ALS-COLTRIMS collaboration with the groups of Reinhard Dörner at 
Frankfurt and Thorsten Weber at LBNL and at Auburn University in collaboration with Prof. 
Mike Fogle.  Because the measurements are performed in “list mode” over a few days where 
each individual event is recorded to a computer, the experiments can be repeated virtually with 
varying gate conditions on computers at Auburn University months following the measurements.  
We continue to collaborate closely with theoreticians also funded by DOE-AMOS including the 
groups of F. Robicheaux, C.W. McCurdy, T. Resigno, A. Orel, and D. Haxton. 

 
Recent Progress: 
 
Electron driven Molecular Dynamics: 
We have performed a number of dissociative electron attachment measurements on small 
molecules in collaboration with Prof. Mike Fogle at Auburn, where we have used momentum 
imaging of the resulting anion in order to explore the dissociation dynamics.  Specifically, we 
have employed a momentum imaging technique to measure the dissociative electron attachment 

to a number of small 
molecules including O2, CO2, 
and N2O.  By measuring the 
momentum distribution of the 
anion produced we are able to 
determine the kinetic energy 
release in the reaction as a 
function of emission angle 
over the full 4 solid angle of 
acceptance.  This allows, for 
example, a comparison with 
theory that calculates the 
entrance amplitudes leading 
to the dissociative resonance 
being studied.  We have 
found that the high angular 
resolution of our supersonic 
crossed-beam experiment has 

provided new insights into previous measurements of some systems, and has opened the door to 
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fruitful collaboration with the LBNL theoretical (listed above) and experimental group 
(Belkacem and Slaughter) also funded within the DOE-AMOS program.   

 
One such example is shown in the figure on the previous page from our recently published 
results for dissociative electron attachment (DEA) to N2O at the 2.3eV shape resonance resulting 
in O− fragments (Ref. 6).  (a) the coordinate system for orienting dissociation events.  (b) a 
weighted momentum space O− fragment distribution. From this data we can extract the angular 
distribution of fragments with respect to the incoming electrons, seen (c) and kinetic energy 
distribution (not shown here). (d) the potential energy landscape of the N2O− temporary negative 
ion state along with possible dissociation dynamics. The solid curve is a direct dissociation 
across a Renner-Teller reef with no significant bending dynamic, indicative of Π character. The 
dashed curve represents a significant bending upon dissociation, indicative of a Σ character. 
 
Photoionization experiments at ALS: 
 
Over the past year, Auburn has continued participating in the collaboration with the University 
of Frankfurt and LBNL groups in COLTRIMS experiments at the Advanced Light Source at 
LBNL.  The most prominent example resulting from this joint effort is a work led by F. Trinter 
and T. Jahnke (Frankfurt) that was published in Nature (Details in Ref. 3).  It was recently 
suggested that inter-coulombic decay (ICD) can be triggered efficiently and site-selectively by 
resonantly core-exciting a target atom, which then transforms through Auger decay into an ionic 
species with sufficiently high excitation energy to permit ICD to occur. Here we demonstrated 
experimentally that resonant Auger decay can indeed trigger ICD in dimers of both molecular 
nitrogen and carbon monoxide.  Our experimental confirmation of this process and its efficiency 
may trigger renewed efforts to develop resonant X-ray excitation schemes for more localized and 
targeted cancer radiation therapy. 
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Previous Page Left:  Shown is the series of events involved in resonant-Auger-driven ICD.        
a, One molecule (left) of the molecular dimer is core-excited. b, The core-excited state decays by 
a spectator Auger decay to a highly excited state of the molecular ion. c, ICD transfers the 
excitation energy to the molecular neighbour (right), where a low-energy ICD electron is 
emitted. 
 
Previous Page Right: a, Kinetic energy release of (CO)2 versus energy of one of the two 
electrons created by ICD after resonant excitation and subsequent Auger decay at a photon 
energy of 287.4 eV (Π* excitation of CO). The colour scale shows the intensity in counts. b, 
Same plot for (N2)2 recorded at a photon energy of 401.9 eV (Π* excitation of N2). c, Emission 
direction of the Auger electron with respect to the molecular axis of the N2 dimer (with statistical 
error bars). The dimer is oriented horizontally, as depicted by the green icon. The grey circle is a 
line to guide the eye, corresponding to isotropic emission. 
 
Future Plans:  

We intend to pursue additional experiments as part of our work within the ALS-COLTRIMS 
collaboration and expand our efforts at Auburn to study electron driven phenomena.  Here are 
some examples: 
 Extend electron driven dynamics measurements to include liquid and complex targets (e.g. 

alcohols, formic acid, clusters) 
 Study core-photoionization in similar systems to methane to explore whether or not the 

imaging effect observed in methane occurs elsewhere (e.g. H20, NH3). 
 Measure the Auger electrons in coincidence with fragments to produce molecular frame 

angular distributions for Auger electrons in order to better identify dissociative pathways 
following photoionization. 

 Study core-hole localization in C2H6 using 3D MFPADS. 
 Use larger polyatomic molecules (e.g. allene) to probe the limits of extending these 

measurements to systems of increasing complexity. 
 Continue to be guided by and partner with theoreticians to study these fundamental 

processes. 
 
Refereed Publications:  Supported by DOE-AMOS (2011-present) 
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Weber, Phys Rev A 89 043423 (2014). 
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Program Scope: The main objectives of this project are to achieve two major research goals of 
ultrafast science: 1. Creating and probing photo-induced charge migration dynamics of pure 
electronic origin on the attosecond to few femtoseconds time scales and studying the role of non-
equilibrium charge distributions in inducing selectivity of chemical reactions in polyatomic 
molecules. 2. Achieving mode-selective chemistry in polyatomic molecules using intense 
ultrashort mid-infrared pulses.  
 
Proposed Studies: For the first objective, coherent electronic wave packets due to the 
superposition of a few electronic states in molecular cations will be created with strong field 
photoionization by ultrashort optical pulses and the subsequent charge migration along the 
molecular backbone will be monitored by various advanced methods including a photoionization 
probe implemented with intense attosecond pulse trains (APT) coupled with ion-electron 
coincidence measurements and attosecond transient absorption with high energy attosecond 
pulses. In the APT ionization experiments, the time-resolved asymmetry parameter of the 
photoelectron momentum distributions will reveal the charge oscillation dynamics. The central 
energy and the temporal structure of the APTs will be carefully tuned to yield good sensitivity to 
the ultrafast electronic dynamics. Because our theoretical models simulate both the pump and the 
probe steps with minimum approximations, they will provide realistic experimental parameters 
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and are also well suited to extract electronic dynamics from experimental observations[1-3]. 
Raphael Levine and Francoise Remacle describe the detailed theoretical background and 
methods in a separate abstract. In the transient absorption experiments, the time-resolved spectra 
reflect the instantaneous electron density with element and site specificity and thus charge 
migration dynamics will be captured in real time. A bright, phase matched attosecond source in 
the a few hundred eV range has been developed[4-6]. Employing both probing methods, the 
nuclear dynamics following coherent excitation of electronic states will be monitored on longer 
time scales to study the influence of transient non-equilibrium charge distributions on the 
outcome of a chemical reaction. Control schemes will be designed to steer chemical reactions. 
Systems of interest include the polyatomic molecules l-azabicyclo[3.3.3]undecane 
(ABCU,C10H19N) and 2-phenylethyl-N,N-dimethylamine (PENNA), that have already been 
explored by our team in preliminary work.  
 For the second goal, we have recently shown in models that mode-selective chemistry 
can be achieved using intense mid-IR laser excitation through charge polarization on the ground 
electronic state[7-9]. When the intensity of the excitation laser is much higher than those 
employed in conventional infrared multiphoton dissociation (IRMPD), nuclear kinetic energy 
can be efficiently pumped into specific vibrational mode(s) as the result of the very large charge 
polarization. Molecular axial alignment/orientation is essential to direct the input kinetic energy. 
Because the large kinetic energy forces reactions to proceed in a prompt fashion, a selected 
reaction pathway can be complete well within one picosecond, defeating the detrimental effect of 
intramolecular vibrational redistribution (IVR). The study will be carried out in molecular ions to 
minimize complications from competing strong field ionization. Mid-IR laser pulses at 3-4 µm 
will be focused to reach 1013-1014 W/cm2 to achieve mode-selectivity in aligned polyatomic 
molecules. Systems of interest include iodobenzene dication and formyl chloride cation. 
Additional systems will be designed using computation and simulations. 
 By exploiting the state-of-the-art in ultrafast laser technologies and attosecond pulse 
production techniques as well as the theoretical methodologies that we already have available in 
our laboratories, the proposed research aims to resolve a long-standing challenge in ultrafast 
molecular science and promises significant advances in understanding, predicting and controlling 
chemical reactions.  
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Exploiting Non-equilibrium Charge Dynamics in Polyatomic Molecules  
to Steer Chemical Reactions 

 
The motion of the electrons determines the forces that act on the atoms of a molecule. 
Our work seeks to understand how to manipulate the dynamics of the electrons so that we 
have the ability to alter and to control the onset of chemistry. This control operates on 
ultrafast time-scales that extend into the few femtosecond domain and requires an 
electronic motion that is driven out of equilibrium followed by an onset of a motion 
where the electrons and nuclei are coupled. Our work seeks to model and control this 
brand new regime of dynamics that can lead to novel, improved and enhanced, chemical 
reactivity. We here report on our preliminary work that sought to demonstrate the 
realistic pumping and probing of the non equilibrium electronic dynamics previous to the 
onset of nuclear motion. In particular we demonstrated that when the initial ultrafast 
excitation is correctly described it is possible to excite significant electronic 
disequilibrium. We show this all the way to our recent work on C60 where we needed 
over 400 stationary states as a basis to represent the non stationary electronic wavepacket. 
We then report on very preliminary results on the onset of coupling to nuclear dynamics 
in a diatomic molecule. 
Our work is part of an interwoven experimental/theoretical/computational program 
coordinated by Wen Li of Wayne State University. 
Since the seminal work of Born and Oppenheimer (1927) we regard the electrons as 
instantly adjusting to the given position of the nuclei. Deviations from this limit are 
possible but these are localized in terms of the molecular geometry and requires a nuclear 
motion to induce them. In photochemistry we change the forces by arranging for a new 
equilibrium, stationary state of the electrons. In 2006 we proposed exploring a post Born 
Oppenheimer regime.1 The purpose is to induce ultrafast dynamics in molecular systems, 
on the attosecond timescale, where electrons are pumped to a non-stationary state by a 
few-cycle light field. On a longer time scale one can study the coupling of electronic and 
nuclear degrees of freedom, all the way to a measurable chemical outcome.  To achieve 
these aims we seek to demonstrate by concrete realistic computations that it is possible to 
use non-equilibrium excitation of electrons to drive new chemical and transport 
processes. Then, through modeling, we take these ideas from the realm of proof-of-
principle in simple molecules to systems that are large enough to be of practical interest.  

                                                
• Permanent address : Department of Chemistry, University of Liège, B4000 Liège, 
Belgium. fremacle@ulg.ac.be 
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Our work seeks to explore new schemes and examine new ideas, based on the control of 
electron dynamics,  

• for bond rearrangement and dissociation in photoselective attochemistry, 
• for charge-directed reactivity 2, 3 in extended systems (e.g. in biomolecules) 
• for charge migration in modular molecules and molecular devices.4 

The achievement of these objectives requires developing a better understanding of: 
the correlation between electronic and nuclear motion. We need to understand how 
the non-equilibrium electron dynamics is expressed as the forces on atomic nuclei in 
molecular systems and we need to do it for systems of increasing sizes. The problem for 
modeling, more technically stated, is that, for a non-equilibrium electronic state, the 
notion of a single potential energy surface governing atomic motion breaks down. Several 
electronic states are typically involved in the dynamics during and after an ultrafast 
excitation. We need to revisit the notion of a force a notion that is only defined within the 
Born-Oppenheimer approximation.  
the correlation between electron and hole dynamics in ionization processes. We need a 
better understanding of hole-electron dynamics upon ultrafast excitation of the electron 
density. Ionization will be used both to prepare reactive cations where the electron 
motion is driven out of equilibrium by ionization and for probing the molecular dynamics 
after the electron density has been taken out of equilibrium by an ultrashort excitation.  
the interplay of multiple time scales (from atto- to picosecond) and how to control the 
dynamics of molecules subject to rapidly varying fields.  
Our first figure, figure 1, is from the original proposal1 showing few fs charge migration 
along the backbone of a tetra peptide after instantaneous ionization of a chromophoric 
amino acid Tyr at one end. Subsequent to this we performed a much more high level 
computation where both the ionization dynamics and the probing and described correctly 
for the bifunctional molecule PENNA, figure 2.6 Probing is by an as ionization to a 
dication. The angular distribution of the photoelectron is used to probe the charge 
migration along the molecular backbone. 

 
Figure 1. Hole migration in the tetrapeptide cation computed in the sudden ionization 
limit of the HOMO of the neutral, which is localized on the chromophore Tyrosine end1. 
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The half period of the hole migration to the amine end is 0.75 fs. The computation is done 
for nuclei frozen at the equilibrium geometry of the neutral.  
 

          
Figure 2. Top : Pump-probe scheme in the modular system PENNA. The pump induces 
dynamics in the lowest states of the cation by photoionization. The cation non-
equilibrium density is probed by photoionization to the dication states using a XUV atto 
pulse. Bottom left: the population in the three lowest states of PENNA+ created 
multiphotoionization by an IR pulse. Middle: the resulting time dependent full 
polarization, computed for an IR pump (left), but also for a UV pump. Right : The 
resulting asymmetry parameter for ionization at the phenyl or at the amine moiety, 
computed as a function of the time-delay between the pump and the probe. The beatings 
in the anisotropy parameter follow the beating of the charge density of the coherent 
superposition of states of the cation as shown in the middle panel. From ref. 6 
 

Other examples that we recently studies include a high level description of electron 
dynamics in a tetra peptide.7 Here we show results for a functionalized C60 because this 
is a state of the art computation involving the high density of electronically excited states 
below the ionization threshold that is below fragmentation threshold, figure 3. 
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Figure 3. Left:  Deoxythymidine-fullerene complex deprotonated on O5 and isocontour 
amplitudes of the highest occupied MO in the protonated and deprotonated species, 
computed at the geometry of the protonated one and relaxed. In the deprotonated species, 
the negative charge moves to the C60 subunit upon geometry relaxation. Adapted from 
ref. 8 
 

Describing the onset of coupling to nuclear motion is demonstrated, Figure 4. 

 
 
Figure 4. Population in the predissociating triple excited electronic state C’ of the N2 
following excitation by an ultrashort XUV pulse9. The dissociation exhibits a prompt (on 
a few fs time scale, see inset) and a delayed branch (on a ps time scale). The prompt 
dissociation is a probe of the non-equilibrium electron dynamics induced by the pump 
pulse. The delayed dissociation results from the delocalization of the initial wave packet 
on the electronic manifold. This behavior is well captured by a Lindeman kinetic model.  
 
References 
1. Remacle, F.; Levine, R. D., 2006  Proc. Natl. Acad. Sci. USA 103, 6793-6798. 
2. Remacle, F.; Levine, R. D.; Schlag, E. W.; Weinkauf, R., 1999  J. Phys. Chem. A 103, 10149-
10158. 
3. Remacle, F.; Levine, R. D.; Ratner, M. A., 1998  Chem. Phys. Lett. 285, 25-33. 
4. Remacle, F.; Levine, R. D., 2007  J. Phys. Chem. C 111, 2301-2309. 
5. Remacle, F.: Levine, R. D., 2011, Phys Rev A 83 
6. Mignolet, B.; Levine, R. D.; Remacle, F., 2014  J. Phys. B: At. Mol.  Opt. Phys. 47, 124011. 
7.Kuś, T.; Mignolet, B.; Levine, R. D.; Remacle, F., 2013  J. Phys. Chem. A A 117, 10513-10525. 
8. Greisch, J.-F.; Weinkauf, R.; Pauw, E. D.; Kryachko, E. S.; Remacle, F., 2007  Is. J. Chem. 47, 
25-35. 
9. Muskatel, B. H.; Remacle, F.; Levine, R. D., 2014 Chem. Phys. Lett. 601, 45-48. 
 

Li

210



Probing electron-molecule scattering with HHG: Theory and 
Experiment 

Robert R. Lucchese, Department of Chemistry, Texas A&M University, College Station, TX, 
77843, lucchese@mail.chem.tamu.edu 
Erwin Poliakoff, Department of Chemistry, Louisiana State University, Baton Rouge, LA 70803, 
epoliak@lsu.edu 

Program Scope 
 Understanding electron-molecular scattering dynamics is the overall theme of our 
program.  In recent years, our primary focus was on one-photon molecular ionization and the 
coupling between vibrational and electronic motion.  In particular we studied vibrationally 
resolved one-photon ionization dynamics in larger molecular systems.  This allowed us to 
disentangle the geometry and energy dependence of the dipole matrix elements that couple the 
initial bound state to the continuum scattering state. The experimental approach was to obtain 
vibrationally resolved photoelectron spectra over a broad range of incident photon energies by 
exploiting the high brightness capabilities at the Advanced Light Source (ALS). On the theory 
side, we explicitly solved the electron-molecular ion scattering equations to compute the 
corresponding vibrationally specific matrix elements using the adiabatic approximation.  
Currently, we have begun to study electron-molecule collisions that occur in high-field processes 
such as high harmonic generation (HHG) and recollision spectroscopy. Both experimentally and 
theoretically, this work is being performed in collaboration with the McDonald Laboratory at 
Kansas State University.  All of these research efforts benefit the Department of Energy because 
the results elucidate structure/spectra correlations that will be indispensable for probing complex 
and disordered systems of interest to DOE such as clusters, catalysts, reactive intermediates, 
transient species, and related species.  

Recent Progress 

High Resolution Photoelectron Spectroscopy 
 As larger systems are considered, the experimental study of vibrational resolved 
photoionization cross sections is limited by the increase in the density of states that makes the 
extraction of vibrationally specific cross sections difficult.  This is caused by the number of 
thermally accessible low-lying tautomers in large molecules, the increase in the density of 
electronic states of the molecular ion, and to the increase in the density of vibrational states.  
These limitations are seen in our recent study of the high resolution photoelectron spectrum with 
partial vibrational resolution of a series of pyrimidine-type nucleobases: thymine, uracil and 
cytosine.  The improved resolution allowed us to identify the electronic origins for the outermost 
valence electronic states.  In the case of cytosine, there has also been much disagreement over 
which tautomers exist in the gas phase.  Better resolution combined with recently published 
calculated spectra of cytosine tautomers gave insight into which cytosine tautomers exist in the 
gas phase. Striking similarities in the spectral features of all three pyrimidine-type nucleobases 
lead us to conclude that the features in the cytosine photoelectron spectrum are not due to 
contributions from multiple tautomers but instead are from unresolved vibrational progressions.  
Since these features are practically the same in the spectra for all three molecules, we further 
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conclude that the dominant vibrational progressions must be due to the pyrimidine back-bone, 
which all three molecules have in common 

Non-Franck-Condon Vibrational Branching Ratios 
 An example of a recently completed study of vibrationally resolved photoionization is 
our study of acrolein.  In the simplest view of molecular photoionization, one assumes that 
vibrational and photoelectron motion are decoupled, which leads to the Franck-Condon 
approximation. Nonresonant and resonant processes can result in coupling molecular vibration 
and photoelectron motion, with the result that vibrational branching ratios become dependent on 
photon energy, and that forbidden vibrations can be excited.  A convenient way to express the 
extent of the breakdown of the Franck-Condon approximation for a given mode, represented by 
the variable q, is via the electronic factor F which is just the logarithmic derivative of the cross 
section with respect to changes in the coordinate q.  This quantity, in the harmonic 
approximation, can be related to the vibrational branching ratio. 
 In our experimental and theoretical study of the non-Franck-Condon behavior and 
electronic factors in the photoionization of acrolein, we found evidence of two localized low 
energy σ* resonances, which interact to form two resonant states.   Excitation of these states 
leads to significant non-Franck-Condon effects in the excitation of C-C vinyl stretch and, to a 
lesser extent, in other modes to which the energies and widths of these resonances are sensitive. 

Molecular Aspects of HHG 
 We have made considerable progress, in collaboration with Profs. Trallero and Lin at the 
McDonald Laboratory in the study of molecular HHG.  We have initiated studies of high 
harmonic generation in relatively complex molecules, and this work is progressing very well.  
Preliminary work on the HHG spectrum SF6 observed noticeable structure in the experimental 
spectrum.  Changing the gas jet position changes the macroscopic propagation and the effective 
trajectories of the returning electron.  The one feature that is consistently present in the 
experimental data is the minimum in the HHG spectrum at the 17th harmonic. In the theory we 
have applied the quantitative rescattering (QRS) theory to isolated molecules and considered the 
ionization of the electrons from the three most weakly bound orbitals, i.e. the highest occupied 
molecule orbital (HOMO), the HOMO-1, and the HOMO-2.  These three orbitals have ionization 
potentials that are all within 1.5 eV of each other.  Predicted single molecule HHG spectra 
computed using the QRS were not in satisfactory agreement with the experimental data. 
 The theoretical calculations were performed using relatively simple single-channel static-
exchange type calculations for the recombination step in the three step model which is the basis 
of the QRS.  To understand if the source of this disagreement is in the limitations of the 
recombination calculation, we have explored the validity of the main assumptions in the 
calculations.  First we have considered a calculation including the channel coupling between the 
different valence ionization channels, which all could conceivably contribute to the HHG 
spectrum.  We found that the single-channel calculations tended to overestimate the strength of 
the resonances compared to the coupled channel results.  We also have studied the effects of the 
vibrational average resulting from the ground vibrational wave function.  The cross section from 
the 5t1u subshell of SF6 has a narrow resonance at a photon energy of ~38 eV for photoelectrons 
in the eg photoelectron continuum.  Averaging over the symmetric vibration resulted in 15% 
reduction of the peak resonant cross section, while that over the asymmetric stretching vibration 
caused 45% reduction. The SF6 geometry, stretched asymmetrically, supports two shape 
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resonances which correspond to the degenerate eg resonance in equilibrium geometry. These two 
resonances are further moved apart with asymmetric stretching, which in turn causes the 
reduction of cross section when averaged. We found reasonable agreement between theory and 
experiment for the one-photon ionization, which suggests that the asymmetric nuclear vibrations 
reduces the effect of the eg resonance on the one-electron ionization process and might be 
important in a QRS treatment of the HHG intensities. 

Grid Base Scattering Calculations 
 Another component of our research program is the development of a next-generation 
electron-molecule scattering code.  This work is being done in collaboration with Bill McCurdy 
and Tom Rescigno of the Atomic, Molecular, and Optical Theory group at Lawrence Berkeley 
National Laboratory (LBNL).  This code will be based on the complex Kohn approach with a 
numerical grid-based representation of the scattering wave functions.  We have performed 
preliminary model calculations studying iterative methods for obtaining accurate scattering 
matrices from the complex Kohn method.  Additionally, we have analyzed the methods for 
implementing an overset grid representation where centered on each nucleus in a molecule there 
is a local grid which has spherical symmetry around that center.  Additionally, these atomic 
centered grids are combined with an encompassing grid which connects the molecular region and 
asymptotic regions.  These different grids are partially overlapping, thus they are referred to as 
overset grids. 

Future Plans 
 We will continue to expand our efforts on the studies of molecular HHG.  In addition to 
considering new target molecules, we will also consider variations in parameters that affect the 
HHG spectrum including laser power, polarization (i.e., ellipticity), and focal position within the 
target molecular beam.  We are also planning to incorporate pump-probe capabilities into our 
HHG work.  Theoretically, we will consider the effects of correlation and vibrational averaging 
on the recombination step of HHG within the QRS model.  The next step in the development of 
the new scattering code is to implement the overset grid approach for the computation of electron 
scattering dynamics at the static-exchange level for molecular systems with up to ~ 20 atoms.  
Subsequently, correlation effects will be incorporated into the new code.  
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Program Scope:  
This project determines certain properties of chemically significant Uranium and 

Thorium ions through measurements of fine structure patterns in high-L Rydberg ions 
consisting of a single weakly bound electron attached to the actinide ion of interest.  The 
measured properties, such as polarizabilities and permanent moments, control the long-
range interactions of the ion with the Rydberg electron or other ligands.  The ions 
selected for initial study in this project, U6+,U5+, Th4+, and Th3+, all play significant roles 
in actinide chemistry, and are all sufficiently complex that a-priori calculations of their 
properties are suspect until tested.  The measurements planned under this project serve 
the dual purpose of 1) providing data that may be directly useful to actinide chemists and 
2) providing benchmark tests of relativistic atomic structure calculations.  In addition to 
the work with U and Th ions, which takes place at the J.R. Macdonald Laboratory at 
Kansas State University, a parallel program of studies with stable singly-charged ions 
takes place at Colorado State University.  These studies are aimed at clarifying theoretical 
questions connecting the Rydberg fine structure patterns to the properties of the free ion 
cores, thus directly supporting the actinide ion studies.  In addition, they provide training 
for students who can later participate directly in the actinide work. 

    
Recent Progress:   
 Our originalproject  goal  was to determine properties of the Rn-like and Fr-like 
ions of Th and U (Th4+, Th3+, U6+. U5+), as well as properties of the Ni+ ion, whose 
Rydberg spectra is similar in complexity to that of the Fr-like ions.  We expected the Fr-
like ion studies to be much more difficult than the Rn-like ion studies, since the Fr-like 
ions have J=5/2 ground states while the Rn-like ions have J=0 ground states, and the 
number of discrete High-L Rydberg levels for each value of L is 2J+1.  We have now 
completed successfully the studies of the Th ions and the Ni+ ion, using both the optical 
RESIS technique and the more precise microwave/optical RESIS technique.   The final 
results are reported in publications 4, 5, and 6 listed below.  In addition, we have 
reported, in publication 3 below, a quite general derivation of the expected form of the 
fine structure patterns in high-L Rydberg states bound to ions of any value of J, which 
clarifies the connection between the spectroscopic measurements and the ion properties.    
 
 Unfortunately, we have not yet been able to learn anything about the properties of 
the two U ions.  The case of Rn-like U6+ is the most surprising since we expected it to be 
only slightly more difficult than the successful study of Th4+. In both studies, the only 
source of information about the core are the frequency differences between the lower L  
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Fig. 1.  RESIS excitation signals observed with Rydberg Th3+ ions, exciting the 37-73 transitions.  The 
signals in red have been magnified by a factor of 25.  Note that the resolved transitions, corresponding to 
excitation of individual L levels in n=37 are 0.5 -3% of the unresolved High-L signal.  The x-axis shows 
the frequency difference between the Doppler-tuned CO2 laser and the hydrogenic transition frequency 
between 37 and 73 levels. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2.  RESIS excitation signalos observed with Ryberg U5+ ions, exciting the 51-86 transitions.  As in Fig. 
1, the signals in red have been magnified by a factor of 25 and the x-axis shows the frequency difference of 
the Doppler-tuned CO2 laser from the hydrogenic transition frequency.  Note that the resolved signals, if 
any, are much smaller than in Fig. 1, and do not conform to the simple pattern expected.   
 
RESIS excitations resolved from the much larger RESIS signal corresponding to 
unresolved excitation of the highest L levels.  For the 37-73 RESIS transition of Rydberg 
electrons bound to Th4+ these signals, illustrated in Fig. 1, were several percent of the 
unresolved high-L signal.   For the 51-86 RESIS transition of Rydberg electons bound to 
U6+, illustrated in Fig. 2, these signals were much smaller, less than 0.5% of the high-L 
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signal, and they also failed to present the same type of simple pattern seen in Fig. 1.          
  
 Compounding the difficulty posed by the small signals, The U signals were also 
much more difficult to observe because of a large background that dominated the Signal 
to Noise of the RESIS signals.  Over the past year, we have made considerable progress 
in understanding the source of that background and reducing it.  The dominant cause of 
the background is the presence of metastable Rn-like ions in the beams extracted from 
our ECR ion source.  These metastable ions capture Rydberg electrons in our Rydberg 
target, just like the ground state ions in the beam, but unlike the Rydberg states formed 
with ground state cores, those formed with metastable cores can autoionize after capture.  
If that autoionization occurs within our detector, it produces a background.  The electric 
fields in the detector that are necessary to Stark ionize the upper levels of the RESIS 
transition also have the effect of Stark mixing the more stable high-L metastable Rydberg 
ions that survive to the detector and enhancing their rate of autoionization, producing the 
background.  Such a background is present for both Rn-like ions, Th4+ and U6+, but it is 
much more troublesome in the U6+ case because of the smaller resolved signals.     
 
 In order to reduce the background, we constructed two additional electric field 
regions that intercept the metastable Rydberg ions before they reach our detector, Stark 
mixing them and enhancing their autoionization rate and thereby reducing the 
background.  With these devices, we achieved a reduction by a factor of 3-4 of the 
background rate, and a comparable reduction in the time necessary to attain a given noise 
level.   
 
 Using these new devices, we were also able to measure the fraction of Rydberg 
states that contain metastable cores, from which we can infer the metastable fraction of 
the initial ion beam extracted from the ECR.  This appears to be information that is 
difficult to obtain in any other way.  In the case of U6+, for example, more than half of the 
initial Rydberg beam appears to contain metastable core ions.  We were also able to 
determine, in the case of U6+, that a very large fraction (~95%)  of the metastable 
Rydberg ions  autoionize before reaching the detector.  This seems to eliminate one of the 
hypotheses we had proposed to explain the small size and puzzling shape  of the U6+ 
resolved RESIS signals, the dilution of the signal by more complex signals from 
metastable Rydberg ions.  On reflection, however, we realized that the "metastable 
dilution" hypotheses could still be correct IF there are metastable Rydberg levels that are 
stable against autoionization.  In U6+, the metastable levels consist of 1 hole in the 6p 
shell and one 5f valence electron, forming 12 even parity terms with 1 ≤ J ≤ 5, with a 
total statistical weight 84 times that of the ground state.  Most of these levels form 
Rydberg ions that can readily autoionize to other metastable channels or to the ground 
state channel by the quadrupole interactions that dominate in high-L levels.   However, if 
the lowest metastable level is the J=1 level, Rydberg electrons bound to that state would 
be forbidden to autoionize to the ground state channel, and could therefore be stable.  The 
Rydberg ions bound to these J=1 metastable levels could participate in the RESIS signal, 
perhaps at their statistical weight of 75%, thus reducing the RESIS signals from Rydberg 
states bound to the ion ground state by a factor of 4 relative to their expected size, and 
also causing a RESIS signal pattern that reflects the structure of both the J=0 ground state 

Lundeen

217



and of the J=1 metastable level.  This is currently our best hypothesis to explain the 
contrast between the signals seen in Figs. 1 and 2. As it turns out, there is some 
theoretical support for this hypothesis.  The calculations of Marianna and Ulyanna 
Safronova (Phys. Rev. A 84, 052515 (2011)) predict that the J=1 metastable level is the 
lowest energy metastable level in U6+, but NOT in Th4+.  Thus this hypothesis could 
answer the question of WHY the two isoelectronic Rn-like ions behave so differently in 
the RESIS studies.   
  
Immediate Future Plans 
 We are still working to improve the precision of our RESIS excitation spectra for 
both the U6+ and U5+ ions.  This has been made much less tedious by the reductions in 
background levels.  We are also planning to extend the metastable fraction measurements 
to include all four U and Th ions.   
   
Recent Publications: 
 1)  "Properties of Fr-like Th3+ from spectroscopy of high-L Rydberg levels of 
Th2+", Julie. A. Keele, M.E. Hanni, Shannon L. Woods, S.R. Lundeen , and C.W. 
Fehrenbach,  Phys. Rev. A 83, 062501 (2011) 
 2)  "Polarizabilities of Rn-like Th4+ from rf spectroscopy of Th3+ Rydberg levels", 
Julie A. Keele, S.R. Lundeen, and C.W. Fehrenbach, Phys. Rev. A 83, 062509 (2011).   
 3)   "Effective Potential Model for high-L Rydberg atoms and ions" Shannon L. 
Woods and S.R. Lundeen, Phys. Rev. A 85, 042505 (2012) 
 4)  “Measurements of dipole and quadrupole polarizabilities of Rn-like Th4+”, 
Julie. A. Keele, Chris S. Smith, S.R. Lundeen, and C.W. Fehrenbach,  Phys. Rev. A 85, 
064502  ( 2012)   
 5) "Microwave Spectroscopy of high-L, n=9 Rydberg levels of Nickel:  
Polarizabilities and Moments of the Ni+ ion", Shannon Woods, Chris Smith, Julie Keele, 
and S.R. Lundeen, Phys. Rev. A 87, 022511 (2013) 
 6) "Properties of  Fr-like Th3+ from rf spectroscopy of high-L Th2+ Rydberg ions", 
Julie A. Keele, Chris Smith, S.R. Lundeen, and C.W. Fehrenbach, Phys Rev A 88, 
022502 (2013) 
 
Other Reports 
"Ion Properties from high-L Rydberg atom spectroscopy:  Applications to Nickel" , 
Shannon L. Woods, PhD thesis, Colorado State University, Fall 2012 
 
"Properties of Th4+ and Th3+ from RF Spectroscopy of high-L Thorium Rydberg Ions", 
Julie A. Keele, PhD thesis, Colorado State University, Summer 2013 
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I. INTRODUCTION

Observations of quantum systems are made by examining them after they have moved
to macroscopic distances where they can be detected by devices such as photon or particle
detectors [1-7]. To our best knowledge, the Regularized Lattice Time-Dependent Schrödinger
Equation (RLTDSE) method is the only numerical technique to rigorously compute the time
evolution of quantum systems from microscopic to macroscopic scales without fitting onto
known or easily computed asymptotic approximations. The RLTDSE provides numerical
solutions for species with one active electron in coordinate regions that extend into the
macroscopic domain of several thousands of atomic units. Vortices in the velocity field of
wave functions for ionized electrons were discovered using the RLTDSE method.

II. RESULTS

Our main new contribution to this field is a joint project with an experimental group
in Germany to observe vortex structure and to model the observations theoretically. To do
this we found it necessary to treat two electron processes since observations are best made
for transfer ionization processes, which are inherently two-electron processes.

The processes
He++ +He → He+ +He++ + e− (1)

was studied experimentally using COLTIMS. The coordinate system that we use is shown
in Fig. 1.

The observed electron distribution is shown in Figs. (1 a) and (1c). Figure (1a) is
the distribution seen in the transverse plane for E=5keF/amu and b = 0.5au. It shows four
zeros (triangular blue regions) arranged around a central maxima and surrounded by a region
with four red maxima embedded in a yellow region of intermediate intensity. We modeled
this system using the advanced adiabatic theory to compute a two-electron wave function
at an internuclear separation of 10 atomic units. The transfer ionization component was
projected from this wave function and used as input for and RLTDSE program to propagate
the continuum electron to infinite distances. We then use the imaging theorem, namely,

lim
t→∞

[|ψ(r, t)|2d3r]
r=kt

= P (k)d3k. (2)

to extract the electron momentum distribution from the calculated coordinate space wave
function.

This equation insures that holes in P (k) relate directly to vortices in ψ(r, t), provided
the vector k does not point towards a charge center. Because Eq. (1) is fundamental to the
way one defines ionization amplitudes, we call this equation the ”imaging theorem”.

While comparison of computed and measured distributions confirms that zeros related
to vortices are observed experimentally, it is also clear that the velocity field itself cannot
be observed. To probe the velocity field we have added a strong pulsed laser field in the

2
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FIG. 1: Left figure: Coordinate system for collisions of He++ ions on He atoms. Right figure:

Density plot of electrons ejected in the transfer ionization process He+++He → He++He+++e−.
Here ve is the ejected electron velocity and vp is the magnitude of the projectile velocity. The energy

is 5 keV/amu and the impact parameter is b = 0.5au. Fig. (1a) is distributions seen in transverse

plane while Figs. 1(b) is the corresponding computed distribution where the dark arrows point in

direction of the velocity field. Fig. (1c) is the measured distribution in the scattering plane and

(1d) is the corresponding calculated distribution.

calculations. We find that a simple pulse does not change the observed distribution thus
the use of laser interactions with ejected electron beams do not give any information on the
velocity field. This is in accord with general theorems about the interaction of laser pulses
with free electrons.

III. PROPOSED RESEARCH

A. Computation of two-electron transfer ionization in He++ + He collisions and

laser fields.

Our first calculation of how laser pulses modify electron distributions showed no effect of
the velocity field. This is in accord with the Lawson-Woodard theorem [7]. Only if the laser
pulse is focused and not simply a function of k·r−ωt will there be an effect of the light on the
ejected electron distribution. We propose to compute the electron distribution of beams of
electrons having vortex structures interacting with focused laser beams. Preliminary results

3
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show that the electron beam passing through a laser beam focused to a gaussian beam of
width σ will become asymmetric by an amount Δ that depends upon the strength of the
vortex in the velocity field and the degree of focussing σ. This provides a way to observed
velocity field circulation directly, at least to the extent that a measurable parameter, Δ
relates to the strength of the vortex in the velocity field.

B. Formal anisotropy theory

We will formalize the proposed measurement using standard angular momentum theory
and the orientation parameter < Jz > for continuum states. This will extend the theory of
orientation and alignment to continuum states of atomic species.

IV. SUMMARY

We have made notable strides in showing that vortices discovered in a particular process
are observable in electron momentum distributions for charged particle impact. We have also
shown that vortices are modified by moderately short electric pulse ionization. In the latter
case we have not yet shown that the modifications can be observed. The present projects
are directed towards computing atomic wave functions for processes that are amenable to
observation.

Our projects are also directed towards understanding mechanisms for angular momentum
and energy transfer and their roles in the formation of vortices. The subject is of interest
for fundamental reasons, but may also impact quantum information and quantum control.
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Program Scope 

 The goals of this research program are: to provide theoretical support to, and 
collaboration with, various experimental programs that employ latest generation light 
sources, particularly ALS, APS and LCLS; to further our understanding of the 
photoabsorption process; and to study the properties (especially photoabsorption) of 
confined atoms and ions.  Specifically, calculations are performed using and upgrading 
state-of-the-art theoretical methodologies to help understand the physics of the 
experimental results; to suggest future experimental investigations; and seek out new 
phenomenology, especially in the realm of confined systems.  The primary areas of 
programmatic focus are: nondipole and relativistic effects in photoionization; 
photoabsorption of inner and outer shells of atoms and atomic ions (positive and 
negative); dynamical properties of atoms endrohedrally confined in buckyballs, primarily 
C60; studies of time delay on the attosecond scale in photoionization of free and confined 
atomic systems .  Flexibility is maintained to respond to opportunities. 
 
Highlights of Recent Progress  
1.  Confined Atoms 
 The study of confined atoms is fairly new.  There are a number of theoretical 
investigations of various atoms endohedrally confined in C60 [1,2] , but experimental 
studies are sparse [3-6].  Thus, we are conducting a program of calculations at various 
levels of approximation, aimed at delineating the properties of such systems, especially 
photoionization, to guide experiment.  Among our major results, we have found that a 
huge transfer of oscillator strength from the C60 shell, in the neighborhood of the giant 
plasmon resonance, to the encapsulated atom for both Ar@C60 [7] and Mg@C60 [8].  In 
addition, confinement resonances [9], oscillations that occur in the photoionization cross 
section of an endohedral atom owing to the interferences of the photoelectron wave 
function for direct emission with those scattered from the surrounding carbon shell have 
been predicted in a broad range of cases; recently, the existence of confinement 
resonances has been confirmed experimentally [5,6].  Further, the photoionization of 
endohedral atoms within nested fullerenes, has shown that, as a result of the multi-walled 
confining structures, the confinement resonances become considerably more complicated 
[10].   And we have shown that confinement resonances induce resonances in the time-
delay of photoelectron emission [11]. 
 Considering a Xe atom endohedrally confined in C60 the formation of a new type 
of atom-fullerene hybrid state was discovered [12]. These dimer-type states arise from 
the near-degeneracy of inner levels of the confined atom and the confining shell, in 
contrast to the known overlap-induced hybrid states around the Fermi level of smaller 
compounds, and are found to occur in confined noble gas, alkali-earth atoms [13] and the 
Zn series [14,15].   The photoionization cross sections of these hybrid states exhibit rich 
structures and are radically different from the cross sections of free atomic or fullerene 
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states.  This also occurs in buckyonions, nested fullerenes [16] which suggests the 
possibility of creating buckyonions with plasmons of specified character, i.e., designer 

resonances.  
 We have also explored the interatomic Coulomb decay (ICD) phenomenon in 
confined atoms and found, owing to hibridization between atomic and shell orbitals, that 
ICD occurs both ways, from atom to shell and shell to atom, and the rates (widths) are 
often much larger than the ordinary Auger rates [17].   
   
2.  Atomic/Ionic Photoionization 
 A relativistic random phase approximation study has explained the significant 
structure in subshell photoionization cross sections many keV above their thresholds 
found experimentally in Ag [18]; the structure is nonresonant and about 50 eV wide.  It 
was found to be induced by interchannel coupling with inner-shell ionization channels, in 
the vicinity of the inner-shell thresholds.  Of significance is that that this kind of structure 
should be a general phenomenon in photoionization throughout the Periodic Table. 

The photoionization parameters for Xe 5s were explored using the relativistic 
multiconfiguration Tamm–Dancoff (RMCTD) approximation which we are developing 
[19].  Encouragingly, we find that RMCTD provides significantly improved agreement 
with experiment, compared other relativistic many body approximations over the entire 
photon energy region bracketing the near-threshold 5s Cooper minimum, from the 5s 
threshold up to about 70 eV. The RMCTD results in the length form are in much better 
agreement with the experiment than those in the velocity form, suggesting that residual 
correlations of importance are not yet included; further development is thus required. 

     
Future Plans 

 Our future plans are to continue on the paths set out above.  In the area of 
confined atoms, expand on our studies of interatomic Coulomb decay (ICD) of 
resonances. We will also work on ways to enhance the time-dependent local-density 
approximation to make it more accurate in our calculations of confined atoms.  In 
addition, we shall work towards upgrading our theory to include relativistic interactions 
to be able to deal with heavy endohedrals with quantitative accuracy.  We will also look 
at the attosecond time delay in photoionization that has been found in various 
experiments, and we work to further our understanding of how confinement might affect 
this time delay.  Developmental work on enhancing our relativistic muticonfiguration 
Tamm-Damcoff (MCTD) theory shall continue with an eye towards dealing more 
accurately with situations like Ba 5s (discussed above).  In addition, the search for cases 
where nondipole effects are likely to be significant, as a guide for experiment, and 
quadrupole Cooper minima, will continue. And we shall respond to new experimental 
results that are in need of interpretation as they come up.    
 

Publication over the Past 3 Years Citing DOE Support 
● “Cooper Minima: A Window on Nondipole Photoionization at Low Energy,” G. B. Pradhan, J. Jose, 
P. C. Deshmukh, L. A. LaJohn, R. H. Pratt, and S. T. Manson, J. Phys. B 44, 201001-1-6 (2011). 
● “Electron correlation effects near the photoionization threshold: The Ar isoelectronic sequence,” J. 
Jose, G. B. Pradhan, V. Radojević, S. T. Manson, and P.C. Deshmukh, J. Phys. B 44, 195008-1-8 
(2011). 
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189-1-7 (2012). 
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Bautista, Z. Felfli, and S. T. Manson, Phys. Rev. A 85, 040701(R)-1-4 (2012). 
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● “Photoionization of Endohedral Atoms Using R-matrix Methods: Application to Xe@C60, T. W. 
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● “Atom-fullerene hybrid photoionization mediated by coupled d-states in Zn@C60,” Jaykob N. 
Maser, Mohammad H. Javani, Ruma De, Mohamed E. Madjet, Himadri S. Chakraborty,  and Steven 
T. Manson, Phys. Rev. A 86, 053201-1-5 (2012). 
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● “Core Correlation Effects in the Valence Photodetachment of Cu-,” J. Jose, H. R. Varma, P. C. 
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022098 (2012). 
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PROJECT DESCRIPTION

The focus of this project is the development, extension, and application of accurate, scalable computa-

tional methods for studying low-energy electron–molecule collisions, with emphasis on larger polyatomic

molecules relevant to electron-driven chemistry in biological and materials-processing contexts. Because

the required calculations are numerically intensive, efficient use of large-scale parallel computers is essen-

tial, and the computer codes developed for the project are designed to run both on tightly-coupled parallel

supercomputers and on workstation clusters.

HIGHLIGHTS

The past year saw progress on several significant projects, each involving collaboration with experi-

mentalists to study an electron–molecule collision problem related to biomolecules or biofuels. Highlights

include:

• Completed a collaborative study of angle-resolved dissociative electron attachment to uracil

• Extended our investigation of structural effects on resonant scattering patterns by completing a joint

experimental/theoretical study of scattering from several alkyl amines and from isobutanol

• Completed a study of elastic electron scattering from acetaldehyde

• Neared completion of a study of electron-impact excitation of the simplest alcohol, methanol

ACCOMPLISHMENTS

During 2014 we developed computational procedures necessary to explore angle-resolved dissociative

electron attachment processes while continuing to explore electron scattering processes in biologically

relevant molecules. Each of our investigations was carried out collaboratively with experimental colleagues

and in some cases with fellow computational scientists. The principal developments over the course of the

year are summarized below.

In collaboration with the Belkacem group (Lawrence Berkeley National Laboratory), who performed

the relevant experimental measurements, we have completed a study of angle-resolved dissociative attach-

ment to the uracil molecule. As the simplest nucleobase, uracil is a prototype for studying dissociative

attachment processes that can mediate electron-induced damage to DNA and RNA. Our results are obtained

by computing entrance amplitudes that describe how the probability of attaching an electron during a colli-

sion varies depending on the direction from which the electron approaches the molecule. We find, consistent

with the Belkacem group’s measurements, that the most likely source of the energetic H− ions formed via

attachment of electrons with ∼6 eV of kinetic energy is breaking of the N1–H1 bond; this conclusion is also

consistent with previous isotopic-substitution studies. These results have been written up in a joint paper

that has been submitted for publication.

For some time we have been interested in electron collisions with alcohols, which are actual or potential

biofuels. One fundamental issue that has arisen in our studies is the connection between the angular scattering

pattern and the molecular structure. Specifically, in the 6 to 10 eV range of collision energies, straight-chain

alcohols tend to show an f -wave scattering pattern and branched alcohols a d-wave pattern [1–4]. A similar

pattern is known in alkanes. To explore this further, we collaborated with the exerimental group of Murtadha

Khakoo (California State University, Fullerton) and the computational group of Márcio Bettega (Federal
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University of Paraná, Brazil) to investigate additional, related molecules. The Khakoo group measured cross

sections for isobutanol, a molecule for which we had previously computed results [3], while we worked

with the Bettega group to calculate cross sections for a number of alkyl amines, isoelectronic analogues of

the alcohols in which an NH2 group replaces the OH group. We found that, with a few exceptions, the same

pattern persists in the amines. This work recently appeared in Physical Review A [5].

Also in collaboration with the Khakoo group, we completed and published [6] a study of elastic

scattering by acetaldehyde, a prototype system for biomolecules containing C–O π∗ resonances, and we are

nearing completion of a study of electron-impact excitation of methanol (CH3OH) to several of its low-lying

electronic states. The latter work both extends our studies of alcohols to inelastic process and builds on

our previous study of electron-impact excitation of the related molecule water [7,8]. Like water, methanol

presents both experimental and computational challenges that necessitate a careful treatment, but this work

is in its final stages and will be submitted for publication in the near future.

PLANS FOR COMING YEAR

We plan to continue collaborating on angle-resolved dissociative attachment with our experimental

colleagues at LBL. We are currently discussing a suitable target to follow up our study of uracil—ideally,

either another pyrimidine nucleobase, or an analogue such as pyrazine or pyrimidine itself. One constraint

is that such a target must exhibit at least one impulsive, two-body dissociation process so that the axial-recoil

approximation can be applied.

We also plan to continue our collaboration with the groups of Murtadha Khakoo and Leigh Hargreaves

at California State University, Fullerton, on elastic and inelastic electron–molecule collision problems of

mutual interest. In the coming year we will wrap up our study of methanol and move on to electron-impact

excitation of the next larger alcohol, ethanol. In that work we will apply many of the insights gained during

our studies of methanol and, prior to that, water. We also plan to complete work under way on elastic

scattering by chloromethane (CH3Cl) and chloroethane (C2H5Cl) before moving on to study vibrational

excitation of CH3Cl and, further down the road, dissociative attachment to CH3Cl.

Finally, we will begin exploring the use of localized-orbital techniques to improve the scaling of

accurate electron-scattering calculations in larger molecules, with an initial focus on DNA or RNA base

pairs.
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Program Scope 

Nonlinear X-ray spectroscopy experiments, which use sequences of coherent broadband X-ray 
pulses, are made possible by new X-ray free electron laser (XFEL) and high harmonic 
generation (HHG) sources. These provide a unique window into the motions of electrons and 
nuclei in molecules and materials. This program is aimed at the design of novel X-ray pulse 
sequences for probing valence electronic excitations, the development of computational 
approaches for describing core-excited states, and the application of these techniques to 
specific molecular systems. Nonlinear spectroscopy techniques widely used in the visible and 
infrared regimes (e.g. time-resolved photoelectron spectroscopy, time-resolved broadband 
stimulated Raman, coherent control and frequency combs) are extended to the X-ray regime. 
Applications are made to energy transfer in metalloporphyrin heterodimers, effects of electronic 
coherence in nanostructured photovoltaics, charge and energy transfer between different metal 
centers in mixed-valence complexes, and delocalized carbon core excitations in conjugated 
hydrocarbons. Signatures of vibrational motions and nonadiabatic dynamics in photo-excited 
molecules are identified via two-dimensional X-ray correlation spectroscopy of multiple core 
states, time-, frequency-, and wavevector- resolved X-ray diffraction from single molecules as well 
as photon coincidence detection of multidimensional attosecond X-ray scattering. 

Recent Progress 

Multiporphyrin arrays are good candidates for artificial photosynthesis and molecular 
electronics applications.  Understanding the excitation energy transfer (EET) pathways in 
these systems is of considerable interest. Stimulated X-ray Raman spectroscopy (SXRS) signals 
of various porphyrin heterodimers with different linkers, bonding structures, and geometries 
were predicted. The time-domain one- and two-color SXRS signals show coherent excitonic 
motions, which can be directly mapped into the excited state doorway wavepacket created by 
the pump pulse, which probes the EET (Fig. 1). SXRS signals are demonstrated to be very 
sensitive to the chemical bonding and local geometrical environment, and offer a novel 
window for photophysical and photochemical processes that could help the design of efficient 
solar energy devices.  
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Fig. 1: Left: The time-resolved I2P-SXRS signals for the Zn-Ni porphyrin dimer for 0-120 fs. Single-color 
Zn2p/Zn2p (in blue) and two-color Zn2p/Ni2p signal, with a zinc pump and nickel probe, (in red). Middle: The 
first ten femtoseconds of the signals (shaded region in the left panel), on an expanded scale. Right: Fourier 
transform of the left panel.  

The SXRS technique was further extended to multiple core excitation states of the same 
element. Carbon K-edge signals were simulated for the furan molecule with two types of 
carbons, Cα and Cβ. We studied the interference between pathways contributing to the signals 
from different sites. There are four channels αα, ββ, αβ, and βα (Fig. 2), where, for example, αβ 
denotes Cα 1s excitations by the pump pulse followed by Cβ 1s excitations by the probe pulse. 
We found that direct addition of the pure signals (αα + ββ) differs from the total signal (αα + 
ββ + αβ + βα) owing to the significant contribution of the mixed channels (αβ + βα). We also 
investigated the influence of vibronic coupling on SXRS signals by using the linear coupling 
exciton-phonon model and the cumulant expansion. Fine-structure features were obtained. 
The nuclei act as a bath for electronic transitions which accelerates the decay of the time-
domain signal. 

Our previously-developed description of time- and frequency-resolved detection of 
spontaneous emission was extended to the detection of diffracted X-rays.  This extension 
showed the contribution of inelastic scattering events and provided a way to select them in 
the diffraction signal.  Inelastic terms, which do not contribute to the diffraction from crystals, 
must be taken into account for scattering from single-molecule samples.  This work was 
further extended to multidimensional X-ray diffraction in which several X-ray pulses are 
scattered from the sample.  These create a non-stationary state which is probed by the 
scattering of a final X-ray pulse.  X-ray photon coincidence detection was also explored. 
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Fig. 2: Interactions of the pump (middle) and probe (left) X-ray pulses with furan. Both pulses are tuned at 
the C K-dege to resonate with core excitations from the Cα and Cβ 1s orbitals.  Right: Simulated SXRS signals 
with contributions from different core-excitation pathways. αα, ββ, αβ, or βα distinguish the two core 
excitations in furan during the interaction with the pump and probe pulses.  

Future Plans 

In addition to the linear response TDDFT approach, we shall employ the real-time TDDFT 
method in X-ray nonlinear spectroscopy simulations. At this level of theory, all physical 
properties of the system are solely determined by the time-dependent charge density 
obtained from direct propagation of the time-dependent Kohn-Sham equation. TDDFT avoids 
calculating the more complicated many-body wavefunction and is computationally more 
affordable than conventional post-Hartree-Fock methods. Real-time TDDFT provides a 
convenient way for calculating the high-order response properties of the system, without the 
evaluation of very complicated functional derivatives. High-order responses are important in 
nonlinear spectroscopy experiments with intense laser fields. TDDFT has been implemented 
in standard quantum chemistry packages such as Gaussian, NWChem and Octopus.  It will be 
employed to study the electronic relaxation dynamics after a sudden core ionization and 
photoinduced electron-transfer dynamics between donor-acceptor pairs.  Ab initio Ehrenfest 
dynamics simulations will be carried out to include nuclear motions and nonadiabatic 
reaction dynamics.  

Previously, we proposed the X-ray photon-echo signals. Calculations were implemented at a 
low level by using the equivalent-core-hole method. We plan to use the state-averaged multi-
configurational self-consistent-field (MCSCF) method to obtain more accurate signals.  We will 
investigate the aminophenol molecule, which has single N and O centers. Valence excited 
states, single core excited states (N1s-1 and O1s-1), and double core excited states (N1s-1O1s-1, 
N1s-1 N1s-1 and O1s-1O1s-1) will be simulated. In addition, we plan to calculate the double-
quantum-coherence signals, which reveal the coupling between doubly and singly excited 
states. 

Time-resolved photoelectron and Auger-electron spectroscopy signals will be simulated.  
These techniques provide sensitive probes of electronic and nuclear dynamics and can track 
radiationless decay of electronic excited states through non Born-Oppenheimer dynamics.  
The simulation of these processes involves many different degrees of freedom (core, valence, 
and continuum electronic levels as well as internal vibrations and environmental degrees of 
freedom) and our approach will give a unified, practical way of treating them at different levels 
of theory. 
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Program Scope 
In this project, ultrashort electromagnetic pulses in the visible, extreme ultraviolet (EUV), and x-ray 
spectral ranges are all used in complementary efforts to gain experimental access to elementary material 
excitations and fundamental condensed matter processes on ultrafast time scales and mesoscopic length 
scales. Of primary interest are heat transport, whose nondiffusive character at short length scales plays 
important roles in thermoelectric materials and nanoscale devices, and structural evolution in disordered 
media, which shows dynamics on wide-ranging time scales that have long eluded first-principles 
description. Central to these phenomena are acoustic phonons, which mediate both thermal transport and 
the compressional and shear components of structural relaxation. In addition to direct time-resolved 
observation of thermal transport, longitudinal, transverse, and surface acoustic wave generation and 
detection are key elements of our experiments in all spectral ranges.  
We develop and use a variety of methods to excite and monitor acoustic waves and thermal transport on a 
wide range of length and time scales. For length scales in the roughly 1-100 micron range, we use crossed 
optical pulses to form an interference or "transient grating" (TG) pattern, directly generating thermoelastic 
responses with the grating period  (i.e. with wavevector magnitude q = 2/). The responses are 
monitored by time-resolved diffraction of probe laser light, revealing damped acoustic oscillations (from 
which acoustic speeds and attenuation rates, and elastic and loss moduli, are determined) and showing the 
kinetics of thermal transport from the heated interference maxima (the transient grating "peaks") to the 
unheated minima ("nulls"). The acoustic frequencies at these wavelengths are in the MHz or low GHz 
range. In order to reach higher acoustic frequencies and to monitor heat transport on length scales far less 
than 1 m, we are working to extend transient grating methods to EUV wavelengths, taking advantage of 
ever-increasing EUV pulse energies produced through high harmonic generation (HHG), and to hard x-
ray wavelengths using the LCLS facility at Stanford. Alternatively, spatially periodic structures can be 
deposited onto substrate surfaces so that optical irradiation produces thermoelastic responses at the 
specified periods which may be as small as a few tens of nanometers. Time-resolved diffraction of 
variably delayed EUV pulses reveals the corresponding surface acoustic wave oscillations and thermal 
transport kinetics with extremely high sensitivity. To excite bulk acoustic waves up to THz frequencies, 
irradiation of a superlattice structures of alternating layers with different optical absorption spectra 
generates a thermoelastic response including a compressional acoustic wave with the superlattice period. 
A thin opaque layer also may be irradiated so that its thermal expansion launches an acoustic wave into a 
substrate. The bulk acoustic waves generated in these methods may be detected by time-resolved 
reflectivity, interferometry, or other optical probes.  
Recent Progress 
Nanoscale thermal transport and acoustics with EUV pulses   
Generation and Control of Ultrashort-Wavelength Surface and Longitudinal Acoustic Waves at 
Nanoscale Interfaces: In a collaboration between JILA, MIT and Berkeley, we generated and probed the 

Nelson

239



shortest wavelength surface acoustic waves (SAW) to date, at 45 nm (frequency ~80 GHz), with 
corresponding penetration depths of ~10 nm. [1,2] This result is significant for nanoscale materials 
physics because it makes it possible to selectively probe the mechanical properties of very thin films and 
interfaces, as well as nanostructures deposited on or embedded within a surface. We characterized the 
acoustic velocity dispersion of 1D and 2D Ni nanostructures with periods 45 nm – 4 m. As the SAW 
wavelength and penetration depth decrease, the velocity deviates significantly from that of the stiffer 
sapphire substrate. A single optical pump pulse excited multiple SAW modes, but pairs of pulses timed to 
arrive in or out of phase with the first-order SAW mode frequency selectively excited either the first or 
second-order mode. A detailed finite element analysis of pseudo-SAW eigenmodes in 1D and 2D 
phononic crystal structures was also performed. [2] The SAW velocity dispersion calculated through this 
finite element analysis is shown as a blue dashed line in Fig. 1b, in very good agreement with the data. 
The deviation from the substrate Rayleigh velocity yields information about the mechanical properties of 
the nanostructure, and offers a new method for surface nanometrology using picosecond SAWs at 
ultrashort wavelengths.  

 
Fig. 1. (A) Selective acoustic wave generation in a 220 nm period Ni nano-grating using optical pulse sequences. 
Pulse pairs timed to drive the first-order SAW mode in phase (top left) and out of phase (lower left) generated the 
first and second order mode respectively as shown by the FFT spectra on the right. (B) Velocity dispersion curves 
for 2D nickel-on-sapphire structures with various periods P. Fundamental, second order, and diagonal SAW mode 
oscillations were observed. The blue dashed line is from finite element simulations that also show the displacement 
profiles of the modes, illustrated in the inset for the fundamental mode. 
In addition to surface acoustic waves, optical excitation launches longitudinal acoustic waves within 
surface nanostructures [1,2]. The acoustic "echoes" can be detected after reflection when they return to 
the free surface, as in conventional picosecond ultrasonics measurements. However, EUV detection has 
distinct advantages in that the smaller probing wavelength leads to intrinsically higher sensitivity to 
surface displacements and the EUV reflectivity is insensitive to electronic excitation. In current work on 
the mechanical properties of ultrathin (0-6 nm, with increments as small as one atomic layer) Ta layers 
deposited on 10 nm of Ni by XRR-calibrated sputter deposition, a single nanometer of Ta visibly changes 
the acoustic frequency. Mechanical properties of materials can be studied as a function of layer thickness.     
Optical measurements of GHz-THz acoustics: structural relaxation dynamics & thermal transport 
Structural relaxation dynamics and scaling behavior of supercooled liquids: As is well known from 
ordinary experience with viscous liquids as they are taken from warm to cool temperatures, their 
dynamical behavior spans an extraordinary range of time scales. The challenges posed to experimental 
measurements of structural relaxation dynamics from picosecond to many-second time scales have left 
the most fundamental questions unanswered despite decades of study. Do supercooled liquids show 
"universal" characteristics, at least within some classes of materials? Do they show critical phenomena, 
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with scaling laws and relations among critical exponents that transcend individual substances? The liquid-
glass transition is not a phase transition, but a first-principles mode-coupling theory (MCT) has predicted 
that the dynamics of supercooled liquids can be understood in terms of a transition at a critical 
temperature Tc from an ergodic, equilibrium liquid to a non-ergodic, nonequilibrium state in which the 
liquid is kinetically constrained from reaching many of its energetically accessible configurations. The 
theory predicts the two main dynamical features seen in simple glass formers such van der Waals organic 
liquids, namely the primary (alpha), strongly temperature-dependent relaxation dynamics that we 
associate with viscous fluids, involving the breakup and reformation of intermolecular "cage" geometries, 
and the faster (beta), nearly temperature-independent relaxation among multiple local configurations 
within existing geometries. Two key dynamical scaling predictions have never been tested directly 
because they require experimental measurements of structural relaxation dynamics over an extremely 
wide range of time (or frequency) scales. We conducted photoacoustic measurements spanning the 1 
MHz - 100 GHz frequency range and a collaborating group from Roskilde University (Denmark) 
conducted dynamic mechanical measurements in the mHz-kHz range to determine the complex elastic 
modulus (or its inverse, the compliance) over 13 decades of frequency with less than three decades of 
gaps. The effort was by many decades the most comprehensive study of viscomechanical dynamics ever 
performed on a single material (the single-component liquid tetramethyl-tetraphenyl-trisiloxane, sold as a 
commercial oil with the trade name DC704). It also required the first MCT analysis of density dynamics 
across mHz through GHz frequencies. The analysis has now been completed. [3] 
 
 
 
 
 
 
 
 
 
 
 
The data show agreement over all 13 decades with "time-temperature scaling" (TTS) of the alpha 
relaxation spectrum which moves from GHz frequencies at high T to millihertz frequencies at low T. TTS 
means that the relaxation spectrum, plotted on a log() scale, appears identical at all temperatures, with 
the same frequency-dependent form and width, and simply shifts from high to low frequency without any 
other change as T is reduced. Figure 2a shows that the alpha spectra, after scaling by their peak 
frequencies max, do indeed superpose as predicted. Although TTS is often assumed in practical 
applications such as polymer processing, this is the first direct, comprehensive test of the prediction. Note 
that the high-frequency wings of the alpha spectra can be fit by a power-law frequency-dependence -b 
with b = 0.5. As Tc = 240 K is approached, the low-frequency wings of the beta spectra (which all overlap 
at GHz frequencies before scaling) also show a power-law dependence a with a = 0.3. As shown in Fig. 
2b, that value is consistent with a MCT prediction of a Gamma-function relation (shown) between the 
dynamic critical exponents. Direct testing of this crucial MCT prediction, which connects the seemingly 
disparate alpha and beta relaxation kinetics, has been elusive because it requires measurement of the 10-
100 GHz beta relaxation dynamics as well as the much slower alpha relaxation dynamics.  
GHz-THz acoustic phonon-mediated thermal transport: We made significant progress on GHz and even 
THz acoustic wave generation and detection on several fronts. We measured acoustic attenuation 
mechanisms for acoustic waves in the 0.5-THz frequency range, a step toward mapping the mean free 
paths of phonons and thereby determining their contributions to thermal transport. [4,5] Going further, 
using a superlattice (SL) formed by GaN/InGaN multiple quantum wells with a strongly asymmetric unit 
cell (3 nm and 19 nm respective layer thicknesses), we generated a frequency comb comprising seven 

Fig. 2. Supercooled liquids and 
scaling relations consistent with 
mode-coupling theory (MCT). (a) 
Scaling of loss compliance spectra 
J"() by peak frequency shows time-
temperature superposition of the 
alpha relaxation dynamics over an 
unprecedented 13 decades. (b) 
Power-law exponents a and b from 
the two seemingly disparate alpha 
and beta dynamical regimes show 
the predicted relation between them. 
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acoustic modes spanning a range from 360 GHz to 2.5 THz, the highest coherent acoustic frequency 
(corresponding to an acoustic wavelength of ~3 nm) generated and measured to date to our knowledge. 
[6] We also showed that optical reflectivity can be used to detect THz-frequency acoustic waves [7] even 
though the probe light penetrates deeper than the acoustic wavelength, which would suggest that the 
measurement would average over acoustic cycles rather than resolving their time-dependent profiles. 
Instead, the signal generated as the acoustic wave reaches a free surface distinguishes its ultrashort 
character and allows a time-resolved optical measurement. Our measurements are providing increased 
access to GHz-THz acoustic waves that mediate nondiffusive thermal transport. 
Future Plans 
In a collaboration among MIT-JILA-LBL, we will extend our understanding of nanoscale heat flow from 
isolated 1D and 2D hot spots as well as dense arrays of nanoheaters. We have found that thermal transport 
from isolated nanosystems is significantly slower than diffusive predictions at length scales <100 nm for 
most crystalline materials, while densely packed arrays of similarly sized sources retain diffusive 
transport kinetics on the length scale of the distance between nanoelements. [8,9] Shorter EUV and soft x-
ray wavelengths will probe more deeply into the nanoscale. Collaborative effort involving these and 
optical wavelengths will also characterize phonon mean free path spectra and compare them to measured 
thermal transport kinetics. We will implement full-field dynamic imaging of nanoscale heat flow and 
acoustic dynamics using coherent diffractive imaging. Further work on supercooled liquids will extend 
the frequency range to approach 1 THz and will include shear as well as compressional measurements. 
Finally, transient grating measurements will be extended to high wavevectors using EUV wavelengths at 
JILA and x-ray wavelengths at FEL facilities.  
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Program Scope

This program will study how energy is interchanged in electron and photon collisions with molecules leading to ex-
citation and dissociation. Modern ab initio techniques, both for the photoionization and electron scattering, and the
subsequent nuclear dynamics studies, are used to accurately treat these problems. This work addresses vibrational ex-
citation and dissociative attachment following electron impact, and the dynamics following inner shell photoionzation.
These problems are ones for which a full multi-dimensional treatment of the nuclear dynamics is essential and where
non-adiabatic effects are expected to be important.

Recent Progress

Molecular-Frame Photoelectron Angular Distributions (MFPADs)
Core-level and, in some cases, inner-valence level photoionization can lead to direct or indirect double ionization
through Auger or autoionization processes that frequently populate dissociative dication states. In such instances,
coincident measurement of photoelectrons and fragment ion momenta allows one to study photoelectron angular dis-
tributions in the molecular-frame. We have used the complex Kohn variational method to compute these fixed-nuclei
photoionization amplitudes. We have applied this to problems such as the isomerization of acetylene (Publication #3,
#4) and the isomerization of C2H4 (Publication #7). We have begun studies on using the complex Kohn variational
method to calculate MFPADs for carbon 1s core ionization of neutral acetylene. We then have then substituted hydro-
gen for fluorine, breaking the gerade, ungerade symmetry and compare these MFPADs to the acetylene results. We
have then computed the MFPADs for FCCF, restoring the the gerade, ungerade symmetry but studying the effect of
a strongly electronegative atom on the angular distribution. In addition, we have studied the results of ionizing the
fluorine 1s instead of the carbon.

Ion-momentum imaging of dissociative electron attachment dynamics in acetylene
Previously we had studied dissociative electron attachment (DEA) of the acetylene molecule. These calculations
showed that there was a barrier to reaction in linear geometry. Bending the molecule, which broke the D∞h symmetry
and allowed coupling between the ground Σ state of the anion and a component of the Π excited state of the anion
lowered the barrier and allowed the reaction to proceed. These calculations produced cross sections and isotope effects
that were in good agreement with experiment. Recently, the Auburn group have carried out ion-momentum imaging of
the products of dissociative electron attachment in acetylene. The entrance amplitude for this process was calculated
to obtain an attachment probability which was integrated over the angle azimuthal to the recoil axis to produce an
observable angular distribution. This coincides with the measured angular distribution if the overall rotation of the
molecule is slow compared to dissociation and if the fragments recoil at a given angle in the molecular frame, i.e., if
the molecular frame recoil axis R is constant over the Franck-Condon region of the neutral. As expected, since theory
predicted significant bending during dissociation, this was not found to be the case. However, if the recoil axis was
rotated by a fixed amount before averaging the attachment probability over the azimuthal angle the effect of bending
can be included (since the H fragment is light, its rotation angle is nearly equal to the C-C-H bending angle). The
results with a bending angle around 27 degrees was found to be in good agreement with the observed experimental
fragment angular distribution, although the forward/backward asymmetry seen in the experiment is not completely
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reproduced by the theory. A paper on this work has been submitted to Physical Review A (Publication #10).

Future Plans

Molecular-Frame Photoelectron Angular Distributions (MFPADs)
We plan to complete our studies of FCCF, FCCH and HCCH, obtaining the MFPADs from the carbon and fluorine 1s
photoionization. We will then look at systems such as Lithium Carbide (Li-C-C-Li) and and Sodium Carbide (Na-C-
C-Na) where now the hydrogen and fluorine are replaced by electropositive atoms.
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Project Scope: The primary objectives of this program are to investigate the fundamental physics 
and chemistry involved in low-energy (1-250 eV) electron and soft x-ray interactions with 
complex targets. There is a particular emphasis on understanding correlated electron interactions 
and energy exchange in the deep valence and shallow core regions of the collision targets. The 
energy loss channels associated with these types of excitations involve ionization/hole exchange 
and negative ion resonances. Thus, the energy decay pathways are extremely sensitive to many 
body interactions and changes in local potentials. Our proposed investigations should help 
determine the roles of hole exchange via inter-atomic and intermolecular Coulomb decay (ICD) 
and energy exchange via localized shape and Feshbach resonances in the non-thermal damage of 
biological interfaces.  
 
Recent Progress: We have worked on three major tasks during the previous funding cycle. 
The first task focused on experimental studies of ICD at interfaces and in the condensed 
phase. The second examined low-energy electron induced damage of DNA adsorbed on 
graphene. The third probed the role of secondary electrons and substrate interactions in x-ray 
induced DNA damage.  
 
Project 1. Intermolecular Coulomb decay (ICD) and Coulomb explosions.   

We recently demonstrated that ejection of H+(H2O)n=1-8 from low energy electron 
irradiated water clusters adsorbed on graphite and overlayers of Ar, Kr or Xe results from 
ICD at the mixed interface. Inner valence holes in water (2a1

-1), Ar (3s-1), Kr (4s-1) and Xe 
(5s-1) correlate with the cluster appearance thresholds and initiate ICD. Proton transfer 
occurred during or immediately after ICD and the resultant Coulomb explosions lead to 
H+(H2O)n=1-8 desorption with kinetic energies that vary with initiating state, final state and 
inter-atomic/molecular distances. 

 
The primary threshold energies for direct ejection of H+(H2O)n=4 are 35 ± 2 eV, 29 ± 

2 eV, 29.8 ± 2 eV and 23 ± 2 eV for H+(H2O)n from < 0.5 ML of (H2O)n on graphite and Ar, 
Kr and Xe covered graphite, respectively. The low threshold energies and slow KE 
distributions (relative to multilayer water) indicate that formation/desorption of H+(H2O)n 
from <0.5 ML of (H2O)n on graphite and Ar, Kr and Xe covered graphite involves ICD. 
Though the observed cluster sizes reflected the nascent deposited cluster distribution, the 
two-component energy distributions reflected the initial hole identities and eventual charge 
locations produced via ICD.  These previous studies established that energy resolved 
electron beam induced desorption of cations can directly examine ICD on surfaces and in the 
condensed phase.   
 
Project 2. Low-energy electron induced damage of DNA on a novel graphene platform 

We have used a sensitive chemical vapor deposited graphene platform for controlled 
and enhanced sequence dependent DNA damage studies.  The use of p-doped graphene 
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substrates enhances DNA breakage due to phosphate mediated parallel adsorption geometries 
and direct ballistic electron transfer to phosphate σ* levels. Graphene adsorbed on Au-thin 
films also provides enhanced electric fields for Surface Enhanced Raman micro-
spectroscopy.  The combination of these effects allows direct and fast assessment of ≤ 5 eV 
electron induced DNA damage as a function of base sequence without separations and 
amplification steps.  

 
We have recently examined LEE induced damage of nucleotides that have a minor 

change in the structure of the sugar.  Specifically, we have examined the LEE induced 
damage of deoxyadenosine monophosphate (dAMP) and adenosine monophosphate (rAMP)   
using the graphene Raman micro-spectroscopy approach described above.  The Raman 
spectra of the LEE iradiated thin-films of dAMP and rAMP are shown in Figure 1.  The 
black line represents the pristine unirradiated sample and shows well defined Raman 
signatures. There 
is no observable 
changes in the 
Raman spectra 
after 1 eV electron 
irradiation, despite 
the fact that 
resonances below 
1 eV are expected 
based on gas-
phase studies of 
the constituent 
sugars and bases. 
However, as 
shown in the blue line, significant damage of dAMP (labeled dA in the left frame of  Figure 
1) occurs after 2 eV electron bombardment.     In fact, in addition to the breaking the C-O-P 
bond, several bonds in the sugar ring and base are also broken.  The situation is not the same 
for the rAMP (labeled rA in the right frame).  There is  limited damage even at 2 eV.  
Remarkably, the simple addition of an –OH group to the 2′-C site dramatically changes the 
stability of the nucleotide with respect to glycosidic bond cleavage and base damage.  This is 
likely related to the nature of the sugar shape resonances and decay products and the ability 
of charge to be transferred to  the phosphate σ* levels.  
 
Project 3. X-ray  induced damage of DNA and spin-filtering of electrons.  

Our collaboration at Argonne National Laboratory has recently focused on examining 
x-ray damage of DNA adsorbed on Au in two different conformations.  The first is a 
thiolated form which binds via a S bond and the other is direct adsorption via the bases.  
Differences in the damage cross sections are observed which can be related to the degree of 
charge exchange with the surface.   Specifically, we performed a comparison of the radiation 
damage occurring in DNA adsorbed on gold in two different conformations, when the DNA 
is thiolated and bound covalently to the substrate and when it is unthiolated and interacts 
with the substrate through the bases. Both molecules were found to organize so as to protrude 
from the surface at ~45 degrees. Distinct differences were found in the N 1s X-ray absorption 

         
Fig. 1.  Raman microspectroscopy of LEE induced damage of (Left)  
deoxyadenosine    monophosphate (dAMP, labeled dA), (Right) Adenosine 
monophosphate (rAMP, labeled rA).   Note severe damage in dA and limited 
damage in rA at or below 2 eV incident electron energies. 
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spectra corresponding to the lowest unoccupied molecular orbitals (LUMOs) of the isolated 
molecule.  

 
In the case of the adsorbed thiolated DNA, this state is less populated as compared to 

the adsorbed unthiolated molecules. This is a result of electron transfer from the substrate to 
the unthiolated adsorbed DNA. Changes in the time-dependent C 1s and O 1s X-ray 
photoelectron (XP) spectra resulting from irradiation were interpreted to arise from cleavage 
of the phosphodiester bond and possibly COH desorption. By fitting the time-dependent XP 
spectra to a simple kinetic model, time constants were extracted, which were converted to 
cross sections and quantum yields. The damage cross section was found to be significantly 
higher for the thiolated DNA, probably resulting from the LUMO initially being less 
populated and hence more effective in capturing of low energy secondary electrons. 
 

We have also contributed to an experimental and theoretical study of the kinetic 
energy dependence of spin filtering of electrons by organized layers of DNA adsorbed on a 
gold substrate. Using synchrotron radiation excitation, X-ray Photoelectron Spectroscopy 
Circular Dichroism measurements were made of electrons with energies in the range 30 to 
760 eV.  In all cases there was no evidence of any significant dichroism.  These results are 
explained by a model in which the longitudinal polarization is strongly dependent of the k-
vector, and hence the energy or the de Broglie wavelength. For a helix with a fixed number 
of turns, this dependence is due to a coherent process associated with multiple scattering. 
This model predicts that there is a window of energies where changes in the polarization 
should be expected. Two competing effects determine this window: the de Broglie 
wavelength must be small enough to be comparable to the spatial extension of the helix and it 
must be large enough so that the residence time of the electron in the scattering region allows 
for at least double scattering to take place. 
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The hard X-ray Free Electron Laser (XFEL) is a revolutionary new tool for the study of 
key systems and processes in the energy, physical, and life sciences. The unprecedented 
ability to record femtosecond X-ray snapshots offers the potential to understand and 
control the structural and dynamical properties of atoms, molecules, and nanostructures 
with superb spatial and temporal resolution. 
 
To realize their full potential, revolutionary experimental tools must be accompanied by 
powerful theoretical frameworks.  There is an urgent need for new data-analytical 
approaches capable of efficiently extracting reliable information from XFEL datasets in 
the presence of sample heterogeneity and timing uncertainty.   
 
Methods recently developed in our group offer the possibility to extract conformational, 
ensemble-kinetic, and dynamical information from such datasets [1-7].  These methods 
combine techniques from Riemannian geometry, graph-theoretical dimensionality 
reduction (“manifold embedding”), and scattering physics.  Fundamentally, however, 
they are based on two simple observations.  First, most experimental datasets are 
heterogeneous, in the sense that they stem from collections of non-identical objects, 
differing, for example, in their conformational state.  Second, each snapshot in a 
heterogeneous dataset provides information about all observed states of the system.  For 
example, the view from the back of a person’s head has valuable information about the 
full-frontal view, because it reveals where the ears are – irrespective of whether the 
person is smiling or not.  By substantially increasing the extracted information, this 
approach enables one to operate at exceptionally low signal levels.  More importantly, it 
offers the exciting possibility to use the information from all observed states of a system 
to reconstruct each state.  
 
Mapping discrete and continuous conformations of nanomachines 
We have developed a new generation of algorithms capable of determining the structure 
and conformations of nanomachines from large noisy ensembles of heterogeneous 
snapshots, and demonstrated this capability in the context of simulated XFEL diffraction 
snapshots from discrete conformations, and experimental cryo-electron microscope 
(cryo-EM) image snapshots for continuous conformational changes.   

Fig.1 show the sorting of two million simulated diffraction snapshots from 10 discrete 
conformations of the biologically important enzyme adenelyate kinase (ADK), able to 
assume any orientation in three-dimensional space.  All 10 conformations are correctly 
sorted.  Fig. 2 shows the accurate sorting of simulated cryo-EM snapshots emanating 
from two discrete conformations of the ribosome responsible for protein synthesis in all 
cells.  The signal-to-noise ratio of the input snapshots was -12dB (0.06 on a linear scale).   
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The application of these approaches to experimental cryo-EM snapshots of the ribosome 
has allowed us to determine the energy landscape associated with the protein-synthesis 
(elongation) cycle, and compile three-dimensional movies of the continuous 
conformational changes during the work cycle of this important nanomachine (Fig. 3). 
 

 
 
 

Fig. 1.  Sorting of discrete conformations.  10 conformations of the 
enzyme adenylate kinase sorted by unsupervised manifold embedding.  
The axes are the first two eigenvectors of the Diffusion Map algorithm. 

Fig. 2.  Sorting of two discrete ribosome conformations 
(with and without EFG) with 99.96% accuracy.  The signal-to-
noise ratio of the input snapshots was 0.06. 
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Publications from DoE sponsored research 
The following papers report on results obtained in the course of this project: 
1. D. Giannakis, P. Schwander, and A. Ourmazd, Symmetries of image formation: 

I. Theoretical framework, Optics Express 20, 12799 (2012). 
2. P. Schwander, D. Giannakis, C.H. Yoon, and A. Ourmazd, Symmetries of image 

formation: II. Applications, Optics Express 20, 12827 (2012). 
3. J.M. Glownia, A. Ourmazd, R. Fung, J. Cryan, A. Natan, R. Coffee, and P.H. 

Bucksbaum, Sub-cycle strong-field influences in X-ray photoionization, CLEO 
Technical Digest, QW1F.3 (2012). 

4. P. Schwander, R. Fung, A. Ourmazd, Conformations of macromolecules and their 

Fig. 3.  (A) Three views of a map of the 80S ribosome recovered by our approach.   
Arrows indicate four key conformational changes associated with the elongation work 
cycle of the ribosome.  (B) The energy landscape traversed by the ribosome.  The 
color bar shows the energy scale (uncertainty: +/-0.05 kcal/Mol). The roughly 
triangular minimum-free-energy trajectory is divided into 50 states.  Arrows indicate 
the structural changes between seven selected states, each identified by its place in the 
sequence of 50 states.  The signal-to-noise ratio of the input experimental snapshots 
was ~ 0.06. 
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complexes from heterogeneous datasets, Phil Trans Roy Soc B 369, 20130567 
(2014). 

5. A. Hosseinizadeh, P. Schwander, A. Dashti, R. Fung, R.M. D’Souza, A. Ourmazd, 
High resolution structure of viruses from random snapshots Phil Trans Roy Soc B 
369, 20130326 (2014). 

6. Tenboer et al., Time-resolved serial femtosecond crystallography captures high-
resolution intermediates of Photoactive Yellow Protein, submitted (2014). 

7. A. Dashti, P. Schwander, R. Langlois, R. Fung, W. Li, A. Hosseinizadeh, H.Y. Liao, 
J. Pallesen, G. Sharma, V.A. Stupina, A. E. Simon, J. Dinman, J. Frank, A. Ourmazd, 
Trajectories of a Brownian machine: the ribosome, submitted (2014). 
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A. Program Scope: 

This research is for the systematic study of several interrelated topics in the general area of 
controlled quantum dynamics phenomena. The goal of the research is to develop a deeper 
understanding of the principles of quantum control as well as to provide new algorithms to extend 
the laboratory control capabilities.  

B. Research Progress: 

In the past year, a broad variety of research topics were pursued in the general area of controlling 
quantum dynamics phenomena. A summary of these activities is provided below. 

[1] Open quantum system control landscapes1 This study laid out a formal prescription for 
assessing open system control landscapes and rigorously proved that for a single spin, the 
landscape should be trap-free, although not every state is reachable. This analysis was also 
confirmed in simulations and represents a first step towards a fuller understanding of this 
important operational regime.  

[2] Exploring quantum control landscape structure2,3 In this work, an initial study was 
performed theoretically examining landscape structural features with the surprising conclusion 
that there appears to be a rather universal lack of any gnarled features. A good understanding of 
these landscape structural features is very important since it can greatly influence the efficiency 
of finding controls in the laboratory. 

[3] Control principles in the chemical sciences4,5  In this study we examined control principles 
for different families of molecules, all related through various moieties bonded to a common 
molecular scaffold, utilizing NMR and IR spectral data as the properties of interest. Chemical 
rules for the associated spectroscopies were found consistent with known relations, and the 
analysis went further to reveal broader, overarching rules.  

[4] Control landscapes for laser-driven molecular fragmentation6 In this study we examined 
the landscape principles for laser-driven molecular fragmentation. These principles guided a 
series of experimental efforts examining the landscapes for molecular dissociative ionization of 
halo-methane molecules. The landscape principles provide a natural basis to consider “photonic 
reagents” as equal partners with chemical reagents. The systematics found in the study of halo-
methane molecules takes a step towards identifying photonic reagents as having their own 
associated “chemistry” for inducing reactive dynamics.  

[5] Quantum control algorithm development7 In this study a new class of algorithm was 
developed, utilizing sampling-based learning control, as a means for optimally manipulating an 
ensemble (collection) of quantum systems where each member has a slightly different 
Hamiltonian due to environmental circumstances. The algorithm was efficient for identifying an 
optimal field utilizing even a modest sample of ensemble members in the training phase. The 
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procedure has both simulation and laboratory significance.  

[6] Invariance of quantum optimal control fields to experimental parameters8 This work 
utilized landscape principles to establish when an optimal field can maintain optimal system 
performance even when experimental conditions are varying. This analysis rests on the fact that 
an optimal field serves to create a particular permutation matrix as the dynamical unitary 
transformation. In particular, this work showed that an optimal field at one temperature will 
remain optimal at other temperatures, which has broad practical significance in the laboratory.  

[7] Exploring the impact of resource constraints upon control performance9,10 This work laid 
out the detailed mathematical foundation for systematically exploring how ever increasing 
constraints encroach on the ability to obtain good, if not optimal, control performance. This 
formulation functioned by linking the so-called ‘kinematic’ and ‘dynamic’ landscape analysis 
frameworks to provide a basis for developing practical algorithms to assess the impact of control 
constraints.  

[8] Control of ozone isomerization dynamics11 The ozone transformation from the normal open 
configuration to a potential cyclic form has garnered interest for many years. Even with three 
atoms, a full dynamics study of ozone under control is a highly complex task.  This study took a 
further step in this direction based on a bending reaction coordinate model utilizing electronic 
excited states. 

 [9] Gene network robustness analysis based on saturated fixed point attractor12 This work 
drew on our general network analysis tools to show that they apply as well for determining the 
fixed point attractors of gene networks. Analytical treatment was presented based on 
determination of the saturated fixed point attractors for a sigmoidal function model. The 
analytical treatment make it possible to properly define and accurately determine robustness to 
noise and mutation for gene networks.  

[10] Control of atomic collisions13 This work explored the long-standing goal of controlling 
collisional events with tailored fields. Specifically, we showed that charge transfer between H+ + 
D collisions can be significantly manipulated by suitable pulses.  

[11] Control landscapes for nonlinear quantum systems14 This work extended the analysis of 
control landscape topology to nonlinear quantum dynamics with the objective of steering a finite-
level quantum system from an initial state to a final target state. Extensive numerical simulations 
on finite-level models of the Gross-Pitaevskii equation confirm the trap-free nature of the 
landscape as well as the Hessian rank analysis, using either an applied electric field or a tunable 
condensate two-body interaction strength as the control. In addition, the control mechanisms 
arising in the numerical simulations are qualitatively assessed.  

[12] Quantum control landscape practice and theory15,16 In this work an experimental study 
was carried out to explore the landscape for the control of a single spin in NMR, which 
implemented a laboratory incarnation of the same algorithms used in our computer simulations. 
The experimental landscape findings are consistent with the theoretical predictions. Moreover, a 
landscape theoretical topology analysis was carried out for unitary transformation targets, 
considering the landscape maxima/minima and saddle features.  

[13] Minimal time population transfer for two-level systems driven by two bounded 
controls17 This work analyzed the minimum time population transfer problem for a two level 
quantum system driven by two external fields with bounded amplitude. The controls were 
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modeled as real functions and we do not use the Rotating Wave Approximation. After projection 
on the Bloch sphere, the time-optimal control problem was treated with techniques of optimal 
synthesis on 2D manifolds.  

[14] Quantum optimal control fields in the presence of singular critical points18 This work 
explored how gradient searches for globally optimal control fields are affected by deviations from 
the assumption that the Jacobian of the map from the control field to the evolution operator is full 
rank. Using optimal control simulations, we showed that search failure is only observed when a 
singular critical point, at which the Jacobian is rank deficient,  is also a second-order trap, which 
occurs if the control problem meets additional conditions involving the system Hamiltonian 
and/or the control objective. All known second-order traps occur at constant control fields, and 
we also show that they only affect searches that originate very close to them. As a result, even 
when such traps exist on the control landscape, they are unlikely to affect well-designed gradient 
optimizations under realistic searching conditions.  

[15] Selectively addressing optically nonlinear nanocrystals by polarization-shaped ultrafast 
laser pulses19 This work theoretically studied second-harmonic generation (SHG) and sum-
frequency generation (SFG) signals produced by nanocrystals driven with broad-bandwidth laser 
pulses. Several simulations explored the influence of the field polarization and temporal pulse 
profile. The latter two factors are decoupled in their influence upon the SHG and SFG signals, 
and thus polarization and temporal shaping can be independently performed to modulate a 
nanocrystals’ second-order emission. We considered the possibility of enhancing (suppressing) 
the signal from one nanocrystal among others by choosing the appropriate polarization, thereby 
opening up the prospect of selectively addressing optically nonlinear nanocrystals.  

C.  Future Plans:  

The research in the coming year will include the following: (1)  We plan to analyze the advanced 
aspects of quantum control landscape and explore its practical implications. In particular, we will 
closely examine the physical basis for the satisfaction of the Assumptions underlying landscape 
analysis. (2) We plan to carefully explore and build a framework for identifying essential model 
features as a basis for analyzing additional emerging laboratory Hessian investigations of optimal 
control results. The Hessian is the second derivative matrix of the objective being optimized with 
respect to the control variables. The Hessian, evaluated at the field producing the maximum 
control yield, was introduced as a means of characterizing control solutions. Importantly, the 
number and nature of the Hessian eigenvalues at the top of the landscape indicate the complexity 
of the underlying controlled dynamics, and the associated eigenvectors reveal the cooperative 
aspects of the optimal field components. (3) We plan to establish conditions for when a control 
field remains optimal, regardless of the values of the experimental parameters, such that an 
optimal field determined at one set of parameter values will again produce an optimal outcome at 
any other values of the parameters. An understanding of the physical conditions consistent with 
such an invariance property for the optimal control field would be important in the laboratory (as 
well as for performing control designs) in order to avoid performing unnecessary new control 
experiments. (4) We plan to build on our current study, in collaboration with Dr. Yuzuru 
Kurosaki in Japan, to form a more elaborate assessment of the prospects of performing ozone 
isomerization by executing OCT calculations utilizing multi-state models, beyond the current 
reaction coordinate picture to include neighboring potential features.  
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Program Scope 

This theory project focuses on the time evolution of systems subjected to either 
coherent or incoherent interactions represented by fields and particles, respectively. 
This study is divided into three categories: (1) coherent evolution of highly excited 
quantum states, (2) incoherent evolution of highly excited quantum states, and (3) 
the interplay between ultra-cold plasmas and Rydberg atoms. Some of the 
techniques we developed have been used to study collision processes in ions, atoms 
and molecules. In particular, we have used these techniques to study the correlation 
between two (or more) continuum electrons and electron impact ionization of small 
molecules. 
 
Recent Progress 2013-2014 

Hole-burning in attosecond ionization: We modified our time dependent 
Schrodinger equation programs to perform calculations of attosecond laser-atom 
interactions for laser intensities where interesting two- and three-photon effects 
become relevant.[15] We focused on the case of “hole burning” in the initial orbital. 
Hole burning is present when the laser-pulse duration is shorter than the classical 
radial period because the electron preferentially absorbs the photon near the 
nucleus. By changing the laser frequency, chirp and duration, we were able to show 
that the main effects were almost solely due to the duration. The hole burning can 
be described a Raman process caused by the coherent absorption then re-emission 
of a photon and is, thus, a two photon process. We also showed that the hole 
burning can affect the time delay of ejected electrons for strong attosecond fields. 

Imaging of quantum state inside atom: We were involved in an 
experimental/computational project to image a part of the wave function inside an 
atom.[20] The experiments used photoionization microscopy to image the variation 
in the wave function perpendicular to the electric field. The calculations involved a 
direct solution of the time dependent Schrodinger equation in a region ~30,000 
Bohr radii by using a mixture of spherical harmonics (up to 300) and time 
dependent radial functions on a grid of points. In this study, we investigated the 
behavior of Stark states near avoided crossings. Near an avoided crossing, the 
interacting states may have decay amplitudes that cancel each other, decoupling one 
of the states from the ionization continuum. This well-known interference 
narrowing was studied in He atoms with photoionization microscopy; with this 
visualization, the character of the Stark states are revealed. The interference 
narrowing allows measurements of the nodal patterns of red Stark states, which are 
otherwise not observable due to their intrinsic short lifetime. 

Classical-quantum correspondence in a Rydberg system: We performed 
classical calculations of one of the iconic effects of Rydberg atoms in electric 
fields.[14] For low angular momentum states, a rising electric field mixes angular 
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momenta and gives rise to Stark states. If the initial state has slightly lower (higher) 
energy than the degenerate manifold, then the state adiabatically connects to a Stark 
state with the electron on the low (high) potential energy side of the atom. We 
showed that purely classical calculations for non-hydrogenic atoms have an 
adiabatic connection to extreme dipole moments similar to quantum systems. We 
developed a simple map to show that the classical dynamics arises from the 
direction of the precession of the Runge-Lenz vector when the electric field is off. 
As a demonstration of the importance of this effect, classical calculations of charge 
exchange showed that the total cross sections for charge transfer and for ionization 
strongly depend on whether or not a pure Coulomb potential is used. 

Quasistable states in a strong microwave field: We were involved in an 
experimental/theoretical study of how atoms can have resonance states in extremely 
strong microwave fields.[18] As had been seen earlier, when atoms are exposed to 
intense laser or microwave pulses, ~10% of the atoms are found in Rydberg states 
subsequent to the pulse, even if it is far more intense than required for static field 
ionization. We investigated the spectrum of these quasistable states. Lithium atoms 
were excited to near threshold by a laser while a strong microwave field was on. 
The microwave field was then reduced to zero over a time scale longer than the 
Rydberg period. We were able to measure the fraction of surviving atoms as a 
function of the detuning of the laser from threshold as a function of the microwave 
parameters. For a 38 GHz microwave field, the spectra exhibit a periodic train of 
peaks 38 GHz apart. One peak is just below the limit. This train of peaks can extend 
from a substantial energy below threshold to above threshold. At 90 V/cm field 
amplitude, the train extends from 3000 GHz below the zero field limit to 300 GHz 
above the limit. The spectra and quantum mechanical calculations imply that the 
atoms survive in quasistable states in which the Rydberg atom is in a weakly bound 
orbit infrequently returning to the ionic core during the intense pulse. 

Many-body ionization: We performed calculations to investigate how many 
simultaneously excited atoms can exchange energy and ionize.[19] These 
calculations were inspired by experimental results from T.F. Gallagher’s group that 
found substantially increased ionization at very early times when the atom density 
was high. They reported ionization in Rydberg gases for densities two orders of 
magnitude less than expected from ionization between pairs of atoms. They argued 
the results were due to the simultaneous interaction between many atoms. We 
performed classical calculations for many interacting Rydberg atoms with the ions 
fixed in space. We found that the many-atom interaction does allow ionization at 
lower densities than estimates from two-atom interactions. However, we found that 
the density fluctuations in a gas play a larger role than the many-atom interactions. 
Our calculations did give less ionization than was measured which suggests at least 
one other unidentified mechanism strongly affects ionization. 

 Relativistic double ionization: We performed calculations of single and double 
photoionization of Ne8+ by direct solution of the time-dependent Dirac 
equation.[16] We expanded the two-electron wave function in coupled spin-orbit 
eigenfunctions to obtain time-dependent close-coupled equations for quad-spinor 
radial wave functions. The repulsive interaction between electrons included both 
Coulomb and Gaunt interactions. We obtained the fully-correlated ground state 
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radial wave function by solving a time-independent inhomogeneous set of close 
coupled equations instead of a relaxation of the time-dependent close-coupled 
equations in imaginary time. A Bessel function expansion was used to include both 
dipole and quadrupole effects in the radiation field for both the ‘velocity’ and 
‘length’ gauges. Our results for the single and double photoionization cross sections 
should be easily accessible at advanced free electron laser facilities. 

Ion-molecule scattering in a magnetic field: We performed calculations of 
elastic and inelastic scattering of neutral molecules and cold ions in a magnetic 
field.[17] The molecule was assumed to have a magnetic and electric dipole 
moment. The external magnetic field splits the ground rovibrational levels of the 
molecule. The highest energy state within the ground rovibrational manifold 
increases in energy as the distance to the ion decreases leading to a repelling 
potential. At low energy, inelastic collisions are strongly suppressed due to the large 
distance of closest approach. Thus, a collision between a neutral molecule and a 
cold ion will lead to a decrease in the molecule’s kinetic energy with no change in 
internal energy. We also performed molecular dynamics simulations of ions and 
molecules in a combined Paul trap and time-averaged orbiting potential trap; our 
results suggest that sympathetic cooling of neutral molecules by ions would be 
possible. 

Finally, this program has several projects that are strongly numerical but only 
require knowledge of classical mechanics. This combination is ideal for starting 
undergraduates on publication quality research. Since 2004, twenty four 
undergraduates have participated in this program. Most of these students have 
completed projects published in peer reviewed journals. Two undergraduates, 
Michael Wall in 2006 and Patrick Donnan in 2012, were one of the 5 
undergraduates invited to give a talk on their research at the undergraduate session 
of the DAMOP meeting. Three publications during the past year [14,15,19] had an 
undergraduate supported by DOE as first author or coauthor. 

 
Future Plans 

Single cycle ionization: R.R. Jones recently published results in PRL on single 
cycle ionization of highly excited atoms. Inspired by these experiments we will 
perform systematic studies of single cycle ionization of atoms, from highly excited 
states down to the ground state. There are several parameters that should depend on 
the binding energy and duration of the pulse. We will investigate the field strength 
needed to ionize 10% of the atoms, the energy distribution of the ionized electrons, 
the asymmetry of the ejected electrons, the correlation between ejection angle and 
electron energy, … 

Rydberg Physics We have performed several calculations of how electrons 
emerge from atoms in electric fields that were joint experimental/theoretical 
studies.[12,13,20] We will test some of the basic theories of how to describe the 
long range behavior of the electron leaving the atom by comparing full quantum 
calculations with approximations based on the local frame transformation. The local 
frame transformation has been used in many different situations in atomic and 
molecular systems. This test will allow us to ascertain whether recent papers 
describing the limitations of this approximation are accurate. 
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Two electron physics We have recently developed a method for dealing with the 
quantum mechanics when two electrons extend over very large regions and/or 
interact for a long time.[7,8,10] We will use our fully quantum method to test the 
range of validity of some of the approximations that are standard in PCI. We are 
also interested in further pursuing the time dependent double Rydberg system[10] 
but explicitly putting in quantum defects for the electrons and exploring the case 
where the two electrons have unequal excitation.  
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Program description  

This research addresses the challenge of the efficient generation of bright x-ray laser beams. In table-
top experiments conducted during this grant period we extended gain-saturated table-top lasers down to 
λ= 8.8 nm,  and demonstrated 100 Hz repetition rate soft x-ray laser  operation with a record average 
power of 0.15 mW at λ=18.9 nm.  We have also collaborated in an experiment at LCLS that demonstrated 
strong stimulated x-ray Raman scattering by resonantly exciting a dense gas target with high-intensity 
femtosecond x-ray free-electron laser pulses.   Recently we completed  the first x-ray pump–x-ray probe 
measurement of the non-linear response of a soft x-ray laser plasma amplifier perturbed by a strong 
ultrashort soft x-ray pulse [1]. The measured fast gain recovery time of ~1.75 ps supports the possibility 
to generate ultra-intense fully phase-coherent soft x-ray laser by chirped-pulse-amplification in plasma 
amplifiers. Although such gain recovery time is one of the most fundamental parameters for soft x-ray 
lasers, it has never been measured.  In a separate experiment the linewidth of a λ=14.7 nm Ni-like Pd soft 
x-ray laser was measured in a single shot with a soft x-ray diffraction grating interferometer that uses the 
time delay introduced by the gratings across the beam to measure the temporal coherence [2]. The 
spectral linewidth of the 4d1S0-4p1P1 Ni-like Pd lasing line was measured to be Δλ/λ=3×10-5 from the 
Fourier transform of the fringe visibility. This single shot linewidth measurement technique can 
contribute to the development femtosecond plasma-based soft x-ray lasers.  

 
Gain dynamics in a soft x-ray laser amplifier perturbed by a strong injected x–ray field  

While the population inversion dynamics of plasma-based soft x-ray lasers (SXRL) running in the 
amplified spontaneous emission mode (ASE) is controlled by thermodynamics and hydrodynamics 
processes that  have been extensively studied , seeding these amplifiers with a high intensity soft x-ray 
beam uncovered new processes. The non-linear interaction of the strong seed field with the lasing ions 
modifies the population inversion dynamics, leading for example to the creation and amplification of a 
picosecond wake field.  Maxwell-Bloch equations are suited to model the interaction of soft x-ray 
electromagnetic field and ionic populations. However, the assumptions and simplifications implied by 
these set of equations raises the question of its range of validity when predicting the ionic response to the 
seed with the peculiar complexity related to the high-field regime. No experiment has directly probed the 
non-linear dynamic of ionic levels in plasma after being perturbed by an external intense soft X-ray seed 
pulse. In work published in Nature Photonics we have recently reported the first experimental and 
numerical study of the temporal evolution of the non-linear response of a soft x-ray plasma amplifier 
following an intense resonant seed pulse [1], of which we had presented preliminary results in a previous  
report.  A sequence of two time-delayed spatially-overlapping high harmonic (HH) pulses was seeded 
into an 18.9 nm wavelength Ni-like Mo plasma amplifier to measure the rapid regeneration of the 
population inversion that follows the gain depletion caused by the amplification of a strong seed pulse.  

To conduct the experiment a Ti:Sapphire laser beam was separated into two. The first beam has a 
sequences of pulses that create and ionize the plasma to the nickel-like state, and subsequently rapidly 
heats it to generate a large transient population inversion by collisional electron impact excitation. The 
second beam was split to create a sequence of two independently controllable HH seed pulses (~ 60 fs 
duration) , hereafter called the “HH pump” (in the sense that it strongly perturbs the lasing ion excited 
level populations), and the “HH probe” (in the sense that it is used to analyzed the temporal evolution of 
the perturbed population).  The duration of the amplification was probed by seeding the plasma amplifier 
with a single HH pulse, whose time of arrival was scanned, taking as a reference the arrival of the plasma 
heating infrared short pulse. Figure 1(a) shows the measured variation of the energy of the amplified HH 
seed pulse as a function of time delay respect to the peak of the short plasma heating pulse (T0=0ps). The 
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amplification period is observed to last ~ 10ps with a maximum occurring at ~ 5 ps after T0, in good 
agreement with our simulations (solid line in Fig 1a) using 2D hydrodynamic modeling post-processed 
by a Maxwell-Bloch code. The modeling shows that the duration of the amplification is mainly governed 
by the ionization dynamic (over-ionization) linked to the strong plasma heating due to the short infrared 
pulse.  Figure 1b displays the energy of the HH probe after amplification through the plasma, allowing 
measurement of the depletion of the population inversion and its subsequent recovery due to collisional 
excitation. Measurements were conducted for two different times of injection of the HH pump pulse 
respect to the short infrared heating pulse: 3 ps and 6 ps (black and red curves respectively). As a first 
step, the HH probe was amplified alone (i.e. the HH pump was blocked) giving as a reference the output 
energy for the unperturbed plasma. The amplified HH probe energy was about 50% lower than of the HH 
pump alone at the same time delay, because its weaker input energy. Subsequently the HH probe was 
added at T0=3ps relative to the short infrared plasma heating pulse, and the pump-probe delay, Δt ,was 
varied from 250 fs to 7 ps (Fig. 1b black line). At  Δt = 250 fs, the output energy of the HH probe was 

near or below the detection threshold, which is the signature of negligible amplification and thus 
practically complete depletion of the population inversion by the HH pump. Indeed, our modeling shows 
that the HH pump enters in the plasma at an intensity of several 108 Wcm-2 to exit at ~1011 Wcm-2 i.e. 10 
times the intensity necessary to start to saturate the gain. In the case in which the HH pump is seeded at 3 
ps, the point acquired with the HH probe delayed by 0.5 ps already shows amplification, but not yet a full 
recovery of the gain. At Δt=1.5 ps, the energy of the amplified HH probe equals its value without the HH 
pump and continues to increase reaching a maximum for a delay of 1.75 ps. When the HH pump is seeded 
at 6 ps, the HH probe follows the same behavior of fast recovery, but never reaches the energy attained at 
6 ps without HH pump, because at this time the gain is already rapidly dropping. Simulations have also 
been conducted to estimate the maximum  energy extractable by a fully coherent source from such 
plasma produced by a 0.8 J of infrared laser. For two 60 fs seed pulses with equal input energy separated 
by Δt=1.5 ps (Fig. 2a) the output energy is practically double the energy extracted using a single HH seed 
pulse, while a single 6 ps FWHM duration seed pulse extracts 17 times more energy than a single 60 fs
HH seed (Fig 2b).  

This first X-ray pump- X-ray probe experiment in a soft x-ray plasma amplifier not only uncovers the 
gain recovery dynamics due to electron collisions but also serves as a diagnostic of the ionization 
mechanisms in the hot dense plasma with a resolution of hundreds of femtoseconds. The measured rapid 
recovery of the gain also confirms that it should be possible to continuously extract energy from any long 

Figure 1. Experimental measurement of the gain dynamics in soft x-ray plasma Ni-like Mo amplifier compared with 
results from a Maxwell-Bloch simulation. (a) measured (dotted line) and simulated (solid line) variation of the energy of a 
single amplified HH seed pulse as a function of time delay respect to the peak of the short plasma heating pulse (T=0ps). (b) 
measured (dotted line) and measured (solid line) variation of the energy of a HH probe pulse as a function of time starting at 
the time of injection of a preceding pump HH pulse injected at 3 ps (black) and 6 ps after the peak of the short plasma pump 
heating pulse.  The negligible energy of the amplified HH probe 250 fs after arrival of the HH pump shows a nearly complete 
bleaching of the population inversion by the HH pump, while for delays larger than about 0.5 ps strong probe amplification 
demonstrates the rapid gain recovery process. The measurement confirms the gain recovery of 1.75 ps predicted by the model. 
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gain soft x-ray plasma amplifier with a stretched seed pulse. When combined with x-ray CPA this type of
injection seeding has the potential to generate ultra-intense fully phase-coherent soft x-ray laser pulses. 

Soft x-ray laser linewidth measurement in a single shot 
The linewidth  of  atomic SXRLs is an important  parameter that determines the gain, the saturation 
behavior, and the shortest pulsewidth that can be obtained.  In collisional SXRLs the atomic linewidth is 
dominated by a combination of Doppler and collisional broadening and is affected by gain-narrowing 
effects during the amplification and by potential re-broadening during gain-saturation. Its measurement is 
challenging because the linewidths of atomic SXRLs are very narrow, typically Δλ/λ < 5x10-5 , requiring 
a resolution that greatly exceeds commonly available spectrometers. A previous SXRL linewidth
measurement was performed using an spectrometer with an 8 m long arm. Measurements for transient 
collisional lasers were also obtained using an amplitude division Michelson interferometer, and with a
wavefront division interferometer consisting of a pair of slightly tilted dihedrons. However these
measurements required numerous laser shots to obtain the visibility curve, which makes them dependent 
on the source stability. We conducted the first single-shot linewidth measurement of a transient SXRL
using a soft x-ray Mach-Zehnder interferometer that takes advantage of the time delay introduced by 
diffraction gratings, a concept we had  published before but never demonstrated. 
The experimental setup of the interferometer is shown in Fig. 3a. Its geometry is a variation of a Mach-
Zehnder interferometer we have used for the diagnostics of dense plasmas, in which diffraction gratings 
are used to split the beam. The key difference is that in the configuration for linewidth measurements the 
second grating doubles the time delay, which makes the measurement of a linewidth in a single shot 
possible. The new instrument consists of two flat diffraction gratings (G1 and G2) positioned at grazing 
incidence to act as beam splitters and a set of four grazing incidence mirrors (M1-M4), two in each of the 
arms of the interferometer. The zero order and first order beams from the first grating are redirected by 
reflections from mirrors (M1-M4) to emerge collinearly after diffraction on the second grating (G2). The 
interference pattern is recorded with a back-thinned CCD array detector. 
A time delay between the wavefront of the zero and first order beams is introduced when the pulse is 
diffracted by the two gratings (G1 and G2), and reflected by the two grazing incidence mirrors, as 
illustrated in Fig. 3b. Here L is the input beam diameter (L=AB), θ1 is the grazing incidence angle on 
grating G1 (3º in our experiment), and θ2 is the output angle. Grating G1 introduces a tilt in the wavefront 
that produces a time delay across the beam relative to the zero order beam. The second grating doubles 
the delay when recombining the two interferometer arms into a collinear path.  The time delay is given 
by: ))sin(/(2/)(2 121 θδλ cLcllt =−=∆ , where l1=AC, l2=BD (Fig.3 b), c is the speed of light, δ is 
the grating groove density (900 lines/mm) and λ the laser wavelength. The incidence angle onto the 
grating G1 is selected to split the energy evenly between the zero and the first diffraction orders.  
However, an angle of 3 degree was chosen to ensure that the time delay is sufficient to record the 
complete visibility curve. The alignment of the interferometer was facilitated using a semiconductor laser
with a similar coherence length and custom gratings (inset in Fig.3 a) in which the top and the bottom 

Figure 2. Simulation of energy 
extracted seeding the plasma soft x-
ray amplifier with multiple seed 
pulses or with an single stretched 
seed pulse. (a) Amplified sequence of 
two 60 fs HH seed pulses separated by 
1.5 ps. The solid lines correspond to the 
experimental conditions, the dashed 
line to injected pulses of equal intensity  
. (b) Amplified single HH seed pulse of 
6 ps duration (FWHM). The extracted 
energy in this case is 17 times higher 
than of a single 60 fs HH seed. 
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regions are ruled with a groove density designed to diffract the infrared laser diode along the same path of 
the SXRL. A λ=14.7 nm Pd soft x-ray laser beam was generated by amplification of spontaneous 
emission in a transient population inversion created between the 4d1S0-4p1P1 levels of Ni-like Pd by 
collisional electron impact excitation in a laser-created plasma produced by irradiating a Pd slab target at 
grazing incidence with a high-intensity pulse from a Ti:Sa CPA laser. A single-shot SXRL interferogram 
for the Ni-like Pd laser is shown in Fig. 3c. A Gaussian fit to the fringe visibility yields a coherence 
length of 260 µm (1/e half-width).The average of 30 single-shot  interferograms give a coherence length 
of (260±18) µm corresponding to a linewidth of Δλ/λ~3.0×10-5. This bandwidth can support a pulsewidth 
of 720 fs assuming a Gaussian line profile.  This fast and reliable linewidth measurement can contribute 
to the development of the next generation soft x-ray lasers.
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Figure 3 (a) Single-shot SXR linewidth measurement interferometer set up. The SXRL enters the interferometer from 
the left ; S1, S2: normal-incidence Mo-Si mirrors, S1 is a flat mirror, S2 is spherical mirror, f=37.5 cm; G1, G2: flat gold 
coated diffraction gratings; M1-M4: gold coated grazing incidence mirrors; (b) Wavefront delay introduced by the diffraction 
grating.  The input beam diameter is L=AB; θ

1
is the input grazing incidence angle. l

1
-l

2
is the path difference,  where l

1
=AC, 

l
2
=BD. The coherence length is measured to be 260 µm. (c) Single shot interferogram for a transient collisional Ni-like Pd 

laser at λ= 14.7 nm, (d) vertical integration of (c), (e) measured visibility curve (blue) and Gaussian fit (magenta).
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1 Program Scope 
Materials are organized in hierarchical structures. Atoms combine to molecules, molecules and atoms combine to 

nano-scale structures, which, in turn are often embedded in microscopic media. The time scales of processes vary 
accordingly from femto- and picoseconds for the chemical dynamics of molecules, to hundreds of picoseconds for 
the transformations of nanoparticles, and finally to microseconds for larger bulk motion. The goal of this research 
program is the study of the complex interplay between the processes at their varying length and time scales. We 
address this breadth of time a length scales by studying the structure and dynamics of nanometer-sized materials 
using Spatial Frequency Heterodyne Imaging (SFHI), an x-ray imaging modality developed during the past DOE 
funding cycle. Ultrafast dynamics of molecules in their solvation environment are studied with picosecond x-ray 
absorption fine structure (XAFS) spectroscopy using an endstation that we developed in collaboration with Bernhard 
Adams at 7ID-C of the Advanced Photon Source, Argonne National Laboratory.  

The results of the current 
funding cycle are summarized in 
Figure 1. During the previous 
funding cycle (2011 – 2014) 12 
published papers acknowledge 
this DOE grant.1-12 Additionally, 
2 manuscripts are in 
preparation.13,14 As a direct 
consequence of this DOE 
funding one US patent15 on SFHI 
in combination with 
nanoparticles was filed with the 
USPTO. Three Ph.D. theses were 
entirely or partially supported by 
the DOE grant. These outcomes 
lay the foundation for our 
continuing research on nano-
scale dynamics at the solid-liquid 
interface. 

During the last funding cycle, we have used both, SFHI and XAFS with high temporal resolution. We completed 
the streak camera endstation1,6,7,10 at 7ID-C of the APS and carried out 2-ps XAFS measurements1,6,9,13 using this 
endstation. Using SFHI we observed the liquid-vapor phase transition of water confined in CNTs14. We have 
developed SFHI in the hard8,11 and soft (water window)5 x-ray regimes. We demonstrated that this modality is 
sensitive enough to image 10-picomolar nanoparticle concentrations, which corresponded for the samples used to a 
nanoparticle monolayer on a substrate.4 Using our laser-driven plasma x-ray source at Brown University we carried 
out SFHI of large scale bulk motions11 in response to photo thermal nanoparticle chemical reactions in liquid 
suspensions with micrometer spatial and ultrafast temporal resolution. Not only high-density, for instance, gold or 
carbon nanoparticles can be imaged by SFHI but hollow particles can be detected as well. We demonstrated this 
effect using gas-filled polypeptide shells of 12-nm and 62-nm diameter.3 Thus, we will be able to image, for 
instance, cavitation gas bubbles that often develop within 100 ps around laser-heated nano particles (NPs). SFHI has 
implication for research areas that transcend the direct interests of the DOE. We used SFHI for the detection of liver 
cancers labeled with nano-particles.2,4,12 We demonstrated that SFHI detects NP-labeled cells with sensitivity nearly 
equal to that of Magnetic Resonance Imaging (MRI).4 Considering that MRI is under development and use for 
nearly 50 years while we develop SFHI since its first DOE-funding 4 years ago, we believe that SFHI has great 
promise to develop into a superbly sensitive imaging modality for nanomaterials.  

Selected research results are presented in the following paragraphs. 

1.1 SFHI of water phase transitions in carbon nanotubes 
Water in confined spaces can show unusual properties that are not observed in the bulk. Carbon Nanotubes 
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Figure 1: Research outcomes of the last funding cycle.  
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(CNTs) are made of hydrophobic graphene sheets. Despite the hydrophobic 
nature of the grapheme sheets, experimental studies have revealed that water 
can be confined in CNTs. Transmission Electron Microscopy and x-ray 
diffraction have been used to probe the behavior of water in CNTs. Our 
objective is to develop SFHI as an X-ray detection method suitable for 
studying phase transitions in nanomaterials.  

SFHI is related to small angle x-ray scattering (SAXS), but simultaneously 
measures at thousands of points in a sample the integrals of the SAXS profiles 
in a single x-ray exposure. The data from each sample point form an image 
that can be numerically decomposed into a pure absorption image and several 
images that only contain the scattered x-rays. As SAXS is 
particularly sensitive to the nano and mesoscopic structures 
of a sample, SFHI images the distribution, size, and 
orientation nanostructures in a sample. Since all image 
points are measured simultaneously and only a single x-ray 
exposure is needed to obtain a complete image of the 
sample, ultrafast time-resolved imaging of an entire sample 
is possible. The imaging setup does not require any x-ray 
optics between the x-ray source and the sample and is 
equally well-suited for use with point x-ray sources as well 
as accelerator-based sources. This feature enables future 
measurements of the dynamics of nanomaterials on an 
ultrafast time scale with the nanometer-sensitivity typical of 
conventional SAXS.  

Multi-walled carbon nanotubes (MWCNTs) produced by 
chemical vapor deposition were obtained from Nano Lab. 
Inc. The MWCNTs were reported to have an inner diameter 
of  7±2 nm, outer diameter of 15 ±5 nm and lengths of 1-5 
microns. A portion of the as purchased MWCNTs were 
placed in a Pyrex tube, and heated to 500°C in air for twenty 
four hours in order to uncap the ends of the CNTs through annealing and partial oxidation, as shown in Figure 2. 
Two heat-treated and two as-purchased 60-mg samples of MWCNTs were vacuum sealed in NMR tubes. Prior to 
sealing the samples one of the as-purchased and one of the heat-treated samples each had 250 µl of nano-pure water 
added to them. The four samples were then placed in an aluminum holder fitted with two heating elements and a 
thermocouple. The CNTs were packed in one end of the sealed NMR tube such that the vacant opposite end 
extended well beyond the end of the aluminum holder. This allowed for one end of the evacuated NMR tubes to 
remain near room temperature throughout the experiment, establishing a thermal gradient within the tube at elevated 
temperatures. The gradient promoted water to condense outside of the field of view during heating. The volume 
occupied by the CNTs did not exceed the dimensions of the holder. Many SFH images were measured at various 
sample temperatures. An example for the results for these experiments is shown in Figure 3. The CNTs were quickly 
heated to 95°C and SFH images were measured at regular intervals. The signal from the wet CNTs were normalized 
by that of the dry CNTs. The X-ray absorption signals measure the filling of the CNTs with water. These values are 
plotted on the left scale. The SFHI signals measure the shape change of the CNTs and the formation of nano-vapor 
bubbles inside of the CNTs. These values are plotted on the right scale. The total experimental time was 3 hours. 
After the CNTs have partially emptied the x-ray scatter signal increases in a distinctive 2-step pattern. The patterns 
for both kinds of CNTs are identical but their relative timescales are different. Running the experiments at lower 
temperatures does not change the signal shapes but elongates the time scale (to 3 days at 45°C) and shifts the heat-
treaded CNT curves to later times. However, the shape of the observed curves does not change. Currently x-ray 
scatter simulations of the CNTs with varying amounts of water filling are done but the current results indicate that 
the reason for the scatter signal is the deformation of the CNTs at reduced water filling. This effect likely is a 
consequence of the formation of menisci as the water evaporates. At lower temperatures (45°C) functionalization of 
the heat treated sample causes the events to occur on a longer time scale relative to the original CNTs because 
functionalization decreases the contact angle and strengthens the CNT-water interaction. As the temperature is 
increased the thermal energy overcomes the increased CNT water interaction, and events occur on a shorter time 
scale relative to the original sample due to exaggerated CNT defects as a result of heat treatment. Kinetic effects 
start to overcome the increased interaction potential and heat treated tubes empty faster than untreated tubes because 

a                                       b 

 
Figure 2: 200-kV TEM images at a 
magnification of 300.000;  
a: Closed CNTs before heat treatment.  
b: Open CNTs after heat treatment.  
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Figure 3: Water content in CNTs (thin lines, left scale) and 
x-ray scatter signal (heavy lines, right scale) of wet 
nanotubes normalized by that of dry nanotubes. The signals 
form the heat-treated CNTs are plotted in red and from the 
untreated CNTS in blue. 
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the heat treatment has opened the CNT ends as shown in Figure 2. 
1.2 Time resolved XAFS endstation at 7ID-C, Advanced Photon Source 

We measured the ligand substitution and charge 
transfer to solvent (CTTS) of iron hexacyanoferrate in 
water. This complex serves as a probe molecule for 
measuring the longitudinal response of the solvation 
shells after impulsive reduction of the electrostriction 
after CTTS. Three streaks for the reactions of Fe(CN)6

4- 
photo excited with 266-nm, 50-fs laser pulses are shown 
in Figure 4. The x-ray energies center on the 1st 
absorption maximum of the XANES spectrum at the iron 
K-edge. An instrument-limited increase of the 
transmittance can be seen at time-zero, followed by a 
slower decay. At about 17 ps, a peak exists followed by a 
substantial increase of the signal above 30 ps. The three 
x-ray energies shown correspond to the peak of the Fe-K 
edge (7130 eV), one energy 2 eV above and one 2 eV 
below this peak. The black curve is the average of all 
three curves. Data points every 1.3 ps are shown. For 
reference, the average flat field curve is shown. This 
curve is measured without laser pulse excitation but it is 
acquired and processed identically to the other curves. Its 
std. deviation is about 0.05% for a data acquisition time 
of 50 minutes. We interpret the data as follows: the 1st 
peak close to time-zero is likely due to molecular orbital 
shifting and electronic excitation during the pump-laser 
pulse illumination of the sample solution with an intensity 
of about 5 x 1013 W / cm2. The rise time of this peak is 
instrument-limited and serves as a cross-correlation 
between the laser and x-ray pulses. CTTS product 
(Fe(CN)6

(4-x)-) formation occurs in less than 500 fs. After 
about 30 ps a photoaquation product such as [Fe(CN)5 
H2O]3- forms. Most interesting is the peak at 17 ps. We 
hypothesize that it is caused by coherent solvent shell 
oscillation in radial direction after the impulse change of 
the electrostriction after CTTS. A similar effect appears 
in Figure 5 for KMnO4 in aqueous solution. The 
tetrahedral symmetry of the permanganate ion causes a 
pre-edge peak at 6542.8 eV. We carried out three 
measurements, one at the line, one below, and one 
above. As before the rise time at time zero is instrument 
limited. The relaxation process (thermalization) occurs 
within about 4-ps. Coherent oscillations follow with an 
oscillation period only slightly shorter than for iron hexa 
cyanide. Since both solutes are entirely different the 
similarity supports the interpretation that the XAFs 
modulations are caused by the solvation shells acting 
upon the metal-ligand distances, thereby modulating the 
XAFs signal. 

Figure 6 shows the fit with three functions to the 
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Figure 4: Changes of the  x-ray transmittance vs. time 
after excitation of IHC with 50-fs, 266nm laser pulses 
at various x-ray energies. The sum of all curves is 
shown in black. The flatfield curve is dashed. 
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Figure 5: Changes of the  x-ray transmittance vs. time 
after excitation of IHC with 50-fs, 266nm laser pulses 
at various x-ray energies. The sum of all curves is 
shown in black. The flatfield curve is dashed. 
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average curve shown in Figure 4. The peak at time-zero is fitted with an exponential rise and an 
exponential drop. The rise time constant of 2.2 ps is instrument-limited, indicating that the rise of 
underlying physical effect is instantaneous. The peak decays with a 12.4-ps time constant, which may be 
the electronic relaxation of the highly excited reaction intermediate. The resulting heating of the complex 
launches a longitudinal acoustic wave with a period of 19.5 ps. This wave exponentially decays with a 
48-ps time constant, i.e., the wave decays within 3 periods. The acoustic wave modulates the Fe-CN bond 
lengths. A bond length decrease shifts the XANES maximum to lower energies by 0.2 eV/pm, a bond 
length reduction shift the XANES maximum to higher energies. Since the measured spectra are located in 
the vicinity of the XANES maximum, they will respond sensitively to bond length changes. It is 
reasonable to assume an initial bond lengths reduction cause by the increased heating and resulting 
pressure in the domain. Assuming a sound speed of 1433 m/s, the oscillation period corresponds to a 
domain diameter of 26 nm. This estimate assumes a sharp boundary between the domain and the 
surrounding solvent. Since this is an admittedly unrealistic assumption, the number can only serve as an 
approximate indicator of the average domain diameter. The increase of the transmittance at later times is 
likely due to the formation of photoaquation products. All conceivable stable photo-products products 
result in a reduction of the XANES amplitude, which causes an increase in x-ray transmittance. More 
details of the data analysis are discussed in a forthcoming publication.13  

2 Future plans 
We will continue the research on Spatial Frequency Heterodyne Imaging and related techniques and further use 

the ultrafast XAFS endstation at 7ID-C for the study of nanomaterials in the liquid phase as well as nanoscopic 
motions of solvation shells surrounding molecular solutes. Specifically, we will  
1. continue the development of the theoretical framework of X-ray Spatial Frequency Heterodyne Imaging; 
2. continue hard x-ray SFHI experiments at Brown University. Primary application: phase transitions in 

nanoparticle suspensions and in clathrate hydrate slurries. 
3. Extend the studies on CNTs to dynamics measurements of the phase transitions in CNTs after laser excitation; 
4. Continue to carry out ultrafast XAFS studies at 7 ID-C; 
5. We seek collaborations providing theoretical support for the ultrafast nano-dynamics research. 

3 Papers acknowledging this DOE grant 
(1) Adams, B. et al. Review of Scientific Instruments 2014, submitted. 
(2) Rand, D. et al. Academic Radiology 2014, submitted. 
(3) Rand, D. et al. Optics Express 2014, 22, 23290  
(4) Rand, D. et al. Physics in Medicine and Biology 2014, accepted. 
(5) Bruza, P. et al. Applied Physics Letters 2014, 104, 254101. 
(6) Adams, B. et al. Journal of Synchrotron Radiation 2014, in press. 
(7) Chollet, M. et al. IEEE Journal of Selected Topics in Quantum Electronics 2012, 18, 66. 
(8) Wu, B. et al. Applied Physics Letters 2012, 100, 061110. 
(9) Ahr, B. et al. Phys. Chem. Chem. Phys. 2011, 13 (Also PCCP Cover Page, April 2011), 5590. 
(10) Chollet, M. et al. Nuclear Instruments and Methods in Physics Research A 2011, 649, 70  
(11) Liu, Y. et al. Optics Letters 2011, 36, 2209. 
(12) Rand, D. et al. NanoLetters 2011, 11, 2678. 
(13) Jiao, Y. et al. PCCP 2014, to be submitted. 
(14) Schunk, F. et al. Journal of Physical Chemistry 2014, to be submitted. 
(15) Rose-Petruck, C. et al., US Patent Appl. Number: 61/544,419, (2011)  

4 Publications and Ph.D. theses related to this DOE grant 
1. "Chemical Dynamics in the Condensed Phase: Time-resolved X-ray Imaging and Ultrafast X-ray Absorption 

Spectroscopy " B. Ahr, Brown University, 2011. 
2. "Pulse Plasma Soft X-ray Source in Biomedical Research" P. Bruza, Czech Technical University, 2014. 
3. "X-Ray Spatial Frequency Heterodyne Imaging of Hepatocellular Carcinoma Using Nanoparticle Contrast 

Agents" D. Rand, Brown University, 2014. 
4. "A fickle molecule caught in the act," D. Bradley, 2011 Annual Report of the Advanced Photon Source (2012). 
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Time-Resolved High Harmonic Spectroscopy: A Coherently

Enhanced Probe of Charge Migration

ATTO-CM Team: Kenneth Schafer1, Mette Gaarde1, Kenneth Lopata1

Louis DiMauro2, Pierre Agostini2, Robert Jones3

1Department of Physics and Astronomy, Louisiana State University, Baton Rouge, LA
2Department of Physics, The Ohio State University, Columbus, OH
3Physics Department, University of Virginia, Charlottesville, VA

September 26, 2014

Program Scope

Understanding the quantum transport of electrons and holes, and the correlations between them, provides
an avenue toward improving the efficiency of chemical processes including energy conversion and catalysis.
The relevant electron dynamics evolve on exceedingly fast time scales down to the natural time scale of
the electron, the attosecond. For this reason attosecond science has increasingly focused on the possibilities
for measuring and controlling correlated electron motion in complex many body systems such as polyatomic
molecules as one of the key applications of this new science.

There are two broad motivations for extending the measurement of electron/hole dynamics in chemical
systems to the attosecond time scale. The first is the study of electron correlation itself. Though electrons
interact on an attosecond time scale, currently measurements are made over much longer time scales, meaning
that two and many-electron interactions are averaged over. Attosecond studies offer a new perspective on
these interactions beyond the mean-field picture and without time-averaging. The second motivation is the
study of the earliest phase of charge transfer reactions. These reactions are among the simplest processes in
chemistry yet the efficiency with which electrons move around in a molecule is one of the primary regulation
mechanisms in biology. As an example of correlated electron dynamics in many-body systems we will study
ultrafast charge migration in complex chemical environments. Charge migration refers to the rapid movement
(femtosecond or faster) of positively charged holes in a molecule following localized excitation or ionization.
The charge can migrate through the system, driven by many-electron correlation and relaxation effects. This
can result in charge transfer that is driven by electronic effects, weakly coupled to nuclear motion.

The objective of the ATTO-CM team is to advance ultrafast science in the US both on small-scale
and large-scale facilities using a concerted effort of both theorists and experimentalist solving these. Our
emphasis is to evaluate high harmonic spectroscopy as a sensitive probe for studying charge migration
dynamics in chemical systems by developing a symbiotic relationship between theory and experiment. The
initial experimental campaigns will be laboratory based but with the probes maturation they will translate
onto a large-scale facility, like LCLS, a natural progression for the science.

Recent Progress

Because the project was awarded in August 2014, there are no publications to report at this time. However,
work is underway at the respective sites, assembling the personnel who will extend current theory and
computational methods to guide and interpret attosecond charge transfer measurements and develop new
(or modify existing) apparatus to enable those measurements. In addition, a “kick-off” workshop designed
to explore the current state of theory and experiment in this area and the most promising paths for initial
efforts is being planned for Spring 2015.
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Strong-Field Control in Complex Systems

1. Program Scope

Our AMOS-supported research can be broadly categorized into two related topics: (1)the design and

control of complex material system with strong field concepts developed in our earlier AMOS work,

including alignment, 3D alignment, torsional alignment and molecular focusing; and (2)the physics,

theory, and potential applications of high harmonics generated from aligned molecules. Whereas the

first topic is a generalization of the thrust of our original AMOS-supported research, the second has

been motivated by the intense interest of the AMOS Program in attosecond science and rescattering

electrons physics, and has been carried out in collaboration with AMOS experimentalists colleagues.

Our work during the past year within the first part is summarized in Secs. 2.4–2.7 and includes

two theory development projects and two collaborative research projects with different experimental

laboratories. Research in the next year on the problem of strong field coherent control in complex

molecular and material systems is discussed in Sec. 3.1. Within the second part of our AMOS-

supported research during the past year (2.1–2.3), we combined joint research with several AMOS

colleagues with a theory of rotational wavepacket imaging via high harmonic generation (HHG). Our

plans for further research in the area of attosecond physics and HHG during the next year is outlined

in Sec. 3.2. Citations refer to the list of AMOS-supported publications from the 2012–Aug. 2014

period, Sec. 4.

2. Progress during the past year

2.1 Axis-Dependence of Molecular High Harmonic Emission in Three Dimensions

Our recent research in collaboration with AMOS colleagues Bucksbaum, Martinez and Guehr,

illustrates how to extract full body-frame high harmonic generation information for molecules with

complicated geometries by utilizing the methods of coherent transient rotational spectroscopy and

an analytical theory of the associated angular momentum algebra. To demonstrate our approach,

we determined the relative strength of harmonic emission along the three principal axes in the

asymmetric top sulfur dioxide. This greatly simplifies the analysis task of high harmonic spectroscopy

and extends its usefulness to complex molecules. An article appeared in Nature Communications.1

2.2 Ultrafast Elliptical Dichroism in High-Order Harmonics as a Probe of Molecular

Structure and Electron Dynamics

Molecules illuminated by an elliptically polarized, high intensity laser field emit elliptically polarized

high-order harmonics. In a submitted article2, we discuss collaborative experimental and theoretical

work with AMOS colleagues Murnane and Kapteyn, where surprising experimental observations

of ultrafast elliptical dichroism in the harmonic emission as the ellipticity of the driving field and

the molecular alignment are scanned are explained and generalized. To that end we develop a

simple model in which both the collision angle of the continuum electron with the molecule and

the interference between recombination at multiple charge centers play a role. Our analysis ties the
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observed elliptical dichroism to the journey of the continuum electron in the field and the underlying

bound state of the molecular ion. These results show how to use molecular structure and alignment to

manipulate the polarization state of high-order harmonics, and also present a potential new attosec-

ond probe of the underlying molecular system. Specifically, information about the bound state orbital

structure and the continuum electron dynamics is contained in the variation of the dichroism with the

laser ellipticity, the molecular alignment with respect to the field polarization, and the harmonic order.

2.3 Rotational Wave Packet Imaging

In 3, We propose and illustrate numerically the possibility of imaging rotational wave packets in

angular space and time by using different pump-probe spectroscopic techniques. A general theoretical

framework to perform such rotational mapping is derived and three specific spectroscopies, namely,

birefringence, high harmonic generation, and angle-resolved photoelectron spectroscopy, are numeri-

cally explored. All three approaches are shown to provide direct mapping of the rotational coherences

of molecules but they are not equivalent; comparison of their results yields interesting insights into

their relative merits. Finally, we illustrate the role played by the symmetry of the molecular orbitals

in determining the quality of the images generated by high harmonic and photoelectron signals.

The potential of rotational imaging as a route to both intramolecular coupling mechanisms and the

interaction of molecules with different environments is discussed.

2.4 Dissipation and Rotational Quasi-Revivals in Asymmetric-Top Molecules

Joint theoretical and experimental research with Phil Bucksbaum and his group observed quasi-

periodic revivals out to 27 ps in an impulsively-aligned asymmetric-top molecule, sulfur dioxide

(SO2), at high sample temperature and density (295 K, 0.5 bar). We found that the asymmetric top

exhibits a strong correlation between population alignment and population lifetime (r = 0:97), in

accordance with trends observed in linear molecules. Using a linear birefringence measurement fit to

a full quantum simulation of the asymmetric rotor, we separately determined both the population

(T1) and the coherence (T∗
2) lifetimes of the rotational wavepacket. Additionally, we inferred a high

rate of elastic decoherence (T2 = 9.6 ps), which we attributed to long-range interactions mediated by

the permanent dipole of the SO2 molecule. We proposed the use of birefringence measurements to

study intermolecular interactions in a coherent ensemble, as a step toward using field-free alignment

to investigate reaction dynamics. A manuscript will be submitted for publication shortly.

2.5 Strong Field Multiple Ionization as a Route to Electron Dynamics in a van der

Waals Cluster

In a Phys. Rev. Lett. article co-authored by an overseas experimental group,5 we study the order

in which a strong laser field removes multiple electrons from an aligned van der Waals (vdW)

cluster. The N2Ar, with an equilibrium T-shaped geometry, contains both a covalent and a vdW

bond and serves as a simple yet rich example. Interestingly, the fragmenting double and triple

ionizations of N2Ar with vdW bond breaking are favored when the vdW bond is aligned along the

laser field polarization vector. However, the orientation of the covalent bond with respect to the

laser field rules the triple ionization when both the covalent and vdW bonds are simultaneously

broken. Electron-localization-assisted enhanced ionization and molecular orbital profile-dominated,

orientation-dependent ionization are discussed to reveal the order of electrons release from different

sites of N2Ar.

2.6 Molecular Junctions: Can Pulling Infuence Optical Controllability?

The field of molecular electronics has seen rapid progress in recent years, motivated both by the ex-
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citing challenges in fundamental chemical physics and by the potential for technological applications.

Although both optical and mechanical control of transport via junctions were demonstrated, both

are limited by damage thresholds. Their combination, however, is promising. In 6 we propose use of

a mechanical force to enhance a molecule’s susceptibility for optical control. Specifically, we suggest

the combination of single molecule pulling and optical control as a way to enhance control over the

electron transport characteristics of a molecular junc- tion. We illustrate the concept using a model

junction consisting of biphenyl-dithiol coupled to gold contacts. The junction is pulled while the

method of torsional alignment, introduced in our earlier AMOS-supported work, is applied to control

the dihedral angle between the two rings. Quantum dynamics simulations show that molecular

pulling enhances the degree of control over the dihedral angle and hence over the transport properties.

2.7 Dissipative Dynamics of Laser-Induced Torsional Coherences

The concept of torsional alignment, introduced in our earlier AMOS-supported research, open sev-

eral interesting phenomena in the dynamics of strong field-triggered torsional wavepackets. The

results of a recent publication7 point to the origin and consequences of the fundamental differences

between rotational and torsional coherences. In addition we provide design guidelines for torsional

control experiments by illustrating the role played by the laser intensity, pulse width, temperature,

and molecular parameters. Specifically as an example of two classes of molecules expected to make

suitable candidates for laboratory experiments, we explore the torsional control of 9-[2-(anthracen-

9-yl)ethynyl]anthracene and contrast it with that of biphenyl. Finally we propose several potential

applications for coherent torsional control in chemistry, physics, and material science.

More interesting, and more relevant to experiments, is the case of torsional alignment subject to

a dissipative environment, discussed in 8, where we explore the controllability of molecular torsions

subject to dissipative media and the way in which phase information is exchanged between torsional

modes and a dissipative environment. Our theory is based on a density matrix formalism, where

dissipation is accounted for within a multilevel Bloch equation model. Our results point to new and

interesting phenomena in wavepacket dissipation dynamics that are unique to torsions and also enrich

our general understanding of wavepacket phenomena. In addition, we suggest guidelines for designing

torsional control experiments for molecules interacting with a dissipative bath.

3. Future Plans

3.1 Strong Field Coherent Control in Complex Material and Molecular Systems

Several ongoing projects will be completed and submitted within the next few months. One is a study

of alignment and orientation of semiconductor nanorods. A second explores the control of plasmonic

phenomena using laser alignment of a surface-adsorbed molecular layer to modulate with time the

dielectric function of the medium of the nanoconstruct. A third develops a Wigner representation of

the rotations of rigid bodies, with a view to semiclassical studies of alignment of heavy systems at

elevated temperatures.

3.2: The physics, Numerical Methodology and Applications of High Harmonics from

Aligned Molecules

A goal of future research, which will hopefully be largely accomplished within the next year, is to

develop an approach for accurate modeling of the continuum electronic wavefunction underlying har-

monic signals and combine it with our rotational theory of HHG. The method will be first applied to

linear systems, but my main interest is in the case of 3D aligned (e.g., by means of an elliptically polar-

ized field) asymmetric top molecules as targets for the recolliding continuum electron. These I expect
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to allow both a new view of the electronic structure and dynamics in complex polyatomic molecules

and a new and interesting approach to probe the (classically unstable) rotations of asymmetric tops

in the fully quantum domain.

4. Publications from DOE sponsored research(2012–August 2014, in citation order)
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Inelastic X-ray Scattering Under Extreme and Transitional Conditions 
 
Gerald T. Seidler, seidler@uw.edu, 
Department of Physics 
University of Washington 
Seattle, WA 98195-1560 
 
Program Scope 

The goal of this program is to expand the scope and scientific potential of time-resolved inelastic 
x-ray scattering (IXS). First, we are using x-ray spectroscopies, soon to include resonant inelastic 
x-ray scattering, to gain new insight into the energy transfer mechanisms of lanthanide-based 
phosphors and related luminescent materials and to study the time dynamics of the electronic and 
structural changes at metal-insulator transitions.  Second, we are performing combined 
theoretical and experimental work to critically test, and substantially improve, the use of IXS 
methods in the study of dense plasmas, such as in the transitional, ‘warm dense matter’ regime.  
Third, we are continuing several collaborations based on IXS instrumentation and methods 
developed by the PI, including studies of the time-dynamics of energy transfer in photosynthetic 
proteins and of the f-electron physics of lanthanide elements and compounds at high pressures.  
Finally, our side-project for laboratory-based XAFS and XES is showing high promise for 
impact in DOE-relevant research on electrical energy storage, catalysis, and actinide materials. 
 
Selected Recent Progress and Future Directions 

I. A Rejuvenation of Laboratory-based High-Resolution X-ray Spectroscopies 

 

In October 2013 we commissioned a new type of inexpensive lab-based spectrometer for 
high-resolution x-ray studies, including x-ray absorption fine structure (XAFS) and x-ray 
emission spectroscopy (XES).  In the subsequent year we have fine-tuned our experimental 
technique and now regularly achieve data that is in essentially perfect agreement with 

 

Fig. 1: XANES spectra for a reference Co foil and for a partially discharged LiCoO2 battery 
electrode (ex situ), measured at the Advanced Photon Source and with our lab-based spectrometer.  
The total measurement times for each lab XANES spectrum is ~12 hours, this will decrease to ~5 
minutes with improved statistics after commissioning of the UW CEI-XAFS facility, see the text.  
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synchrotron-based results, see Fig. 1.  The instrumentation paper for our lab spectrometer has 
been submitted to the Review of Scientific Instruments.  

The startling performance of this modest instrument has garnered significant interest that, 
we emphasize, has been solely focused on DOE-priority research issues and that does not have 
the character of competition with synchrotron facilities.  In addition to providing a true 
introductory capability that can help attract and educated entire new user communities, 
laboratory-based XAFS enables measurements that, for reasons of long duration, sample 
preparation complexity, chemical hazards, or radioisotope hazards, cannot be performed with 
regularity or certainty at synchrotron light sources.  To this end, under funding from the 
University of Washington, we are building a mid-scale lab XAFS user facility for the UW Clean 
Energy Institute (CEI); this new instrument builds directly on the new technology developed 
under the present award; the CEI-XAFS facility will see extensive use in long-baseline studies of 
electrical energy storage that cannot, due to the long experimental duration, be completed with 
regularity at synchrotron beamlines.  It will reach a flux of mid-106/sec on each of two 
independent beamlines. 

We are also assisting collaborators at LANL and ANL with the design and construction 
of XES spectrometers for the lower-energy range of 2-4 keV, e.g., for S XES in Li-S batteries or 
in air-sensitive actinide-sulfur compounds that cannot be reliably transported to the light source.  
In support of the effort to extend lab-based XES to lower energies we have initiated a project to 
develop an inexpensive x-ray camera for the 2-4 keV ‘tender’ x-ray range.  Our first results are 
promising, see Fig. 2.  This 1.3Mpix spectroscopic imaging detector may also prove useful in 
ultrafast x-ray spectroscopies, such as with table-top laser-pumped x-ray sources.  

 

II. X-ray Heating Studies at LCLS/MEC 

 The recent LD67 campaign at LCLS/MEC was led by the PI.  While this beamrun 
emphasized laser-shock heating of multicomponent targets (supported by a grant from 

 

 

Fig 2: (Left) Photograph of our CMOS-based spectroscopic imaging detector with support 
electronics. The 1.3 Mpix tender x-ray camera is driven by a Raspberry Pi single-board PC. The 
CMOS sensor's interface board and driver software were developed in-house.  The total component 
costs are less than $100.  (Right) Direct-detection low-resolution x-ray emission spectrum from a 
sample of commercial polyvinyl chloride (PVC) excited in air by a low-power lab x-ray source, using 
the detector in the left panel.  The 5-m pixel size and useful intrinsic energy resolution makes this 
instrument a strong candidate for the position sensitive detector in a lab-based wavelength-dispersive 
spectrometer at 1-eV resolution in the 2-4 keV energy range.  The same detector may also have useful 
applications in work performed with table-top ultrafast x-ray sources. 
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DOE/FES), complementary x-ray heating experiments were also performed as part of the WDM 
research under the present award.  The results are still under analysis, but show interesting 
effects in the electronic structure of metallic and more complex intermediate-Z alloys and 
compounds.  For example, the ability to compare response across multiple intermediate-Z 
species in alloys will allow a detailed interrogation of the correct theoretical treatment of the 
electronic structure of isochorically heated matter. 
 
III. Time-resolved Studies of Energy Transfer and Electron Correlations 

 Lanthanide compounds and coordination complexes are responsible for a wide range of 
light-gathering and light-emitting applications, including as commercial phosphors in lighting 
applications, as tools to better match the solar spectrum to the function of photovoltaic devices, 
and as a critical component in many bioassays.  In this lattermost role, an organic ‘antenna’ acts 
as a strong near-UV photoabsorber before nonradiatively transferring energy to a chelated, 
trivalent lanthanide ion via a 4f-4f intrashell excitation.  This dipole-forbidden excitation 
subsequently decays through the so-called ‘hypersensitive’ pseudo-quadrupolar decay, giving 
light at delays of order msec after the initial excitation due to the long lifetime for the 4f 
excitation.  This long time-delay allows simplest time-gate filtering of the emission from the 
luminescent lanthanide complex from that of the host biological system.      
 The microscopic physics underlying each step in the energy transfer pathway in the 
luminescent lanthanides, and indeed in all materials used for the applications described above, 
remain incompletely understood.  Our recent work at the Advanced Photon Source on 
luminescent lanthanide complexes demonstrate an unexpected, but clear expression of the 4f 
instrashell excitation in the time-resolved x-ray absorption near-edge spectrum (XANES) of the 
lanthanide ion.[Pacold, et al., JACS 2014]  Our leading explanation requires a surprisingly 
dynamic coupling between the 4f and 5d orbitals of the lanthanide ion.  In any event, this 
discovery opens up new opportunities to use the LCLS to directly monitor the energy transfer 
onto the lanthanide species, giving an important complement to studies of the de-excitation of 
multiple ligand states by transient optical absorption. 
 We have recently extended this project with time-resolved x-ray excited optical 
luminescence (TR-XEOL) studies performed at the Advanced Photon Source.  The high flux-
density of the 20-ID microprobe endstation allowed us to reach a nonlinear XEOL regime where 
the time scales for different steps in the energy relaxation cascade in Bi-sensitized Y2O3:Eu 
phosophors can be separated. 
 
Manuscripts and Publications in the Last 3 Years of this Award 
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2. M.J. Lipp, D.R. Mortensen, H. Cynn, W.J. Evans, G.T. Seidler, Y. Xiao, P. Chow, “4f moment and 
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Journal of Physics: Condensed Matter (2014). 
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Seidler

278



DYNAMICS OF FEW-BODY ATOMIC PROCESSES 
 

Anthony F. Starace, P.I. 
The University of Nebraska, Department of Physics and Astronomy 
855 North 16th Street, 208 Jorgensen Hall, Lincoln, NE 68588-0299 

 
Email: astarace1@unl.edu 

 

PROGRAM SCOPE 
The goals of this project are to understand, describe, control, and image processes involving 
energy transfers from intense electromagnetic radiation to matter as well as the time-dependent 
dynamics of interacting few-body, quantum systems. Investigations of current interest are in the 
areas of strong field (intense laser) physics, attosecond physics, high energy density physics, and 
multiphoton ionization processes. Nearly all proposed projects require large-scale numerical 
computations, involving, e.g., the direct solution of the full-dimensional time-dependent or time-
independent Schrödinger equation for two-electron (or multi-electron) systems interacting with 
electromagnetic radiation. In some cases our studies are supportive of and/or have been 
stimulated by experimental work carried out by other investigators funded by the DOE AMOS 
physics program. Principal benefits and outcomes of this research are improved understanding of 
how to control atomic processes with electromagnetic radiation and how to transfer energy 
optimally from electromagnetic radiation to matter. 

RECENT PROGRESS 

 
A. Validity of Factorization of the High-Energy Photoelectron Yield in Above-Threshold 
Ionization of an Atom by a Short Laser Pulse 
 
We have derived quantum mechanically an analytic result for the above-threshold ionization 
(ATI) probability that is valid in the high-energy part of the ATI plateau for a short laser pulse of 
any shape and duration. Factorization of this probability in terms of an electron wave packet 
function (dependent primarily on laser field parameters) and the field-free cross section for 
elastic electron scattering (EES) (dependent primarily on the target atom) is shown to occur only 
for the case of an ultrashort pulse.  In general, the probability involves interference of different 
EES amplitudes involving laser-field-dependent electron momenta. These analytic results allow 
one to describe very accurately the left-right asymmetry as well as the large-scale (intracycle) 
and fine-scale (intercycle) oscillations in ATI spectra. In fact, agreement with results of accurate 
numerical solutions of the time-dependent Schrödinger equation is excellent. To use our results, 
only the field-free EES amplitude for the target atom and the solutions of certain classical 
equations describing the active electron motion for a given short laser pulse are needed. Our 
analytic formulas thus provide an efficient tool for the quantitative description of short-pulse 
ATI spectra, both elucidating the physics of the process and allowing experimentalists to plan 
and/or control the processes they investigate. (See reference [5] in the publication list below.) 
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B. Enhanced Asymmetry in Few-Cycle Attosecond Pulse Ionization of He in the Vicinity of 
Autoionizing Resonances 
 
By solving the two-active-electron, time-dependent Schrödinger equation in its full 
dimensionality, we have investigated the carrier-envelope-phase (CEP) dependence of single 
ionization of He to the He+(1s) state triggered by an intense few-cycle attosecond pulse with 
carrier frequency ω corresponding to the energy !ω = 36 eV. Effects of electron correlations 
were probed by comparing projections of the final state of the two-electron wave packet onto (i) 
field-free highly-correlated Jacobi matrix wave functions with (ii) projections onto uncorrelated 
Coulomb wave functions. Significant differences are found in the vicinity of autoionizing 
resonances. Owing to the broad bandwidths of our 115-as and 230-as pulses and their high 
intensities (1-2 PW/cm2), asymmetries are found in the differential probability for ionization of 
electrons parallel and antiparallel to the linear polarization axis of the attosecond laser pulse. 
These asymmetries stem from interference of the one- and two-photon ionization amplitudes for 
producing electrons with the same momentum along the linear polarization axis. Whereas these 
asymmetries generally decrease with increasing ionized electron kinetic energy, we find a large 
enhancement of this asymmetry in the vicinity of two-electron doubly-excited (autoionizing) 
states on an energy scale comparable to the widths of the autoionizing states. The CEP-
dependence of the energy-integrated asymmetry agrees very well with the predictions of time 
dependent perturbation theory [Phys. Rev. A 80, 063403 (2009)]. (See reference [6] below.) 
 
C. Asymmetries in Production of He+(n=2) with an Intense Few-Cycle Attosecond Pulse 
 
By solving the two-electron time-dependent Schrödinger equation, we studied carrier-envelope-
phase (CEP) effects on ionization plus excitation of He to He+(n=2) states by a few-cycle 
attosecond pulse with a carrier frequency of 51 eV. For most CEPs the asymmetries in the 
photoelectron angular distributions with excitation of He+(2s) or He+(2p) have opposite signs and 
are two orders of magnitude larger than for ionization without excitation. These results indicate 
that attosecond pulse CEP effects may be significantly amplified in correlated two-electron 
ionization processes. (See reference [7] in the publication list below.) 
 
D. Carrier-Envelope-Phase-Induced Asymmetries in Double Photoionization of He by an 
Intense Few-Cycle XUV Pulse 
 
The carrier-envelope-phase (CEP) dependence of electron angular distributions in double 
ionization of He by an arbitrarily-polarized, few-cycle, intense XUV pulse is formulated using 
perturbation theory in the pulse amplitude. Owing to the broad pulse bandwidth, interference of 
first and second order perturbation amplitudes produces asymmetric angular distributions that are 
sensitive to the CEP. Our perturbation theory parametrization is shown to be valid by comparing 
with results of solutions of the full-dimensional, two-electron time-dependent Schrödinger 
equation for the case of linear polarization. (See reference [8] in the publication list below.) 
 
E. High-Order Harmonic Generation of Be in the Multiphoton Regime 
 
The high-order harmonic generation (HHG) spectrum of Be is investigated in the multiphoton 
regime by solving the full-dimensional, two-active-electron, time-dependent Schrödinger 
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equation in an intense (1013W/cm2), 30-cycle laser field. As the laser frequency ωL varies from 
1.7 to 1.8 eV (which is in the tunable range of a Ti:sapphire laser), the 7th harmonic becomes 
resonant sequentially with the transition between the ground state and two doubly-excited 
autoionizing states while the 3rd harmonic becomes resonant with the 2s2p(1P) singly-excited 
state. At each resonant frequency, the HHG power spectrum increases by an order of magnitude 
over a range of harmonics that form a plateau, extending from the resonant harmonic up to a 
cutoff at the 25th harmonic. In contrast to the well-known rescattering plateau cutoff law 
appropriate in the tunneling regime (which predicts a cutoff at the 5th or 7th harmonic), the 
multiphoton regime plateau we find for Be originates from atomic resonance effects. Off-
resonance, the Be HHG spectrum decreases monotonically with harmonic order. By taking the 
ratio of the integrated harmonic power of the 7th harmonic to that of the 5th harmonic, one can 
isolate the resonant effects of the two doubly-excited states in the HHG spectrum from those of 
singly-excited resonance states. These ratios exhibit resonance profiles for driving laser pulse 
durations much longer than the lifetimes of these autoionizing states. The energy widths of these 
resonance features are comparable to the widths of the laser pulse and are much smaller than the 
autoionizing state widths. These results demonstrate an important role for electron correlations in 
enhancing harmonic generation rates in the multiphoton regime. (See reference [9] below.) 

F. Potential Barrier Features in Three-Photon Ionization Processes in Atoms 

Resonance-like enhancements of generalized three-photon cross sections for XUV ionization of 
Ar, Kr, and Xe have been demonstrated and analyzed within a single-active-electron, central-
potential model. The resonant-like behavior is shown to originate from the potential barriers 
experienced by intermediate- and final-state photoelectron wave packets corresponding to 
absorption of one, two, or three photons. The resonance-like profiles in the generalized three-
photon ionization cross sections are shown to be similar to those found in the generalized two-
photon ionization cross sections [Phys. Rev. A 82, 053414 (2010)]. The complexity of Cooper 
minima in multiphoton ionization processes is also discussed. Owing to the similar resonance-
like profiles found in both two- and three-photon generalized cross sections, we expect such 
potential barrier effects to be general features of multiphoton ionization processes in most atoms 
with occupied p- and d-subshells. (See reference [10] in the publication list below.) 
 
FUTURE PLANS 

Our group is currently carrying out research on the following additional projects:  

(1) Vacuum Acceleration of Electrons Initially Bound in Highly-Charged Ions. We are 
carrying out a large set of simulations for the final-state energy and angular dependences of 
electrons ionized from highly-charged ions by super intense laser pulses. Such ions ensure that 
the electrons only become ionized near the peak of the laser pulse intensity. We are mapping out 
the dependences of these distributions on the experimentally-controllable parameters: (a) the 
focal width of the laser pulse, (b) the polarization of the laser pulse, and (c) the intensity of the 
laser pulse. The relativistic classical trajectory Monte Carlo (CTMC) method is used. An 
advantage of the CTMC approach is that it is very well suited to parallel computation.  
Moreover, the initial locations of the trajectories leading to maximum energy gains can easily be 
determined. Our calculations indicate that the location of the target ion relative to the focus is an 
additional important parameter affecting the electron energy and angular distributions. 
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(2) Control of double ionization of He by means of the polarization and carrier-envelope-
phase (CEP) of an intense, few-cycle XUV pulse. We are able to solve numerically the six-
dimensional two-electron, time-dependent Schrödinger equation for He interacting with an 
elliptically-polarized XUV pulse.  Guided by perturbation theory, we have discovered a new 
nonlinear dichroic effect that is sensitive to the CEP, ellipticity, peak intensity, and temporal 
duration of the pulse. This dichroic effect (i.e., the difference of the two-electron angular 
distributions for opposite helicities of the ionizing XUV pulse) originates from interference of 
first- and second-order perturbation theory amplitudes, allowing one to probe and control S- and 
D-wave channels of the two-electron continuum. We show that the back-to-back in-plane 
geometry with unequal energy sharing is the best one for observing this dichroic effect that 
occurs only for an elliptically-polarized, few-cycle attosecond pulse. 
 
PUBLICATIONS STEMMING FROM DOE-SPONSORED RESEARCH (2011 – 2014) 
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Current Year Grant Period of 2013-2014 (Publications 2012-2014) 
1 Program Scope 
The program is aimed at theoretical investigations of a wide range of phenomena induced by ultrafast 
laser-light excitation of nanostructured or nanosize systems, in particular, metal/semiconductor/dielectric 
nanocomposites and nanoclusters. Among the primary phenomena are processes of energy 
transformation, generation, transfer, and localization on the nanoscale and coherent control of such 
phenomena.  
2 Recent Progress and Publications 
Publications resulting from the grant during the period of 2012-2014 are: [1-14]. During the current grant 
period of 2012-2013, the following articles with this DOE support have been published [7, 9, 11-15]. The 
following articles received, as acknowledged, supplementary support of this grant during 2012-2013: [8, 
10, 16-21]. Below we highlight selected articles that we consider most significant.  

2.1 Attosecond Control of Dielectrics [9] 
Control of the electric and optical properties of semiconductors with microwave fields forms the basis of 
modern electronics, information processing and optical communications. Extension of such control to 
optical frequencies calls for wideband materials such as dielectrics, which require strong electric fields to 
control their physical properties. Few-cycle laser pulses permit damage-free exposure of dielectrics to 
electric fields of several V/Å and significant modifications in their electronic system. Fields of such 
strength and temporal confinement can turn a dielectric from an insulating state to a conducting state 
within the optical period. In this article [9], we study the underlying strong-field-induced electron 
processes within sub-femtosecond intervals. We have established the feasibility of manipulating the 
electronic structure and electric polarizability of a dielectric reversibly with the electric field of light. The 
established ultrafast reversibility of the effects implies that the physical properties of a dielectric can be 
controlled with the electric field of light, offering the potential for petahertz-bandwidth signal 
manipulation.  

2.2 Metal Nanofilm in Strong Ultrafast Optical Fields [11] 
In this article, we predict that a metal nanofilm subjected to an ultrashort (near-single oscillation) optical 
pulse of a high field amplitude ~3 V/Å at normal incidence undergoes an ultrafast (at subcycle times ~1 
fs) transition to a state resembling semimetal. Its reflectivity is greatly reduced, while its transmissivity 
and the optical field inside the metal are greatly increased. Despite the metal being a centrosymmetric 
medium, the strong pulse causes net charge transfer in the direction determined by the carrier envelope 
phase (CEP) of the pulse, which is opposite to the direction of the maximum field. 
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2.3 Hot-Electron Nanoscopy Using Adiabatic Compression of Surface Plasmons [12] 
Surface plasmon polaritons are a central concept in nanoplasmonics and have been exploited to develop 
ultrasensitive chemical detection platforms, as well as imaging and spectroscopic techniques at the 
nanoscale. Surface plasmons decay to form highly energetic (or hot) electrons in a process that is usually 
thought to be parasitic for applications, because it limits the lifetime and propagation length of surface 
plasmons and therefore has an adverse influence on the functionality of nanoplasmonic devices. Recently, 
however, it has been shown that hot electrons produced by surface plasmon decay can be harnessed to 
produce useful work in photodetection, catalysis and solar energy conversion. Nevertheless, the surface-
plasmon-to-hot-electron conversion efficiency has been below 1% in all cases.  

In this article [12], we show that adiabatic nanofocusing of surface plasmons on a Schottky diode-
terminated tapered tip of nanoscale dimensions allows for a plasmon-to-hot-electron conversion 
efficiency of ~30%. This effect is predicted and described theoretically [12] to be due to (i) adiabatic 
slowing down and asymptotic stopping of plasmons at the tip, and (ii) turning of the collision direction of 
the electrons with the taper surface toward the normal as a result of collisions with this surface. We 
further demonstrate theoretically and experimentally that, with such high efficiency, hot electrons can be 
used for a new nanoscopy technique based on an atomic force microscopy set-up. We show that this hot-
electron nanoscopy preserves the chemical sensitivity of the scanned surface and has a spatial resolution 
below 50 nm, with prospects for improvement. 

2.4 Electric Spaser in the Extreme Quantum Limit [7] 
We consider theoretically the spaser that is excited electrically via a nanowire with ballistic quantum 
conductance. We show that, in the extreme quantum regime, i.e., for a single conductance-quantum 
nanowire, the spaser with a core made of common plasmonic metals, such as silver and gold, is 
fundamentally possible. For ballistic nanowires with multiple-quanta or nonquantized conductance, the 
performance of the spaser is enhanced in comparison with the extreme quantum limit. The electrically 
pumped spaser is promising as an optical source, nanoamplifier, and digital logic device for 
optoelectronic information processing with a speed of ~100 GHz to ~100 THz. 

2.5 Optical-Field-Induced Current in Dielectrics [8] 
The time it takes to switch on and off electric current determines the rate at which signals can be 
processed and sampled in modern information technology. Field-effect transistors are able to control 
currents at frequencies beyond ~100 GHz, but electric interconnects hamper progress towards the 
terahertz (THz) frontier. In reality, charging of these interconnects limits processor speed to 2-4 GHz 
only. All-optical injection of currents via interfering photo-excitation pathways or photoconductive 
switching of THz transients has permitted controlling electric current on a subpicosecond time scale in 
semiconductors. Insulators have been deemed unsuitable for both concepts, because of the need for either 
UV light or high fields, which induce either slow damage or ultrafast breakdown, respectively. In this 
article [8], we report the feasibility of electric signal manipulation in a dielectric. A few-cycle optical 
waveform increases reversibly – free from breakdown – the (ac) conductivity of amorphous silicon 
dioxide (fused silica) by more than 18 orders of magnitude within 1 femtosecond, allowing electric 
currents to be driven, directed, and switched by the instantaneous field of light. This work opens a route 
to extending electronic signal processing and high-speed metrology into the petahertz domain.  

2.6 Theory of Dielectric Nanofilms in Strong Ultrafast Optical Fields [2] 
We have theoretically predicted that a dielectric nanofilm subjected to a normally incident strong but 
ultrashort (a few optical oscillations) laser pulse exhibits deeply nonlinear (nonperturbative) optical 
responses which are essentially reversible and driven by the instantaneous optical field. Among them is a 
high optical polarization and a significant population of the conduction band, which develop at the peak 
of the pulse and almost disappear after its end. There is also a correspondingly large increase of the pulse 
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reflectivity. These phenomena are related to Wannier-Stark localization and anticrossings between the 
Wannier-Stark ladders originating from the valence and conduction bands leading to optical “softening” 
of the dielectric. Theory is developed by solving self-consistently the Maxwell equations and the time-
dependent Schrödinger equation. The results point out to a fundamental possibility of optical-field effect 
devices with the bandwidth on the order of optical frequency. 

2.7 Interaction of Graphene Monolayer with Ultrashort Laser Pulse [13] 
In this work, we study the interaction of graphene with ultrashort a few femtosecond long optical pulse. 
For such a short pulse, the electron dynamics is coherent and is described within the tight-binding model 
of graphene. The interaction of optical pulse with graphene is determined by strong wave vector 
dependence of the interband dipole matrix elements, which are singular at the Dirac points of graphene. 
The electron dynamics in optical pulse is highly irreversible with large residual population of the 
conduction band. The residual conduction band population as a function of the wave vector is 
nonuniform with a few localized spots of high conduction band population. The spots are located near the 
Dirac points and the number of spots depends on the pulse intensity. The optical pulse propagating 
through graphene layer generates finite transferred charge, which, as a function of pulse intensity, 
changes its sign. At small pulse intensity, the charge is transferred in the direction of the pulse maximum, 
while at large pulse intensity, the direction of the charge transfer is opposite to the direction of pulse 
maximum. This property opens unique possibility of controlling the direction of the charge transfer by 
variation of the pulse intensity. 

3 Directions of Work for the Next Period 
We will develop the present success in the optics of ultrastrong and ultrafast fields on the nanoscale. We 
will extend the existing theory to other dielectrics, semimetals, and metals, in particular sapphire and 
graphene. We will invoke more realistic models for the crystal structure of the materials involved, in 
particular using tight-binding model with experimentally known geometry of the unit cell or 
pseudopotential model. We will extend theory to describe photoelectron emission caused by the strong 
ultrashort pulses and probe attosecond XUV pulses in thin films and graphene. We will develop theory of 
materials subjected to several strong fields of different frequencies, e.g., near-infrared/visible and 
terahertz/static. We will extend theory to describe generation of high harmonics in solids in strong 
ultrafast optical fields. In ultrafast active plasmonics, we will study properties of the spaser with optical 
pumping as ultrabright label for biomedical diagnostics and laser therapy.  
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Program Scope 

X-ray synchrotrons and x-ray free-electron lasers have proven to be transformational technologies for 
physical and biological sciences. As part of this project, we developed a new type of x-ray source, one 
which—by virtue of its unique characteristics—may have similar transformational potential. Not only does 
its x-ray peak brightness and photon energy rival that of 3rd generation x-ray synchrotrons, but its 
femtosecond x-ray pulse duration is comparable to x-ray free-electron lasers. Moreover, the device is small 
enough to fit in a university laboratory.  
The new light source is based on inverse Compton back-scattering, driven by two intense light pulses, each 
of which are amplified by a single high-power laser system. One laser pulse rapidly accelerates electrons 
(~3 GeV/cm) by means of the laser-wakefield mechanism; and the other laser pulse Thomson-backscatters 
from the relativistic electrons. The scattered light Doppler-upshifts relativistically to high photon energy.  
Our most recent progress was demonstration of x-ray beams with several additional unique features: quasi-
monoenergetic spectral width (∆E/E ~ 50%), large energy-tuning range (50 keV ≤ hν ≤ 10 MeV), and small 
angular divergence (10-mrad) [Powers et al (2014)].  
The new source has advantages for x-ray science in general, and for the study of ultrafast phenomena in 
particular. Its exceptionally large x-ray-energy tuning range facilitates probing of almost any element’s 
inner-shell atomic structure. Its femtosecond x-ray pulse duration, coupled to high photon energy, enables 
ultrafast time-resolved studies with atomic-scale spatial and temporal resolutions. Its synchronization with 
ultra-high-intensity laser light pulses (≤ 1022 W/cm2, a0~100) can merge ultrafast science with high field 
science; for example, ultrafast dynamics of either highly stripped atoms or extreme states of matter can be 
investigated.  
Several of our near-term project objectives include: (i) reduction of the x-ray spectral width, (ii) 
measurement of the x-ray pulse duration (inferred to be < 10 fs), and (iii) demonstration of an x-ray pump-
probe capability.  

Recent Progress 

Bright and well-collimated energetic x-ray beams 
The x-ray source is driven by the DIOCLES laser at the University of Nebraska, Lincoln [Liu et al. (2013)]. 
For the experiments described here, 3-J, 35-fs, 805-nm laser pulses were produced at 10-Hz repetition rate.  
In the initial implementation of the x-ray source [Chen et al (2013)], the amplified and compressed laser 
beam was split into two separate beams by means of a beam-splitter (80% reflecting, 20% transmitting), 
which was located after the pulse compressor. The reflected beam (the drive pulse) had 1.9-J energy and 
35-fs duration. Its wavefront was corrected with an adaptive feedback loop between a wavefront sensor and 
a deformable mirror. It was focused by a 1-m parabolic reflector onto the front edge of a supersonic gas jet. 
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The focal spot had a Gaussian spatial profile, and is near-diffraction limited, corresponding to full width at 
half maximum (FWHM) of 20 µm. Thirty-three percent of the laser energy was enclosed in the FWHM 
width, corresponding to a peak intensity of ∼1019 W cm-2 (normalized vector potential a0 ∼ 2). Another 
adaptive feedback loop was also used to optimize the spectral phase of the drive laser pulse, creating a 
transform-limited pulse at the interaction point. Complete spatial and spectral characterization and 
optimization of the laser pulse was performed on target and in vacuum [Liu et al (2014a)].  
The beam transmitted through the beam-splitter (the scattering pulse) had energy 0.5 J, and counter-
propagated (with respect to both the drive beam and electron beam) at a near-back-scattering angle (∼170 
deg). It was focused by a 1-m focal-length lens. On account of dispersion in the beam-splitter, its pulse 
duration was 120 fs. B-integral effects led to a focal spot with 22 µm diameter (FWHM) and 16% enclosed 
energy in the central spot. The corresponding intensity at the focus of the scattering pulse was ∼3×1017 W 
cm-2, corresponding to a normalized vector potential a0 of 0.4 and linear non-relativistic scattering.  
Mixed gas targets (99% He + 1% N2) were used for the generation of high-energy electron beams. A 
supersonic nozzle with a 2-mm diameter orifice was used to produce a high density gas flow (ne = 1019     
cm-3). The drive pulse was focused onto the front edge of the flow. The medium was fully ionized by the 
foot of the laser pulse. The peak of the pulse was self-guided in the medium, and drove a laser-wakefield 
in the underdense plasma.  
The energy and charge of the accelerated electron beam were measured with a magnetic spectrometer and 
fluorescent screen (LANEX), which was imaged by a 12-bit CCD and the response of the detection system 
was calibrated independently [Banerjee et al (2013)]. Under optimal conditions, beams with cutoff energy 
<300 MeV were produced with charge ∼100 pC for energy > 50 MeV. The accelerator had stable 
reproducible shot-to-shot characteristics.  
The position in space where the scattering took place was located 1-mm downstream of the nozzle. This 
location is close enough to the exit of the accelerator to ensure that the transverse sizes of the electron beam 
and focused scattering pulse are nearly matched, while also being far enough to ensure that focusing of the 
scattering pulse is unaffected by the gas target. The pointing fluctuation of the scattering pulse on target 
was 5 µrad, and the angular jitter of the electron beam is 5-10 mrad.  
The generated x-rays were detected by a CsI detector imaged with a 14-bit EMCCD camera. The CsI array 
consists of 1-mm diameter, 10-mm long voxels, which are separated by epoxy. The angular divergence of 
the x-ray beam was measured to be 12 mrad.  
A detailed numerical model that takes into account the spatial profile of the focused scattering pulse was 
used to compute the spectrum of the scattered x-rays [Ghebregziabher et al. (2013)]. The distribution of 
electrons in phase space was constructed using the measured angular profile and the energy spectrum of the 
electron beam.  
The x-ray spectrum is determined from measurements of the amount of x-rays transmitted through each of 
four quadrant attenuation filters. The measurements are found to be in excellent agreement with the values 
predicted by the above-mentioned numerical model. Based on the absolute detector response, we 
determined that 108 photons s-1 were produced. The size of the x-ray source was found to be 5 µm, measured 
using a cross-correlation technique, in which the scattering pulse was scanned along the vertical direction, 
and sampled different parts of the electron beam. The peak x-ray spectral brightness was found to be 2×1019 
photons s-1 mm-2 mrad-2 (0.1% BW), based on the above measurements, and assuming an electron-beam 
pulse duration that was measured in prior studies under conditions similar to our experiment. This peak 
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brightness is nearly four orders of magnitude higher than from inverse Compton sources based on the 
scattering of a high-intensity laser pulse off an electron beam produced by a conventional accelerator.  

Tunable and quasi-monoenergetic x-rays 
In more recent experiments [Powers et al (2014)], quasi-monoenergetic x-ray beams were generated. The 

gas target was redesigned to produce 
narrowband electron beams that are tunable 
over a large energy range (50 MeV to 300 
MeV), while holding constant the other 
important electron-beam parameters, such 
as energy spread and charge. The gas-target 
comprises two independently controllable 
gas jets: the first jet flowed a gas mixture 
(99% He, 1% N2), functioning as the 
electron injector; while the second jet 
flowed pure helium, functioning as the 
accelerator.  
Figure 1: X-ray spectrum (inset: electron 
spectrum [Powers et al (2014)]. 

To measure the energy spread of the x-ray beam more precisely than in the original experiments, a Ross-
filter technique was implemented. It relies on measurement of transmission through various different 

materials near their K-edges. The detection 
system was again the voxelated CsI 
detector. The measured spectrum is shown 
in Fig. 1.   
Figure 2: X-ray energy versus electron 
energy [Powers et al (2014)].  
The photon energy of the x-rays was tuned 
from 50 keV to 1 MeV by tuning the 
electron energy from 50 MeV to 250 MeV. 
The results, as shown in Fig. 2, confirm the 
theoretically predicted quadratic 
relationship between x-ray and electron 
energies. Using the absolute response of 
the detection system, it is inferred that 

∼2×107 photons s-1 are produced at the 10-Hz repetition rate of the laser system. The average energy spread 
is 40-50%, consistent with the 20% spread in the energy of the electron beam; the fluctuation in the photon 
number was ∼50% on a shot-to-shot basis [Powers et al. (2014)].  
Two further improvements to the x-ray source were recently implemented. The beam was split before the 
pulse compression system in order to mitigate the effects of B-integral [Liu et al (2014b)]. Two separate 
pulse compressors were used to independently compress and optimize the temporal characteristics of the 
scattering pulse. A frequency-doubling crystal was used in the scattering beam-line to convert the incident 
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800-nm light to 400 nm. Doubling the photon energy of the scattering pulse reduces the electron energy 
required in order to produce x-rays of a given photon energy.  
We believe that this hard x-ray source—which is tunable, quasi-monoenergetic, short-pulse, and well-
collimated—represents a significant advance, since the beams produced by previous alternative approaches 
are highly divergent and/or spectrally broadband. 

Future Plans:  

By means of dispersive and single-photon-counting spectroscopies, we are currently studying femtosecond 
x-ray excitation and absorption of high-Z atoms. We are also preparing pump-probe experiments to study 
ultrafast photo-induced changes in atomic structure.  
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1 Program Scope
We use intense, shaped, ultrafast laser pulses to follow and control molecular dynamics, and high
level ab initio calculations to interpret the dynamics and guide the control.

2 Recent Progress
Our accomplishments in the past three years of DOE support are detailed in the 12 papers which
we have written.1–12 Our principal findings/accomplishments are:

• Development of time resolved strong field dissociative ionization spectroscopy for probing and
interpreting excited state molecular dynamics

• Studying neutral to ionic state correlations in strong field molecular ionization

• Observing strong field molecular ionization from multiple orbitals

• Obtaining insight into the dynamics of the radical cations produced via strong field ionization

Our main experimental results from the past year have focused on developing a new ultrafast
VUV source as an ionization probe of excited state dynamics and using velocity map imaging to try
and characterize the ultrafast relaxation and dissociation of excited molecular cations. In terms of
theory, we have employed two parallel approaches for following the dynamics of excited molecular
cations in order to understand how relaxation competes with dissociation.

2.1 Development of the VUV source
Figure 1 highlights our progress in developing a UV pump VUV probe apparatus for pump probe
measurements of excited state dynamics and a comparison of weak and strong field ionization of
excited states. The central part of the figure shows the apparatus we are constructing. Also shown
are the VUV intensity as a function of UV and IR delay in generating the VUV via four wave
mixing in Argon (on the left) and a cartoon of the potential energy surfaces involved in a pump
probe measurement (on the right). The VUV intensity was measured using ionization of a gold
surface. The pump probe apparatus is almost completed and about to be tested.

2.2 Velocity Map Imaging measurements of relaxation in excited molecular cations
We ionize the molecule in question using our strong field IR laser pulses. Ionization can proceed
to a range of ionic states, as we have seen in both calculations and experiment. By measuring
the photoelectrons in coincidence with the fragment ions produced by ionization, we can determine
the ionic state of the molecule immediately after ionization. Then, the velocity map imaging
measurement of the fragment ion measured in coincidence with the photoelectron can be used
to determine the kinetic energy release in dissociation for the case of ionization to a dissociative
cationic state. A signature of relaxation prior to dissociation (as long as the excited state does not
lead to the same dissociation limit as the ground state) is the measurement of fragment ions with
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Figure 1: UV pump VUV probe apparatus, preliminary measurements and cartoon illustrating pro-
posed experiments.

kinetic energy release equal to the energy difference between the initial ionic state and ground ionic
state at the FC point minus the dissociation energy on the ground state.
Figure 2 illustrates the velocity map imaging of ionic fragments for the case of 1-3 Cyclohexadiene.

These initial measurements show at least two dissociation channels, suggesting that there is com-
petition between relaxation and dissociation, with dissociation taking place on multiple electronic
states of the molecular cation.

2.3 Ultrafast relaxation in molecular cations
In strong field dissociative ionization techniques several excited ionic states can be created during
the ionization step followed by fragmentation, and it is not clear whether the fragments are produced
directly in the excited ionic states or if fast relaxation to the ground ionic state occurs first and
fragmentation follows, i.e. does fragmentation of an excited molecular cation with energy above
the dissociation barrier take place on the excited or ground state of the cation? In order to better
understand the processes occurring after ionization and interpret the experimental observables, we
have theoretically investigated dynamics of excited radical cations.
Polyatomic radical cations often have closely spaced electronic states with several two and three-

state conical intersection seams making the dynamics particularly interesting. We have applied tra-
jectory surface hopping (TSH) molecular dynamics and the Multi-Configurational Time-Dependent
Hartree (MCTDH) approach to study the dynamics of the uracil radical cation as well as cyclo-
hexadiene (CHD) and hexatriene (HT) radical cations. The uracil cation has been used before in
our work on neutral uracil excited state dynamics, while the other two cations were involved in our
probing of the CHD to HT isomerization reaction.
Dynamics on the uracil cation were studied in detail using the Linear Vibronic Coupling (LVC)

Hamiltonian where 10 modes were included and the MCTDH approach for solving the time-
dependent Schrödinger equation. The EOM-IP-CCSD/6-311+G* ab initio method was used to
produce 1-dimensional scans along normal modes which were then fitted using the LVC model. The
method reproduces the experimental photoelectron spectrum reasonably well, giving us confidence
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Figure 2: Preliminary velocity map
imaging measurements of
C4H

+
n (n=1-4) fragments

from 1-3 Cyclohexadiene
ionized by an intense fem-
tosecond laser pulse. The
raw VMI images have
been inverse Abel trans-
formed and then processed
to generate the kinetic
energy release spectrum
for several different laser
intensities
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Figure 3: (a) Photoelectron spectrum of uracil calculated using MCTDH and (b) taken from the
literature (Biochemical and Biophysical Research Communications 60, 1262 (1974)).(c,d)
Adiabatic state populations generated from dynamics on uracil cation starting on D2. (c)
shows results from the MCTDH approach while (d) shows results from TSH.

in our approach (see Figure 3a,b). The TSH approach was also used for the dynamics and in this
case all the degrees of freedom were included. Both methods give similar results for the decay (see
Figure 3c,d). The decay of the excited ionic states is very fast (population of D2 goes from 1 to 0
in 50-100 fs), indicating that in this system decay will occur faster than dissociation. We have also
found that both two- and three-state conical intersections play an important role in the decay.
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3 Future Plans
We have two goals for the immediate future:

1. Comparing strong and weak field ionization from excited states. We have developed a new
ultrafast VUV light source at about 8 eV, which can serve as both an ideal probe of excited
state dynamics, and as a basis for direct comparison between weak and strong field ionization.
This approach will test our recent ideas about the differences between strong and weak field
ionization and whether Dyson norms can be used as predictors of which ionic states are
populated.

2. Ultrafast relaxation in molecular cations. As already described above we are interested in
how ultrafast relaxation of excited state molecular cations competes with direct dissociation.
Experimentally, we will use photoelectron and photoion coincidence velocity map imaging in
order to determine whether relaxation precedes dissociation. Measurements of the photoelec-
tron energy resulting from ionization can be used to label the initial electronic state of the
cation immediately after ionization. Measuring the kinetic energy release of the fragment ions
will allow us to determine how much energy went into kinetic energy during the dissociation
process. Theoretically, we will continue our studies on dynamics of cations using TSH and
MCTDH in order to establish some guidelines about the competition between radiationless
decay and dissociation.
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PROGRAM SCOPE 

Following the demonstration of a two-dimensional magneto-optical trap for molecular YO, we have 
been working on the implementation of a three-dimensional MOT. Collaborating with John Doyle’s 
group in Harvard, we have prepared a slow YO molecule beam with a center velocity of 70 m/s from a 
dual stage buffer gas cooled laser ablation source. We have successfully demonstrated the slowing and 
cooling of this molecular beam to 20 m/s, and are working now to further cool this beam for loading into 
a 3D MOT. We expect to achieve this result soon.    

Evaporation of the hydroxyl radical (OH) remains an exciting prospect for further cooling of chemically 
interesting molecules and increasing their phase space density. Thus far evaporation efficiency has been 
limited by collision rate and vacuum lifetime, prompting an investigation of possible improvements. We 
have designed a new permanent magnetic trap with a factor of 2 steeper gradient and a more favorable 
loading geometry. Using this trap, we show an order of magnitude increase in the initial density and in 
collision rate of OH molecules. We are currently working on a detailed investigation of the inelastic and 
elastic collisions of OH free radicals. 

On the front of dipolar molecules in the quantum regime, we have recently realized a lattice spin model. 
By encoding spin in rotational states, we have observed spin exchanges of ultracold polar KRb molecules 
that are confined in a deep three-dimensional optical lattice. The interactions manifest as a density 
dependent decay of the spin coherence of the system. In addition to decaying, the spin contrast 
oscillates, with frequency components that are consistent with the dipolar interaction energies. We 
have studied these spin exchanges for two different pairs of rotational states, which differ by a factor of 
two in interaction strength, and find the decay and oscillations to be roughly twice as fast in the case of 
stronger interactions. A theory comparison based on a cluster expansion agrees quantitatively with our 
data. These observations were made in a regime where the lattice filling is quite dilute. Our current 
experimental efforts are focused on increasing the filling fraction. Higher lattice fillings will enable the 
study of richer physics, such as transport of excitations in an out of equilibrium long-range interacting 
system.  

While we have used dipolar interactions of polar molecules pinned in a three-dimensional optical lattice 
to realize the spin exchange model, the absence of an external electric field precludes the study of the 
full spin-1/2 Hamiltonian that includes the Ising interaction. Moreover, advanced manipulation of 
dipolar properties of a bulk molecular gas is also strongly desired. In the near future we will commission 
the second generation of our KRb polar molecule apparatus that allows large electric fields with the 
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flexibility to apply gradients of the field in arbitrary directions. The same electrodes that supply large DC 
electric fields also provide AC fields for driving rotational transitions to encode spin. The relative angle 
between the AC and DC fields can be tuned to control the polarization of the microwave field for high 
fidelity rotational state transfer. Moreover, the geometry of the system is amenable to high resolution 
optical detection of the molecules. A high NA microscope objective allows for the first microscopic 
studies of molecular quantum gases. We plan to implement these tools to perform direct evaporative 
cooling of our spin-polarized fermionic molecular gas to realize a molecular Fermi gas deep in 
degeneracy.  

 

Publications over the past 12 months: 

N. Y. Yao, A. V. Gorshkov, C. R. Laumann, A. Läuchli, J. Ye, and M. D. Lukin, “Realizing Fractional Chern 
Insulators with Dipolar Spins,” Phys. Rev. Lett. 110, 185302 (2013). (Editor’s Suggestion; Selected for a 
Viewpoint in Physics.) 

B. K. Stuhl, M. Yeo, M. T. Hummon, and J. Ye, “Electric-field-induced inelastic collisions between 
magnetically trapped hydroxyl radicals,” Molecular Physics 111, 1798 – 1804 (2013). (Invited Article) 

B. Yan, S. A. Moses, B. Gadway, J. P. Covey, K. R. A. Hazzard, A. M. Rey, D. S. Jin, and J. Ye, “Observation 
of dipolar spin-exchange interactions with lattice-confined polar molecules,” Nature 501, 521 – 525 
(2013). 

B. K. Stuhl, M. T. Hummon, and J. Ye, “Cold State-Selected Molecular Collisions and Reactions,” Annu. 
Rev. Phys. Chem. 65, 501 – 518 (2014). (Invited Review)  

B. Zhu, B. Gadway, M. Foss-Feig, J. Schachenmayer, M. L. Wall, K. R. A. Hazzard, B. Yan, S. A. Moses, J. P. 
Covey, D. S. Jin, J. Ye, M. Holland, A. M. Rey, “Suppressing the loss of ultracold molecules via the 
continuous quantum Zeno effect,” Phys. Rev. Lett. 112, 070404 (2014).  (Editor’s Suggestion) 
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