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Executive Summary

Introduction and Motivation

Scientific machine learning (SciML) is a core component of artificial intelligence (AI) and a compu-
tational technology that can be trained, with scientific data, to augment or automate human skills.
Across the Department of Energy (DOE), scientific machine learning (SciML) has the potential
to transform science and energy research. Breakthroughs and major progress will be enabled by
harnessing DOE investments in massive data from scientific user facilities, software for predictive
models and algorithms, high-performance computing platforms, and the national workforce. The
crosscutting nature of machine learning and artificial intelligence provides a strong incentive for
formulating a prioritized research agenda to maximize the capabilities and scientific benefits for
the DOE.

The report summarizes the outcomes of a January 2018 basic research needs (BRN) workshop,
which identified six Priority Research Directions (PRDs) for Advanced Scientific Computing Re-
search (ASCR) in developing greater SciML-based capabilities for DOE mission challenges. The
workshop considered the status, recent trends, and broad use of SciML. This information then
was used to examine the opportunities, barriers, and potential for high scientific impact through
fundamental advances in its mathematical, statistical, and computational research foundations.

SciML and AI will have broad use and transformative effects across the DOE. The first three
PRDs describe foundational research themes that are common to the development of all SciML
methods and corresponds to the need for domain-awareness, interpretability, and robustness. The
other three PRDs describe capability research themes and correspond to the three major use cases
for massive scientific data analysis, machine learning-enhanced modeling and simulation, and
intelligent automation and decision-support for complex systems. This section describes each of
the PRDs in more detail.

Priority Research Directions (PRDs)

The SciML BRN workshop identified six PRDs that build on the strengths of the ASCR Applied
Mathematics program and address the challenges herein. Figure 1 (page vii) illustrates how PRDs
on domain-aware, interpretable, and robust SciML support progress against the foundational re-
search challenges. Similarly, Figure 2 (page vii) outlines a strategy to address the capability re-
search challenges through PRDs on data-intensive SciML, machine learning-enhanced modeling
and simulation, and intelligent automation and decision support.

vi
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Figure 1: Foundational research themes of SciML must tackle the challenges of creating domain-
aware, interpretable, and robust ML formulations, methods, and algorithms.
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Figure 2: Opportunities for SciML impact arise in scientific inference and data analysis; in ML-
enhanced modeling and simulation; in intelligent automation and decision support; and in related
applications.
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PRD 1. Domain-Aware Scientific Machine Learning. SciML methods are unlikely to ever re-
place established domain models based on physical mechanisms and scientific knowledge; how-
ever, there is a significant opportunity for SciML to complement traditional domain models. Do-
main knowledge includes physical principles, symmetries, constraints, expert feedback, computa-
tional simulations, uncertainties, etc. The focus of this PRD is to integrate such domain knowledge
with SciML methods. Such integration is expected to improve accuracy, interpretability, and de-
fensibility of SciML models while simultaneously reducing data requirements and accelerating
SciML model training. Progress in this PRD will require new mathematical methods to learn
improved model features that are constrained by domain knowledge, including fusion of multi-
modal and heterogeneous data sources to extract features.

PRD 2. Interpretable Scientific Machine Learning. Traditionally, physical understanding has
been the bedrock of modeling. A user’s confidence in a model’s predictions is directly linked to
the conviction that the model accounts for her/his domain knowledge; e.g., the right variables,
parameters, and physical laws. In general, a tension exists between the need for increased com-
plexity in ML models to improve results and the need for users to interpret the models and derive
new insights and conclusions. This challenge has been widely recognized. However, SciML appli-
cations have unique challenges and opportunities to use existing domain knowledge to increase
ML model interpretability. Progress in this PRD will require developing new exploration and
visualization approaches to interpret complex models using domain knowledge, as well as new
metrics to quantify model differences.

PRD 3. Robust Scientific Machine Learning. To take its place as a scientific methodology and
be accepted for common use in domain sciences and high-regret applications, SciML methods
must be robust and reliable. While ML methods are much used, the integration of protocols for
verification, validation, and reproducibility are in their infancy. The credibility of research based
on SciML requires that outcomes come from a process that is not sensitive to perturbations in
training data, modeling choice, and/or computational errors. Progress in this PRD will require
research for showing that SciML methods and implementations are well-posed, stable, and robust.

PRD 4. Data-Intensive Scientific Machine Learning. SciML in large-scale complex models and
data faces a range of challenges, including high-dimensional, noisy, and uncertain input data, as
well as limited information about model validity. Incorporating statistics, uncertainty quantifica-
tion, and probabilistic modeling into SciML will provide a framework for managing some of these
challenges. In particular, these approaches can address ill-conditioning, non-uniqueness, and
over-fitting and allow for requisite uncertainty quantification in ML predictions. In addition, sta-
tistical and probabilistic methods can help uncover structure in data to improve scientific insight.
At the same time, applying these methods in SciML is challenged by large data volume and com-
plexity, as well as the high-dimensional structure of probabilistic SciML models. Progress in this
PRD requires developing improved methods for statistical learning in high-dimensional SciML
systems with noisy and complex data, for identifying structure in complex high-dimensional data,
and for efficient sampling in high-dimensional parametric and model spaces.

PRD 5. Machine Learning-Enhanced Modeling and Simulation. DOE simulation codes model
complex physical phenomena, often with dramatic variations in scale and behavior even within
a single simulation. For performance, robustness, and fidelity, human expertise typically is inte-
gral in the simulation process to obtain quality solutions. The growing trend is for the models,
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Figure 3: The ASCR Applied Mathematics program has laid the groundwork to harness machine
learning and artificial intelligence for scientific purposes.

discretizations, and numerical solvers at the heart of DOE application codes to be more adaptive,
usually through the use of simple theoretical controls and/or heuristics. There still are tremen-
dous gains to be realized through the judicious use of SciML algorithms to better adapt aspects
of the numerical models and their interactions with increasingly complex computer hardware.
Similarly, traditional numerical algorithms are at the core of SciML algorithms, so SciML can be
made more efficient, robust, and scalable by leveraging the extensive knowledge of the DOE sci-
entific computing community. Catalyzing the interaction and interplay of scientific computing
and ML algorithms has the potential to improve the throughput of both, but progress in this PRD
will require developing new methods to quantify trade-offs and optimally manage the interplay
between traditional and ML models and implementations.

PRD 6. Intelligent Automation and Decision Support. Applications that iterate around a for-
ward simulation (e.g., in optimization, uncertainty quantification, inverse problems, data assim-
ilation, and control) constitute a significant target for many of DOE’s simulation and modeling
capabilities, in many cases in support of decisions. Several major challenges loom at the frontier
of simulation-based decisions in science and engineering: how to make the task of evaluating a
complex, expensive simulation model over a high-dimensional parameter space tractable; how to
best combine experimental and simulation data to inform decisions; how to validate the resulting
evaluations and translate their uncertainty into quantifiable confidence for a decision-maker; and
how to manage the interplay between automation and human decision-making. These challenges
are particularly acute for SciML (as described in the preceding PRDs). In addition to progress in
the previous PRDs, this PRD requires new mathematically and scientifically justified methods to
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Table 1: DOE research initiatives and ASCR Applied Mathematics Funding Opportunity An-
nouncements since 2005 that underpin each of the PRDs for SciML capabilities.

PRD 4. Data-Intensive Scientific Machine Learning
2009–2012: Mathematics for Analysis of Petascale Data
2010–2013: Resilient Extreme-Scale Solvers
2013–2016: DOE Data-Centric Science at Scale
PRD 5. Machine Learning-Enhanced Modeling and Simulation
2005–2008: Multiscale Mathematics Research and Education
2008–2012: Multiscale Mathematics for Complex Systems
2013–2016: Uncertainty Quantification for Extreme-Scale Science
PRD 6. Intelligent Automation and Decision Support
2009–2012: Mathematics for Complex, Distributed, Interconnected Systems
2010–2013: Uncertainty Quantification for Complex Systems
2012–2017: Mathematical Multifaceted Integrated Capability Centers I
2017–2022: Mathematical Multifaceted Integrated Capability Centers II

guide data acquisition and assure data quality and adequacy, improved SciML methods for mul-
timodal data encountered in scientific applications, and new methods to quantify trade-offs and
optimally manage resources used in decision support and related tasks.

Scientific Machine Learning and Artificial Intelligence

The six SciML PRDs provide a sound basis for implementing a coherent, long-term research and
development strategy. Fortunately, over the last decade and more, DOE investments in applied
mathematics and scientific computing have laid the groundwork for the type of basic research that
will underpin key advances in the PRDs. For example, since 2005, the Applied Mathematics pro-
gram has issued Funding Opportunity Announcements (FOAs) for university and DOE national
lab projects that correspond to the SciML capability research themes as summarized in Table 1.

Scientific machine learning and artificial intelligence are rapidly developing areas of research.
Recent reports have emphasized the need for developing a national strategy and preparing for
the future [1, 2]. A previous report on a national AI strategy [3] will updated in 2019 to reflect the
most recent developments and plans across federal agencies. This workshop report has considered
these important challenges through the lens of applied mathematics and scientific computing re-
search. In doing so, the six PRDs will be a useful guide in formulating an effective research agenda
to maximize the capabilities and scientific benefits for the DOE.



Chapter 1

Introduction

1.1 Scope

Recently, interest in ML-based approaches for science and engineering has increased rapidly. This
growing enthusiasm for SciML stems from the combined development and use of efficient data
analysis algorithms; massive amounts of data available from scientific instruments, scientific com-
putations, and other sources; advances in high-performance computing; and the successes re-
ported by industry, academia, and research communities. A conventional notion of ML involves
training an algorithm to automatically find patterns, signals, or structure that may be hidden
within massive data sets whose exact nature is unknown and therefore cannot be programmed
explicitly. The algorithm’s predictive capability is a learned skill. We seek to improve upon and
harness the analytical and predictive power of ML to maximize its impact on DOE mission and
science/engineering applications (for an overview of DOE missions, refer to recent reports [4, 5]).
The SciML 2018 BRN Workshop attracted more than 120 experts in applied mathematics, comput-
ing, and data sciences from national laboratories, academia, industry, and federal agencies.

Workshop participants identified opportunities and gaps, thereby defining PRDs for applied
mathematics in SciML. In particular, discussions centered on challenges and opportunities for in-
creasing the scale, rigor, robustness, and reliability of SciML necessary for routine use in DOE science
and engineering applications. Such developments also will greatly enhance the capabilities of
many ML methods in common use. For example, some challenges may include rigorous analysis
methods for developing and testing SciML algorithms and understanding SciML method approx-
imation power, as well as bounding data and compute complexity of SciML approaches. These
challenges were discussed in the context of existing methods with demonstrated use in scientific
applications. The workshop also engaged the attention of the world-leading ASCR mathematics
and computer science communities to establish the new research priorities presented as part of
this report. The workshop principally focused on the mathematical challenges in SciML theory
and application. These challenges were discussed in the context of existing methods with demon-
strated use in scientific applications.

This report summarizes the outcomes of the SciML workshop and identifies current strengths
and weaknesses of SciML for scientific discovery to inform the community and DOE about PRDs
for SciML.

1



CHAPTER 1. INTRODUCTION 2

Example 1: Optimizing Network Traffic with Machine Learning

Exascale and increasingly complex sci-
ence applications are exponentially rais-
ing demands from underlying DOE net-
works, such as traffic management, op-
eration scale, and reliability constraints.
Networks are the backbone to complex
science workflows, ensuring data are de-
livered securely and on time for impor-
tant computations to happen. To opti-
mize these distributed workflows, net-
works are required to understand end-to-
end performance needs in advance and be
faster, efficient, and more proactive, an-
ticipating bottlenecks before they happen.
However, to manage multiple network
paths intelligently, various tasks, such as
pre-computation and prediction, must be
done in near real time. ML provides a col-
lection of algorithms that can add auton-
omy and assist in decision making to sup-
port key facility goals without increased
device costs and inefficiency. In particu-
lar, by focusing on time-series and real-time statistics at all network levels (such as logs, traffic, security, usage,
and more), ML can be used to predict potential anomalies in current traffic patterns and raise alerts before net-
work faults develop. Unsupervised feature extraction methods can be used to tag samples from telemetry data,
raising alarms and projecting behaviors of “normal” versus “abnormal” network scenarios. At this point, given
learned traffic patterns and engineering decisions, certain network modules can be automated to induce cor-
rectional actions to rectify “bad” behavior, ensuring mission critical tasks are maintained. The latter part uses
ML with decision support systems to offload some tasks, freeing engineers to focus on optimizing operations
so science applications run as reliably as possible. Image credit: Mariam Kiran, Energy Sciences Network (ESnet),
and Lawrence Berkeley National Laboratory (LBNL).

1.2 Definitions

Perhaps the simplest definition of ML was provided in an apocryphal quote by Arthur Samuel,
often attributed to his 1959 paper on ML for the game of checkers [6]: “Machine Learning: Field of
study that gives computers the ability to learn without being explicitly programmed.” An equally
laconic definition∗ was adopted in a recent report of the Royal Society [7].

This report employs a more detailed definition similar to that offered in a review paper by
Jordan et al. [8]: “learning” is the process of transforming information into expertise or knowledge;
“machine learning” is automated learning. The input information to ML includes training data
and a priori knowledge or information (such as physical conservation principles). The output
information from ML is “knowledge” or “expertise” used to make predictions or perform some
activity. The ML process assumes the form of an algorithm that takes information as input and
produces knowledge as output (as already described).

The literature often characterizes ML according to its different tasks, such as the canonical
problems called out in [7] of classification, regression, clustering, dimension reduction, semi-
supervised learning, and reinforcement learning. We recognize that SciML poses a rich set of

∗“Machine Learning: A set of rules that allows systems to learn directly from examples, data and experience” –
Royal Society [7].
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Example 2: Designing Metal-Organic Hybrid Material Properties with Machine Learn-
ing

Scientific Achievement
A computationally efficient bond order potential (BOP) 
models properties of metal-organic hybrid materials, 
accounting for complex atomic interactions as the 
interface shifts from highly metallic to highly organic. 

Significance and Impact
The new model with its machine learning approach 
makes highly accurate predictions of hybrid material 
properties, reaching new possibilities in advanced design.

Research Details
– The method uses machine learning to train the model against 

actual values for structure, mechanical properties, and energies 
derived from quantum calculations for pure cobalt, pure 
carbon, and cobalt carbide in various compositions.

– Density functional theory calculations were used to determine 
the training set of material properties; genetic algorithms were 
used to optimize parameters. 

Have it Your Way: Model Predicts C-Co Hybrid Properties

Work was performed in part at the Center for 
Nanoscale Materials.

Badri Narayanan, Henry Chan, Alper Kinaci, Fatih G. Sen, Stephen K. Gray, Maria K. Y. 
Chan, and Subramanian K. R. S. Sankaranarayanan, Nanoscale 9 no. 46 (2017).

Images of three carbon-cobalt (C/Co) nano-
structures with C/Co ratios of 0.086, 0.429 and 
4.292 (a–c). 

Increasing carbon content

A single bond order potential trained using an ML ap-
proach predicts properties of metal-organic hybrid ma-
terials, accounting for complex atomic interfacial in-
teractions ranging from highly metallic to highly or-
ganic. The new model is computationally cheap yet
makes accurate predictions of hybrid material proper-
ties, reaching new possibilities in advanced design. The
method uses supervised ML to train the model against
actual values for structure, mechanical properties, and
energies derived from quantum calculations for pure
cobalt, pure carbon, and cobalt carbide in various com-
positions. Density functional theory calculations were
used to generate the training set of material properties;
genetic algorithms were used to optimize parameters.
This ML approach has been applied to a range of sys-
tems, from clusters [12], oxides [13, 14], and nitrides [15]
to two-dimensional materials [16]. Image adapted from
Narayanan et al. [17].

challenges that span a broad set of potential use cases—and, in contrast to many existing appli-
cations of ML, a deeper consideration of the structure of the problem at hand is critical. Indeed,
simulation supports a tremendously broad range of activities within the DOE portfolio, some of
which support scientific goals of discovery and understanding and others that underpin decisions
through prediction, optimization, and uncertainty quantification (UQ) [9]. The nature of SciML’s
potential impact varies across these activities, just as the need for new SciML methodology varies.
We draw an analogy with the past decades of advancements in optimization: these advancements
have been driven by an explicit and clear realization of the diverse structure of different opti-
mization problem classes (linear programs, integer programs, mixed-integer programs, partial
differential equation (PDE)-constrained optimization, etc.) and the need for structure-exploiting
techniques in each case [10, 11]. Similar investments are required to advance domain-specific,
structure-exploiting SciML.

1.3 Motivation and Impact

Traditional methods of scientific discovery proceed sequentially from data collection to analysis to
construction of theories that codify new insights. In recent years, using high-end computation for
complex model evaluation and data-driven methods for model enhancement and optimization
have greatly enhanced and accelerated progress down this path, creating what are sometimes
labeled as “third” and “fourth” paradigms for scientific discovery and engineering innovation [18,
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Example 3: Multiscale Machine Learning Workflows for Cancer Research

Varia�onal
Autoencoder
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Par�cle
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Con�nuous		Membrane	Model

Par�cle
Model

Parameter	Feedback
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The RAS protein is known to be instrumental in the signaling pathways of many forms of cancer. To understand
its interactions with the cell membrane, scientists require computational models because many characteristics
of this interaction are not accessible experimentally. However, predictive modeling requires detailed, particle-
based simulations only feasible for small portions of the membrane and at relatively short timescales. Unfor-
tunately, simulating biologically relevant time and length scales is only possible with approximate continuum
models. ML provides a means to combine the best of both aspects to ultimately create a simulation at relevant
scales with the required accuracies. Given a continuum model (left) with single particles approximating the
RAS protein, the system continuously examines small membrane patches underneath the RAS using a varia-
tional autoencoder to compare membrane configurations. Patches that differ from previous executions (yellow
circles) are tagged and used to instantiate particle-based simulations. Patches deemed too similar to previous
configurations are discarded. In this manner, more and more particle-based information is collected until the
latent space of patch configurations is densely sampled. At this point, the system has produced equivalent
particle-based simulations for each patch of the continuum model and, therefore, has created a simulation of
biologically relevant time and length scales at particle-based precision. Image credit: Timo Bremer and National
Cancer Institute (NCI) Pilot 2 Team, Lawrence Livermore National Laboratory (LLNL).

19].
Historically, the majority of scientific research effort has been on data collection; e.g., starting

with the drive to create telescopes to observe planets and ending with large-scale, multi-physics
simulations to gain a window into otherwise inaccessible processes, such as supernovae. How-
ever, while early analysis techniques sometimes were as simple as linear regressions, modern
solutions for both experiments and simulations often are highly sophisticated combinations of
mathematics, statistics, computer science, and a host of other disciplines. Even as the complexity
of the analysis process has grown tremendously, it remains largely driven by human expectations
and hypotheses. Guided by their deep subject matter expertise, extensive experience, and well-
honed intuition, scientists will develop hypotheses and tailor analysis approaches to verify or
disprove them.

However, this existing paradigm is rapidly being stretched to its limits because of dramatic
growth in scientific data; e.g., collecting billions of particle collisions [20], simulating thousands of
climate scenarios [21], or observing millions of stars [22]. No single researcher or even a large team
can directly sift through such staggering amounts of data. Yet data reduction techniques—e.g., for
finding “interesting” collisions or “unusual” stars—can fall victim to various confirmation biases,
where rare events outside of the current theory may be overlooked or misinterpreted. As the size
and complexity of data increase, the likelihood of missing opportunities for breakthroughs also
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Example 4: Simplifying High-Dimensional Protein Folding with Machine Learning

ML techniques reveal Fs-peptide folding
events from long timescale molecular dy-
namics simulations. A low-dimensional
embedding of the simulation events reveal
transitions from fully unfolded states (blue)
to fully folded states (red). In the pic-
ture, a two-dimensional embedding using
t-test stochastic neighborhood embedding
shows the presence of near-native states (la-
beled state 1) versus partially unfolded (2-
7) and fully unfolded states (8-9). Devel-
oped as part of the Exascale Computing
Project (ECP) cancer distributed learning en-
vironment (CANDLE) project. Image credit:
Arvind Ramanathan, Oak Ridge National Labo-
ratory (ORNL).

will escalate and may ultimately delay progress. To address this challenge, many areas of science
are moving toward more data-driven techniques that ultimately aim to augment the need for prior
assumptions and meticulously tailored hypotheses with massive data collections.

This data explosion is not limited to scientific applications. In fact, the digital revolution and
its corresponding increase in easy data collection—from financial transactions to online purchases
and social media interactions—have led to a revolution in ML. This revolution has been driven by
the availability of large labeled data sets that are propelling the development of new ML methods.
These methods allow computers to accomplish tasks once feasible only to humans; e.g., driving
a car [23], playing checkers [6], or playing chess [24]. Especially in areas that require processing
large data volumes (a task not well suited for human brains), these techniques have produced
stunning results thought to be unachievable even a decade ago.

There are many potential benefits to DOE missions from engaging ML in computational sci-
ence, including the examples herein. ML methods are particularly useful for discovering cor-
relations in high-dimensional data and, thus, can be useful in analyzing computational results.
ML methods also can construct surrogates for complex forward models; e.g., with neural net-
work (NN), Gaussian process (GP), and related methods [25–27]. ML can also assist in dimension
reduction for high-dimensional data; e.g., by learning/discovering low-dimensional manifolds
underlying the data [28]. Such dimension-reduction methods can be employed for understand-
ing the dynamical structure behind the data. ML-based dimension reduction also can help define
effective distance measures between data sets, thereby providing paths toward effective likeli-
hoods for complex model calibration and parameter estimation from observational data. Already,
ML methods have been used in various science applications, including analyzing turbulent flow
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Example 5: Predicting Chemical Properties with Machine Learning

Introduction to
Convolutional Neural Networks (CNN)

1

Unlike traditional ML algorithms, deep neural networks (DNNs) can perform representation learning, which
is the ability to automatically engineer relevant features for the task it is being trained to predict. In this illus-
tration, convolutional neural network (CNN) models originally designed for computer vision applications can
be adapted to analyze molecular drawings. In the training process, these CNN models construct hierarchical
representations that can mirror the conceptual understanding of chemistry, which then can be used to construct
even more sophisticated representations for predicting complex chemical properties that otherwise would be
difficult to predict from first principles. Image credit: Garrett Goh, ChemNet software, Pacific Northwest National
Laboratory (PNNL).

computations [29–36], subsurface flow modeling [37], solid mechanics modeling of diverse mate-
rials [38–46], geophysics [47–50], and combustion modeling [30].

Still, despite these successes, numerous challenges remain in the path toward routinely adopt-
ing ML in scientific applications. In many of the most successful ML examples, such as image
recognition, system developers know the “ground truth” sufficiently well to check the results,
often even while training the models. Almost by definition, the most interesting scientific applica-
tions of SciML are those, such as materials discovery or high-energy physics, where the answers
are unknown beforehand or the results of an automated system are not easily verified. Instead,
familiar questions from scientific computing are, for example:

• How reliably will a given algorithm work; e.g., for what type and quantity of data do we
expect results?

• How robust is a certain solution; e.g., how might slightly different data or the addition of
noise change the results?

• How rigorously have the assumptions and underlying theories been defined and validated?
For classical techniques, such as analyzing PDE-based models, these questions lead to famil-
iar concepts, including well-posedness, stability, numerical approximation, and UQ.
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These questions have led to a long history of relevant research and to reliable and robust outcomes
from PDE-based models used in DOE applications. On the other hand, equivalent concepts for
SciML-based models are not well established, and the lack of precise definitions and clearly ex-
pressed assumptions often leads to the failure of ML-based methods. Finally, the ultimate goal of
analysis is for a scientist to gain new insights, adding a human dimension to the scientific learning
problem. This process requires both integrating the existing body of human knowledge into the
SciML approach and providing help for users to understand how a given approach works.

Independent of these fundamental (and somewhat abstract) differences between ML as seen
in the media and scientific data analysis, significant practical and technical distinctions also exist.
The PRDs presented in this workshop report describe some of the most significant differences and
resulting challenges. Nevertheless, even acknowledging these challenges, ML has the potential
to significantly advance diverse scientific areas and will transform the way science is done. It is
likely that before long, various experiments and simulations will no longer be primarily limited
by what data they can collect but by how well they are able to extract insights from the data they
have. However, to take full advantage of the combination of massive data collections and SciML
for scientific discovery, we must understand the current state of the art, where it may not meet
the demand of various scientific applications, and what the key open research directions are to
address the shortcomings.



Chapter 2

Priority Research Directions in Scientific
Machine Learning

2.1 Domain-Aware Scientific Machine Learning

Incorporating scientific domain knowledge in the ML process is a task unique to SciML. Aware-
ness of domain knowledge can enhance domain-agnostic data in terms of accuracy, interpretabil-
ity, and defensibility of SciML models. Furthermore, incorporating scientific domain knowledge
has the potential to dramatically reduce data requirements, as well as to accelerate training and
prediction.

Domain knowledge is found in many forms, such as physical principles, constraints [51], sym-
metries [52, 53], conservation laws, and other knowledge gained from theoretical or computational
studies. Scientific domain knowledge can be expressed in many forms, including physical models
(e.g., ab initio or first-principles physics), physical constraints (e.g., symmetries, invariances, con-
servation laws, asymptotic limits), computational simulations, uncertainties, correlations in space
and time, and structural forms (e.g., discrete, graph-like, non-smooth data). For such domain
knowledge, both theoretical foundations and computational infrastructure exist (e.g., solvers and
simulations) that can benefit SciML.

Domain knowledge has been proven to help supervised and unsupervised ML, as well as in
generating synthetic data (e.g., with constrained generative adversarial networks (GANs) [54])
and reinforcement learning [55, 56]. Although scientific data may satisfy (e.g., modulo various
types of errors and noise) underlying laws of physics, directly leveraging such domain knowl-
edge can allow the learning process to focus on modeling more challenging and computationally
impractical phenomena with less labeled data. Domain knowledge can be incorporated for var-
ious objectives, including improved interpretability (Section 2.2) and robustness (Section 2.3), as
well as in a multitude of ways; e.g., both ML-enhanced modeling-simulation (Section 2.5) as well
as intelligent automation and decision support tasks (Section 2.6).

8
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Thrust A: How Should Domain Knowledge Be Incorporated into Unsupervised
Machine Learning and Model Feature Selection?

Features are important inputs to ML algorithms. In unsupervised ML, features are selected or
constructed from raw input data to represent the important attributes of the data. The choice of
features can dramatically affect the ML algorithm’s algorithmic efficiency, the quality of the clas-
sifier or predictor output, and the model’s interpretability or defensibility. Effective features for
SciML are representative, capturing the relevant scientific information in data; interpretable, recog-
nizable by human experts; and generalizable, producing the same results using different learning
techniques. Ideal features will span the data efficiently and be connected to measurable physical
quantities. However, the ultimate determination of whether or not features are effective is in the
performance of the ML algorithm that uses them.

Research is needed regarding methods that incorporate domain knowledge into feature se-
lection. Progress in this thrust will require new mathematical methods to learn improved model
features that are constrained by domain knowledge, including fusion of multimodal and hetero-
geneous data sources to extract features.

Thrust B: How Should Domain Knowledge Be Incorporated into Supervised Machine
Learning?

The central question for this thrust is “which knowledge should be leveraged in SciML, and how
should this knowledge be included?” Any answers will naturally depend on the SciML task and
computational budgets, thus mirroring standard considerations in traditional scientific comput-
ing.

Hard Constraints. One research avenue involves incorporation of domain knowledge through
imposition of constraints that cannot be violated. These hard constraints could be enforced during
training, replacing what typically is an unconstrained optimization problem with a constrained
one. In general, such constraints could involve simulations or highly nonlinear functions of the
training parameters. Therefore, there is a need to identify particular cases when constraint qual-
ification conditions can be ensured as these conditions are necessary regularity conditions for
constrained optimization [57–59]. Although incorporating constraints during training generally
makes maximal use of training data, there may be additional opportunities to employ constraints
at the time of prediction (e.g., by projecting predictions onto the region induced by the constraints).

Soft Constraints. A similar avenue for incorporating domain knowledge involves modifying
the objective function (soft constraints) used in training. It is understood that ML loss function se-
lection should be guided by the task and data. Therefore, opportunities exist for developing loss
functions that incorporate domain knowledge and analyzing the resulting impact on solvability
and generalizability. Training objectives also increasingly contain several different components;
e.g., regularization terms that can encapsulate soft constraints [60], and these components usually
are composed in a weighted sum. Opportunities exist for analyzing the effect of such compo-
nents; for example, research that draws on areas such as compressed sensing, Bayesian inference,
and multi-objective optimization to incorporate domain knowledge into the components. A par-
ticular challenge is the need to incorporate uncertain or incomplete domain-specific knowledge,
as well as multiple physics and data sources that have different time or space fidelity and/or are
multiscale. These challenges are similar to those evident in the mathematical areas of reduced-
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Example 6: Detecting Extreme Weather Patterns in Climate Data with Deep Learning

Characterizing the frequency and intensity of ex-
treme weather patterns is an important research pri-
ority for the climate science community. To objec-
tively extract patterns from large, complex climate
data sets, the climate science community has pre-
dominantly used heuristics comprising multivari-
ate threshold conditions [67]. Recent work has
demonstrated that it is possible to use modern ML
methods—such as deep learning (DL)—for classifi-
cation and localization tasks [68, 69]. While these DL
architectures provide high predictive accuracy, they
are completely oblivious of the fact that the methods
are being applied to a fluid flow system. The filter
weight initialization and update schemes do not re-
strict the learned features to a subspace that would
subscribe to conservation and physical consistency
laws. Explicitly incorporating such constraints will
further enhance the accuracy and, almost certainly,
the interpretability of DL methods. Image credit: Michael Wehner and Prabhat, LBNL.

order modeling, multifidelity optimization, and UQ, but with an acute need for techniques (e.g.,
quantifiable error metrics and objectives) that facilitate the automation required in an ML pipeline.

Model Form. Another research avenue incorporates domain knowledge through the chosen
form (e.g., basis employed) of the ML model. For example, incorporating algebraic invariances,
such as symmetries and scaling in kernel approaches, have been shown to improve generalization
performance [61–64]. Similarly, CNNs can incorporate knowledge in vision processing domains
through convolutional filters that exploit locality, whereas the recurrent nature of recurrent neural
networks (RNNs) can incorporate knowledge for speech recognition. An opportunity exists for
principled selection of model forms across broad scientific domains, as well as for understanding
the associated computational burden and effect on accuracy.

Thrust C: How Should Domain Knowledge Be Modeled and Represented in Scientific
Machine Learning?

An additional opportunity for domain-aware SciML research is in constructing modeling lan-
guages and frameworks that facilitate the inclusion of domain knowledge into the training pro-
cess. Often, modeling languages and frameworks (e.g., [65, 66]) are designed to lower the barrier
of entry for users by facilitating rapid and robust problem formulation. Extending the ways that
SciML can express and incorporate domain knowledge could have far-reaching implications in
much the same way that these tools now are regularly used for implicit features, such as algorith-
mic differentiation.

2.2 Interpretable Scientific Machine Learning

One of the challenges in applying ML is the inherent complexity of many of its techniques. The
canonical examples for ML complexity are DL-based approaches [70, 71]. DL promises unprece-
dented advances in dealing with a range of data types but relies on millions of degrees of freedom,
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connected in complex arrangements and trained through hand-tuned optimizations. In ML, sig-
nificant expertise exists for selecting architectures, tuning optimization procedures, etc. However,
current understanding is limited regarding how and/or why these techniques work and why they
can be predictive. As a result, ML approaches may provide excellent classification performance
while struggling to afford insight into the solution. Because novel insights are essential to science
and engineering, the interpretability of ML methods must be improved.

Broadly speaking, the interpretability challenge in SciML touches all stages of the processing
pipeline and all other PRDs. However, while the ultimate goals are similar, the focus of this PRD
is on the humans “in-the-loop” with ML process. Furthermore, while more mature theories will
diminish the need for interpretability in some areas, the frontier of ML research will depend on
human understanding and intuition. This need is especially acute when considering the target
audience to include ML experts, domain science practitioners, non-scientific stakeholders, and
the public at large.

This PRD is closely coupled to the “domain-aware ML” PRD described in Section 2.1. General
ML interpretability currently is the focus of several efforts, including the Defense Advanced Re-
search Projects Agency (DARPA) eXplainable Artificial Intelligence (XAI) program [72]. However,
unlike the problem of general ML interpretability, SciML interpretability has the advantage of rich
domain (scientific) knowledge. Increased integration of domain knowledge into SciML methods
(see Section 2.1) also offers the opportunity for improved interpretability of these methods.

The fundamental challenges for interpretability can be thought of in terms of two dimensions:
1) data complexity and 2) target users. The former encapsulates the fact that in ML, one virtually
always deals with high-dimensional data and parameter spaces, complex inputs and outputs, and
highly sophisticated models. The latter dimension acknowledges the fact that depending on the
intended audience, ideal techniques may differ widely according to the internal reference frame
of the different user groups. To describe individual challenges and research directions in more
detail, the thrusts presented in this section follow the typical steps in the ML processing pipeline.

Thrust A: How Should High-Dimensional Complex Data for Machine Learning
Applications Be Explored?

Typically, one of the first steps in any data-processing pipeline is an initial exploration of data set
structure. For example, questions regarding how smooth a given regression function should be
necessitates some understanding of the geometry of both spaces, as well as the mapping between
them. In general, understanding data characteristics has the potential to contribute significantly
to the entire SciML pipeline—from understanding the distribution of the input data, to analyzing
the model fitting through its path on the optimization landscape, to interpreting the output. In
traditional scientific data analysis, this step often involves common visualization approaches; e.g.,
rendering slices through three-dimensional (3D) data, computing level sets, etc. Visualization
provides a quick and intuitive way to understand data smoothness, the range of values, or if
the data should be scaled. However, SciML data often are high-dimensional and/or complex,
which complicates visualization. There is a need for methods that provide (human) users with
SciML insights into data characteristics beyond traditional statistical indicators or other integrated
measures.

Ideally, data exploration would be fulfilled by using well-defined, broadly accepted, and thor-
oughly tested indicators. Well-known examples of such indicators are statistical distribution pa-
rameters and the number of clusters, to name a few. Unfortunately, in many ML applications,
these indicators may not exist (e.g., the underlying distributions may not be known), may not eas-
ily be defined (e.g., distributions of images), or may not lend themselves to a simple interpretation
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Example 7: Exploring High-Dimensional Parameter Spaces with Machine Learning

Abstract representation of high-dimensional data
can provide novel insights in an intuitive man-
ner. The figure represents the Morse-Smale com-
plex [73, 74] of the long-wave flux computed from
a global climate model in a 21-dimensional parame-
ter space [75]. Each of the two lines illustrates one
connected region in parameter space where the flux
varies monotonically between the minimum (shown
in blue) and the two local maxima (shown in red).
The lines form as the core lines of these regions are
computed in high-dimensional space and are embed-
ded into two dimensions using a common dimension
reduction technique. The side plots show how one
pair of input parameters (ordinate) varies with re-
spect to the local flux (abscissa) in the corresponding region. Strong anti-correlation is evident in both regions
yet in different directions. A global regression analysis (not shown) averages both behaviors and shows no
discernible dependencies between the flux and these parameters. However, the high-dimensional plot clearly
illustrates that strong dependencies exist, along with two different regions in the parameter space that lead to
a high flux. Both parameters are related to cloud formation and an imbalance prevents clouds from forming,
leading to a large flux. Image credit: Samuel Gerber and Peer-Timo Bremer, LLNL.

(e.g., higher-order Betti numbers). Research is needed to develop such quantitative measures or
replace them with interpretable qualitative characteristics. These may include new types of de-
scriptors to convey the geometry, topology, or general information content of high-dimensional
data. This challenge is directly related to developing effective features and incorporating domain
knowledge as discussed in Section 2.1.

Thrust B: How Should Scientific Machine Learning Models Be Explored and
Understood (Model Introspection)?

Once an ML model has been selected, it is important to interpret the process by which it is fit/op-
timized to the data. That is, can the relationship between the model input, operation, and output
be rationalized or explained? Such interpretability allows users to understand the model’s results
along with their robustness and sensitivity.

Traditionally, physical understanding has been the bedrock of modeling. A user’s confidence
in model predictions is linked directly to the conviction that the model accounts for the right vari-
ables (e.g., temperature, pressure, or material density), parameters (e.g., inflows or reaction rates),
and physical laws (e.g., heat-mass balance, energy, or Arrhenius mass action kinetics). Very sim-
ple models are readily interpretable. However, once the problem dimensions extend beyond a
few and the model’s complexity increases slightly, then model understanding, particularly for
stakeholders, becomes significantly more difficult. This problem is greatly exacerbated for non-
linear models. Models, such as DNNs, have sufficient nonlinearity and complexity to complicate
routine interpretation. Although the performance of these complex models is impressive, their
lack of interpretability makes them insufficient for high-regret and safety-critical systems [76]. For
verification and for developing trust in the model, intuitive model introspection and interactive
exploration of the solution space are vital for convincingly conveying results to stakeholders.

Given this objective of decomposing the model and decision process into interpretable human-
meaningful and human-manageable steps, research is needed to provide a decision process de-
composition for complex SciML models. In doing so, the human-meaningful steps may include
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connecting abstract representations to known laws (e.g., of physics) or interpretable concepts. This
challenge is directly related to the domain-aware SciML PRD discussed in Section 2.1. Research
is needed to provide model exploration and interpretation capabilities, as well as to enable the
trade-off between model interpretability, flexibility, and accuracy for use in model selection.

Thrust C: How Should Differences between Scientific Machine Learning Models,
Inputs, and Results Be Expressed?

SciML interpretability also requires the ability to describe differences between models, inputs,
and results. The SciML workflow consists of gathering scientific data (that may be complex and
high dimensional) and applying models (ranging from simple linear models to DL) to produce re-
sults (that can range from simple binary classification output to predicting dense spatio-temporal
fields). This thrust area’s scientific objective is to assist in the characterization of complex data sets,
models, and output with the eventual goal of enhancing the interpretability of the overall SciML
workflow. To compare and evaluate multiple SciML processes, it will be necessary to express
differences between objects at each stage of the process.

Some of the required methods already exist for such comparisons. Techniques exist for in-
put/output (I/O) data set comparisons, although additional research is required to ensure these
methods can meet the scale and complexity of data found in SciML applications. A similar chal-
lenge exists in comparing ML models. Concepts of model complexity; e.g., Akaike information
criterion (AIC) and Bayes information criterion (BIC), can be useful for simple models but do not
scale to the depth or complexity of modern ML models. Therefore, research will be needed to
develop new methods for model comparison, perhaps using dynamical systems or probabilistic
frameworks.

2.3 Robust Scientific Machine Learning

ML already has made a significant impact in a variety of high-regret applications, including clini-
cal diagnoses [77, 78], security [79, 80], metal fatigue in aviation [81], and environmental contami-
nation [82, 83]. An excellent review of some of these applications and associated risks is provided
by Shneiderman [84] and references therein. Such applications exemplify the importance of ro-
bustness and rigor in ML to minimize the risks associated with its use. As discussed earlier (Sec-
tion 2.2), these applications also point out the need for interpretability in SciML predictions [85].
The potential negative impacts of misused ML has led to calls for policies to “anticipate, monitor,
and retrospectively review operations” for managing algorithms in high-impact applications [84]
and to initiate research that explores ways to manage algorithm behavior [86, 87].

To gain acceptance as a legitimate scientific methodology, SciML must achieve the same level
of scientific rigor expected of established methods deployed in science and applied mathematics.
Basic requirements include validation and limits on inputs and context implicit in such valida-
tions, as well as verification of the basic algorithms to ensure they are capable of delivering known
prototypical solutions exactly (cf., the use of manufactured solutions to test numerical algorithms
[88]). In essence, these properties encapsulate a requirement for the scientific methodology to be
reproducible and for the basic techniques to be well-posed and stable.

With its emphasis on well-defined analytic processes for stability and error analysis, applied
mathematics can provide a mechanism for developing SciML methods with robustness. Such ro-
bustness will address issues related to sensitivity to training set size, choice of data in training and
test sets, numerical instability in learning algorithms, scalability, and parallelization with compli-
cated and heterogeneous hardware. While the need to investigate these issues has been expressed
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Example 8: Visualizing Deep Neural Network Classification

Components for visualizing the classification results during the iterative development pipeline of a DNN model
include a training accuracy graph (A) that shows the accuracy changes of training and validation sets accord-
ing to each epoch. In addition, the classification view (F) visualizes each categorized sample according to the
predicted classes and calculated predicted scores for a selected epoch using the slider control (B). The paral-
lel coordinates of the predicted probability distribution view (E) reveal the predicted score distributions over
classes of user-selected samples. The detail view (D) shows features of samples learned by DNN; for example,
important sentences and words in text analytics. The incorrect-prediction threshold slider (C) enables filtering
of the samples that are consistently misclassified during the training process. In the classification view (F),
box colors represent predicted scores with outlined boxes indicating incorrectly predicted samples. The outline
color indicates the sample’s labeled class. Small triangles denote samples with incorrect predictions greater
than the threshold value. Image credit: Junghoon Chae, ORNL.
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since the early days of ML and AI [89–91], more research is still needed. For instance, to set scien-
tifically based rather than heuristic guidelines on acceptable classifiers that process experimental
data from beamlines or predict failure in major components. It also is extremely unlikely that exist-
ing applied mathematics methodology will extend automatically to SciML. For example, classical
linear algebra approaches are designed to optimize computations with sparsity structures arising
from discretizations of PDEs. However, SciML needs are likely to be quite different. Similarly,
classical von Neumann stability analysis of numerical approximations is unlikely to be adequate
for establishing stability of complex learning schemes. Thus, complementary research in applied
mathematics methodology is necessary.

Thrust A: How Should Scientific Reproducibility Be Implemented in Applications of
Scientific Machine Learning?

Although “reproducibility” is a basic tenet of the scientific method, the definition of what repro-
ducibility actually means is a current topic of debate [92]. Nevertheless, the key principle is that
an independent research group should be able to replicate the findings of another whether they
be experimental, theoretical, or computational. To state that a scientific result “holds” implicitly
means that any independent researchers repeating the same process will be able to confirm the
results for themselves. Without reproducibility, a scientific result loses any value as a foundation
on which others can build. ML must be reproducible in order for SciML to assume its place as a
trusted scientific technique.

Best practices and computational resources are needed to accelerate the adoption of repro-
ducible SciML research practices. Currently, there is a growing awareness that many of the results
obtained using ML are not reproducible [93], including the case where one research group in ML
spent nearly two months attempting to reproduce another group’s reported findings without suc-
cess [93]. It may be expected that results obtained using a particular computer code are guaran-
teed to be reproducible, but the reality in ML is that this is “far from [being the case]” [93]. Re-
cent concerns about reproducibility in science are not confined to ML: a 2016 survey [94] of over
1,500 researchers by Nature reported that more than 70% of respondents reported having tried
and failed to reproduce another scientist’s findings. In a similar vein, [95] found that less than
a 50% of academic research by drug companies is reproducible. Developing open frameworks
for both theoretical and practical SciML research will foster an environment where reproducible
research can be promoted and conducted. Preliminary steps in this direction already are under-
way in the ML community through initiatives such as Gym (gym.openai.com) and OpenML
(www.openml.org).

Thrust B: Under What Conditions Is a Scientific Machine Learning Algorithm
“Well-Posed”?

There is a basic need to establish a solid mathematical foundation for studying properties of the
underlying implicit model, the algorithms used to analyze the models, and the sensitivities of
outcomes to training data. For effective use in advancing and testing scientific hypotheses, SciML
must be insensitive to the effects of intrinsic perturbations—in data and the model—that are not
symptomatic of the underlying system. There are substantial links between the concept of SciML
“stability” and the broader concept of “well-posedness”. These foundations should formulate
concepts and definitions that pave the way for a deeper understanding of SciML.

A mathematical framework provides the option to develop models and algorithms that are
insensitive to the effect of perturbations not intrinsic to the underlying system. Appropriate reg-

gym.openai.com
www.openml.org
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Example 9: Embedding Rotational Invariance in Neural Network Models

In the context of Reynolds-averaged incompress-
ible turbulence modeling, an NN has been used
in an eddy viscosity turbulence closure model [97].
The eddy viscosity model specifies the normalized
Reynolds stress anisotropy tensor b as a linear combi-
nation of the tensors {T (n), n = 1, · · · , 10}, which are
given as analytical functions of the strain rate S and
rotation rate R tensors. The coefficients in this linear
combination, {g(n), n = 1, · · · , 10}, depend on five
tensor invariants λ1, · · · , λ5, which also are given as
analytical functions of (S,R). The NN, trained based
on high-fidelity flow computations, is used to model
the dependence of the g(n) on {λ1, · · · , λ5} and the
subsequent linear combination to provide b. From
physical arguments, the model for b needs to satisfy
rotational invariance, ensuring that the physics of the
flow is independent of the orientation of the coordi-
nate frame of the observer. A special network archi-
tecture, a tensor basis neural network (TBNN), is pro-
posed in [97]. The architecture shown embeds rota-
tional invariance by construction. Without this guar-
antee, the NN model evaluated on identical flows
with the axes defined in different directions can yield different predictions. Image adapted from Ling et al.
[97].

ularization enables useful information to be gleaned from an inverse problem in a clear and re-
producible fashion. There is a challenge to identify appropriate techniques that can play a similar
role in SciML.

Thrust C: How Should the Robustness, Performance, and Quality of Scientific
Machine Learning Be Assessed?

The outcome of an ML process is either a decision (classification) or a prediction. For reliable
and credible use of SciML, we need the ability to rigorously quantify ML performance in these
outcomes. Performance measurement implies an assessment of quality, as well as a cost measure
of computations and/or data preparation and management. Traditional measures of acceptable
quality based on statistical cross-validation-type approaches often are heuristic. Measures of pre-
diction quality such as a priori and a posteriori error estimates for numerical approximations of
PDEs [96] (familiar to the finite element modeling community) will be transformative in allowing
the development of optimal and reliable ML algorithms for different uses. Such error estimates
also will enable SciML processes that allow iterative model improvement. Research establishing
quantitative estimates of prediction quality, including effective confidence bounds, will greatly
enhance the usefulness of SciML to decision makers and users. Finally, research is needed on
algorithms that have proven convergence rates with weak dependence on bad data, especially
in situations with a large amount of data of unproven quality or minimal availability of human
expertise.
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2.4 Data-Intensive Scientific Machine Learning

The central role of data in SciML suggests an associated fundamental role for statistics and UQ
methods. Data used to train ML models are often noisy, uncertain, incomplete, sparse, and only
partly informative. Similarly, ML models themselves are subject to uncertainty in their general
form, internal structure, and associated parameters. Statistics provide an array of methods to
address these data and model complexities and uncertainties in SciML. Ultimately, this enhances
the ability to use extreme-scale computations and experimental data for scientific discovery in
physical systems highly relevant to DOE.

Statistics and UQ methods can add significant robustness to SciML fitting/regression meth-
ods. Often, statistical methods are useful for dealing with the problem of over-fitting with DL and
CNNs given small amounts of data [98]. In many places where multiple minima exist and the
solution space is large, a high degree of ill-conditioning is present, considering the many nearly
equivalent feasible solutions. Reformulating the issue as a statistical inverse problem can add sig-
nificant conditioning, changing the question from determining the best solution to finding the set
of solutions with significant probability. Further, this reformulation provides a solution with quan-
tified uncertainty estimates in its parameters/weights and potentially its structure. For example,
incorporating probabilistic modeling in ML [99] targets feasible estimation of uncertainty in ML
predictions. A robust probabilistic/statistical analysis of noise, errors, and uncertainties in ML in
high-dimensional systems enables reliable discovery of correlations and causal structures in large-
scale systems of interest. Similarly, Bayesian integration is useful for general high-dimensional
function applications [100] with relevance in ML. Bayesian modeling also is finding utility in
Bayesian generative adversarial networks [101, 102]. Additionally, there are potential advantages
for regression and SciML with non-parametric models, such as GPs, versus pre-determined NN
structures in DL [103].

Despite the stated benefits, some challenges often increase upon setting the ML problem in
a probabilistic context. These include increased dimensionality from probabilistic modeling, the
need to deal with high computational costs in UQ sampling strategies, and the need for ade-
quate error modeling in data and models. The non-parametric identification of structure in high-
dimensional data is a significant challenge. High dimensionality can necessitate large numbers of
samples to allow for reliable identification of underlying structure in high-dimensional computa-
tional/experimental data. This is particularly true when the system does not admit a sufficiently
low-dimensional underlying structure. Likewise, UQ in ML in high dimensions presents a num-
ber of challenges. UQ for SciML involves the formulation of probabilistic machine learning (PML)
models, inference of ML model structure and (hyper)-parameters with quantified uncertainty, and
forward propagation of uncertainty to ML model predictions. Both the statistical inverse problem
(PML model training) and the forward UQ problem (propagating uncertainty to ML model pre-
dictions) can become quite expensive in high-dimensional complex ML models.

Thrust A: How Should Structure Be Extracted from High-Dimensional Data and
Complex Models?

Advances are necessary to improve methods for analysis and discovery of structure in scientific
data and physical systems models. As described in other PRDs (refer to Sections 2.1 and 2.2),
knowledge of underlying structure affords a means for interpreting the features of data and mod-
els. Structure includes a number of underlying properties of data and models. For example, corre-
lation and causal structure in data and models are crucial ingredients. Similarly, structure includes
the specification of low-dimensional manifolds and geometry underlying high-dimensional data
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and complex dynamical systems. Structure is a crucial component of some ML methods (e.g., GP
models), and the accuracy of these methods depends on how well one can learn the structure from
data or physics-based models. While there is a large body of work in this area, there are significant
gaps in the state of the art when dealing with both high dimensionality and complexity in data
and models.

Despite recent advances in methods for discovering low-dimensional structures in data, much
work is needed in applying these methods to large-scale physical systems of interest to DOE.
Continued research toward improved methods for discovering sparsity [104–109] and low-rank
structure [110–115] in ML models will be useful for dealing with the high-dimensionality chal-
lenge. Additionally, extracting models from data [116–119] is an important area of work toward
improved ML. Similar advances are needed to improve methods for discovering structure un-
derlying data, including learning underlying geometry [120] beyond principal component anal-
ysis (PCA) [121–123] and building on work targeting discovery and representation of diffusion
manifolds [124–128]. Knowledge of data structure is necessary for effective sampling on mani-
folds, potentially allowing for embedding physical constraints in SciML system training. There
also are opportunities for advances in the definition and utilization of geodesics [129–133] and
correlation metrics [134–136] for providing measures of distance that are useful for model com-
parison, calibration, selection, and validation.

Research opportunities are also abundant in the area of causality. Although “correlation does
not imply causation,” both are challenging to analyze in high dimensions. There is a need for
approaches that apply data compression or dimension reduction before performing correlation
analysis in large and complex data sets. Causation is more challenging to identify. If one has a
known causal graph, there are statistical metrics to compare an inferred causal structure with the
known ground truth causal structure. These metrics include precision (the fraction of inferred
edges included in the ground truth) and recall (the fraction of edges from the ground truth that
are identified in the inferred or ML approach). In most cases, however, a known causal graph
does not exist. There are approaches for learning causal structure from data [137–139], including
Bayesian hierarchical models [140], additive noise models [141], and information-geometric causal
inference [142]. However, the reliability of these methods leaves much to be desired, and there are
arguments for the need to address fundamental challenges in the current probabilistic framework
to represent causality [143]. Developing and applying these ideas to higher dimensions in complex
physical models is a significant research task with many methodological challenges.

Thrust B: How Can Complex and High-Dimensional Spaces Be Efficiently Sampled?

Exploring model spaces in SciML may involve sampling in categorical/discrete spaces. These
are hard problems, particularly in high dimensions. Discrete structures arise in many contexts of
SciML, including from non-Euclidean input data, models that can be represented as (or projected
to) graphs (or networks), and representation of physical principles or constraints. When multiple
options for computational modeling exist at each stage (e.g., mesh discretization, boundary con-
dition representation, constitutive material model choices, or PDE solver options), the number of
candidate models becomes quite large. Such model selection is expensive because of the require-
ment to calculate model evidence∗: one needs to generate the likelihood function and integrate it
with respect to the parameter density over all parameter values [144]. Finding cheaper alterna-
tives to Monte Carlo sampling over large combinatorial model spaces is an open challenge [145],
although variational Bayesian inference provides a useful alternative in a number of instances.

∗“Model evidence” also is sometimes called “Bayesian marginal likelihood.”
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In addition to sampling in discrete spaces, there is a need for continued development of im-
proved methods for sampling, optimization, and integration in high-dimensional spaces. Simi-
larly, important research directions include development of effective methods for representing and
constructing high-dimensional functions and for discovery and construction of low-dimensional
manifolds in high-dimensional spaces. Determining probabilistic characterizations of the points
on those manifolds and efficient methods for accurately generating sample realizations from man-
ifolds are also needed. A key need is to do this efficiently, using minimal numbers of large-scale
complex model samples, and to be computationally feasible. As such, there is a need for con-
tinued improvements in multifidelity methods to allow the use of models at varying degrees of
fidelity—hence, cost—to optimally achieve the desired target accuracy.

Thrust C: How Can Robust Scientific Machine Learning Be Achieved with Noisy,
Complex Data?

A crucial need in SciML is to maximize the amount of learning from the available scarce data and
to actively choose data and/or new experiments wisely. An extreme case in this context is where
data are simply not available, but one is limited to using available data summaries, such as statis-
tics on specific functionals of the data. When data are available, there often are serious challenges
associated with complexities in its structure. Data often are unrepresentative, whereby the avail-
able observations do not reflect the distribution of the measurements in general. Additionally,
data can have gaps; i.e., non-uniformly spread over ranges of conditions of interest. Notably, not
all data have the same relevance, quality, error and noise, and cost of acquisition.

In SciML, we deal with data from physical systems (observational and experimental data), as
well as from computational simulations (of physical systems). Both data types may be expensive
to collect or generate. Thus, it is of interest to be able to design these data collection or generation
procedures so as to minimize the amount of data required and the associated costs. Active learn-
ing [146] and optimal experimental design [147] are research fields that aim to achieve this in a
systematic and quantitative manner. Specifically, active learning is tightly connected to “sequen-
tial” (adaptive) experimental design, where the next decision depends on what has been observed
and learned in the past. In active learning, there are opportunities for research to improve the
design optimization process, especially for systems that are dynamically evolving in time. In par-
ticular, the availability of a physical model can provide predictions that enable look-ahead for
future design choices.

2.5 Machine Learning-Enhanced Modeling and Simulation

Scientific computing within DOE traditionally has been dominated by complex, resource-intensive
numerical simulations. However, the rise of data-driven SciML models and algorithms provides
exciting new opportunities. Traditional scientific computing forward simulations often are re-
ferred to as “inner-loop” modeling (cf. “outer-loop” problems, such as sensitivity analysis and
optimization, are discussed in Section 2.6). The combination of traditional scientific computing
knowledge with ML-based adaptivity and acceleration has the potential to increase the perfor-
mance and throughput of inner-loop modeling. Conversely, to address truly “big data” data using
high-performance computing (HPC) resources, ML algorithms must be scalable and efficient. The
DOE scientific computing community has decades of expertise involving numerical algorithms,
especially dealing with the challenges of parallel computing, that can benefit the inner loop of
training in ML. Therefore, an opportunity exists to advance ML, particularly at scale, by entrain-
ing more involvement from the computational mathematics community.
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Example 10: Deep Learning Interpretability in Protein Coarse-Graining

High-level data pipeline overview for dimensionality reduction of 3D protein structures (A) and interpreta-
tion of saliency maps from a trained CNN model (B). A Van der Waals representation of protein structure is
generated in 3D space and discretized into a voxel representation. Supplementary biological channels of infor-
mation are added to the discrete representation, such as residue hydrophobicity and charge. The dimension-
ality reduction algorithm takes the discrete 3D structure and maps it to a two-dimensional grid using Hilbert
space-filling curves. The dimensionality reduction algorithm is a one-to-one mapping of points between 3D
and two-dimensional space and preserves locality between points. The final two-dimensional data structure
provides reduced two-dimensional CNN training times when compared against 3D CNN counterparts [148].
Saliency maps generated from trained two-dimensional CNN models can be interpreted by first applying the
dimensionality reduction algorithm in reverse to map two-dimensional data back into 3D space. The resulting
salient point clouds then can be clustered using density-based clustering to identify regions of high saliency.
These areas along the 3D structure are regions that highly influence the output of the CNN model. From these
salient regions, specific residues can be identified that fall in close proximity to the salient regions. Image credit:
Rafael Zamora-Resendiz and Silvia Crivelli, LBNL.

Thrust A: How Can Machine Learning Be Used to Enable Adaptive Scientific
Computing?

The overarching objective of this thrust is to use ML to improve the performance and throughput
of numerical simulations through ML-enabled adaptivity. Success will result in a reduced need
for human intervention and specialized expert knowledge to produce forward simulations effi-
ciently and accurately. The ultimate benefit will be the ability to produce intelligent simulation
capabilities that automatically provide solutions robustly with guaranteed accuracy and in the
least amount of time—all within the user’s prescribed constraints.

Generically, the “inner loop” refers to the computations within each time step of a simulation
and/or within each iteration in an iterative solver. In the typical inner loop of a forward sim-
ulation, one or more numerical algorithms are used to advance or converge the solution of the
discrete model. Typically, there are many choices for the numerical analyst: discretizations, lin-
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ear solvers, nonlinear solvers, eigensolvers, interpolations, preconditioners, different models, etc.
Even for a specific solver, for instance, there are additional choices, such as relaxation parameters,
smoothing operators, and/or the number of Krylov subspace vectors. Expert knowledge is the
primary tool by which these choices are made today, but the choices often are made and fixed at
the start of the simulation. They do not change with the evolving behavior of the numerical so-
lution. Furthermore, as demonstrated by adaptive step size control in ordinary differential equa-
tion (ODE) integrators [149], adaptive mesh refinement [150], and shock-capturing schemes [151–
154], there can be great advantages to adapting the solution process to the solution, even as it is
being computed. Adaptivity can present complex choices between method order and discretiza-
tion or matching solution processes. Much of this adaptivity is driven by heuristics and simplified
analysis, which still require a great deal of human experience and evaluation. There is a need for
research to realize the opportunity that SciML presents in enabling even greater adaptivity, which
will help address the growing complexity of applications and architectures; increase performance
in terms of fidelity, robustness, and/or time to solution; and increase throughput by reducing the
need for human guidance or intervention in the simulation workflow.

The software-related issues of compilation, implementation selection, and problem decompo-
sition, which can occur across distributed resources or increasingly across a heterogeneous on-
node mix of processors, co-processors, and memory types, are closely related to ML-enhanced
modeling and simulation. Selection of the optimal choices is highly problem- and architecture-
dependent. Today, such choices usually are made for convenience or by intuition. There are ex-
amples of mathematical libraries that auto-tune; e.g., ATLAS [155], but the auto-tuning procedure
is a static optimization done at compilation without reference to a specific problem or changing
resource constraints. Programming models such as RAJA [156] and Kokkos [157] provide a means
to abstract away implementation details, and tools including Apollo [158] are being developed to
determine higher performance policies (implementations) from measured data. However, these
decisions are made statically, not on the fly, in response to actual performance for a specific sim-
ulation. SciML provides an opportunity to add dynamism not only in the choice and control of
algorithms, but in the choices of data layouts and architecture-aware algorithm implementations.

The possibilities for advances in ML-enhanced modeling and simulation are at least as nu-
merous as the multitude of algorithms used in scientific computing. Such advances will benefit
from research into adaptive numerical algorithms and adaptive implementation of numerical al-
gorithms.

Thrust B: How Can Department of Energy Scientific Computing Expertise Help
Scientific Machine Learning?

The DOE scientific computing community has decades of experience in scalable numerical al-
gorithms that can benefit ML. SciML using HPC resources will require ML algorithms that are
scalable and efficient. The inner loop of the SciML training process involves mathematical opti-
mization algorithms and the linear algebra solvers used within these optimization techniques. A
key consideration is that the numerical problems presented by ML will, in general, have differ-
ent structures than the traditional PDE-based problems, which affords an opportunity to develop
novel solver techniques specifically designed for ML.

The performance of an optimization algorithm used in training is a core design considera-
tion in ML. As learning models (and their training) have become more diverse and complex,
algorithms have been adopted from diverse areas, such as convex optimization [160], non-smooth
optimization [161], robust optimization [162], semi-definite programming [163, 164], stochastic op-
timization [165], derivative-free optimization [166, 167], and global optimization [168]. A majority
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Example 11: Improving Fluid Dynamics Simulations with Machine Learning

This example illustrates the capabilities
obtained by incorporating domain knowl-
edge into a DNN. Given scattered and
potentially noisy data on the streamwise
u(t, x, y) and transverse v(t, x, y) veloc-
ity components of an incompressible fluid
flow in the wake of a cylinder, we can em-
ploy a physics-informed neural network that
is constrained by the Navier-Stokes equa-
tion to identify unknown parameters (e.g.,
the Reynolds number of the flow) and re-
construct a velocity field that is guaran-
teed to be incompressible and satisfy any
boundary conditions, as well as to recover
the entire pressure field, which by defini-
tion can only be identified up to a con-
stant. The algorithm is trained in absence
of any data on the pressure itself. This
theme of consistently inferring a continu-
ous quantity of interest from a small set of
auxiliary measurements by leveraging the
underlying laws of physics demonstrates
the capabilities that physics-informed ML
can offer. Figure adapted from Raissi et
al. [159].

of the ML frameworks deployed today use some variant of the stochastic gradient descent method
for this purpose [169]. Many of these algorithmic variants have been rigorously analyzed [170–
172] and differ based on their parallelism and access to training data, including cases where very
few passes through the data are allowed or where the data are distributed in such a way that
synchronous access is infeasible [173]. Significant research has been performed by the ML and
optimization communities, leading to improved mini- and multi-batch [174–176] as well as asyn-
chronous [177, 178] algorithms. At the same time, accelerated and momentum-based techniques
have been studied to reduce the number of iterations required by an optimization algorithm [179,
180]. Advances in non-convex optimization methods also have benefited ML in terms of the abil-
ity to incorporate loss functions and training objectives with favorable learning and regression
properties [181–183]. Examples include methods for variance reduction [184, 185] and globaliza-
tion techniques, such as trust-region methods [186, 187]. Depending on problem size and solution
requirements, first-order [188, 189], second-order [190, 191], and secant [192] methods have been
successfully employed in ML.

Despite ongoing research, much work remains to develop numerical algorithms that improve
the speed and efficiency of ML training, particularly at large scale. A closer collaboration between
the numerical algorithms and ML communities could prove to be a fruitful research area that
advances the capabilities of ML with HPC. There is a research need for scalable and efficient ML
on HPC resources by leveraging the expertise of the scientific computing community to develop
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Example 12: Machine Learning-Enhanced Mesh Relaxation

The arbitrary Lagrangian-Eulerian (ALE)
method is used in various engineer-
ing and scientific applications to en-
able multi-physics simulations. Unfortu-
nately, the ALE method can suffer from
simulation failures, such as mesh tan-
gling, that require users to adjust parame-
ters throughout a simulation just to reach
completion. Identifying which parame-
ters to adjust, when, and by how much
is as much art as science, and finding the
right ALE strategy often requires many it-
erations (simulation fails, adjust parame-
ters, and rollback) that can be disruptive
and time consuming.
In recent work [193], a supervised learn-
ing framework for predicting conditions
leading to ALE simulation failures was
developed using a Random Forest learn-
ing algorithm. The learning and inference
algorithms were integrated into a produc-
tion ALE code for modeling high-energy-
density physics. Specifically, a mesh re-
laxation strategy was developed that in-
corporates the prediction values by relax-
ing zones more if they have a higher risk
of failure. Models were trained on a vari-
ety of test problems. This learned relaxation strategy was applied to standard test problems without encoun-
tering any mesh tangling failures. Here, we show results from a shock-bubble interaction (Bubble Shock) and
a shock-interface interaction (Shock Tube), which models a planar shock traveling through an interface and
generating a Richtmyer-Meshkov instability. The left-side plots show the visualization, using pseudo-coloring
of materials, of the Bubble Shock (top) and Shock Tube (bottom). The right-side plots are a pseudo-coloring
of the respective risk-of-failure prediction values derived from the trained models from each test problem. For
the first time, it shows that ML can be a viable approach to predict simulation failures when trained with a
sufficient number of examples. Image credit: M. Jiang, LLNL [193].

appropriate scalable solver algorithms. Success in this research will lead to faster, more robust
training of learned models, particularly at large scale, that will allow training over larger data sets
and enable in situ training in scientific applications.

The scientific computing community has a well-established history of developing advanced,
scalable solvers. As such, there is an obvious opportunity to leverage the existing knowledge
from high-performance scientific computing to address SciML method costs and achieve scalabil-
ity. The close collaboration on optimization techniques for ML (as already described) is merely
the beginning. Other techniques from computational mathematics; e.g., multilevel solvers, mul-
tifidelity solvers, floating-point compression, and domain decomposition techniques, also may
contribute to improved ML training performance. Finally, an opportunity exists for the co-design
of new and adaptation of existing SciML algorithms for different computer architectures.
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2.6 Intelligent Automation and Decision Support

The term “outer loop” is used increasingly to describe computational applications that form outer
loops around a forward simulation [194]. Examples of outer-loop applications include optimiza-
tion, UQ, inverse problems, data assimilation, and control. These applications constitute a sig-
nificant target of many of DOE’s simulation and modeling capabilities—in many cases, for au-
tomation or in support of decisions. There are a variety of different outer-loop forms, all tasks
that could benefit from SciML. In particular, design optimization, optimal control, and optimization
under uncertainty approaches seek to explore high-dimensional parameter space to determine opti-
mal data acquisition decisions according to (possibly multi-objective) success metrics. The thrusts
featured in this section describe these challenges and their potential application to DOE facilities.

Thrust A: How Should Machine Learning Be Used to Intelligently Guide Data
Acquisition?

Often, scientists face severe constraints (budget, time, computational resources) in running more
physical experiments or computational simulations to support outer-loop applications. To achieve
an objective, the question of “where do I sample next?” is critical. Objectives may include provid-
ing the “best” experimental data to most inform model parameters in a calibration process, min-
imizing prediction uncertainty bounds, identifying a descent direction in an optimization search,
or choosing a few high-fidelity simulations that, when combined with corrected low-fidelity sim-
ulations, achieve an accurate prediction at a much smaller cost than running a large number of
high-fidelity simulations. This question relates closely to the challenge of active learning (dis-
cussed in Section 2.4). Here, we focus on guiding data acquisition in outer-loop settings, such as
optimization, UQ, and sensitivity analysis. Research is needed to help identify what data (e.g.,
physical experiments or computational simulations) should be queried or gathered to most im-
prove our achievement of an outer-loop result. ML approaches can bring new, helpful ideas to
this data acquisition challenge, especially with respect to high-dimensional problems. There is a
need to develop mathematically and scientifically justified methods to guide data acquisition and
assure data quality and adequacy in outer-loop algorithms. For DOE applications, these outer-
loop algorithms are specially crafted to exploit the forward problem structure, such as in PDE-
constrained optimization formulations, adjoint methods for sensitivity analysis, and scalable UQ
formulations for stochastic PDEs. We expect this research area will involve methods that combine
and leverage statistical inference, experimental design, optimization, and ML, as well as methods
related to specific problem classes (PDEs, networks, etc.).

The complexity of computational models has grown enormously over the past few decades
with routine analyses involving coupled physics or multiscale models. With the increasing com-
plexity of the models, the ability to “start small” and adaptively add data as necessary and at
locations that can most improve model fidelity and scientific understanding becomes more impor-
tant in pursuit of an outer-loop goal. Much research already has been done on adaptive schemes
for computer experiments that maximize information gain [195] or balance exploitation and ex-
ploration of a data space [196, 197]. Bayesian optimization is a related class of methods that are
becoming increasingly popular for solving global optimization problems governed by expensive
functions [198–200]. This optimization approach can be turned to reflect problem structure and
goals, such as maximizing the expected improvement [196], information gain [201–203], and util-
ity over a finite budget of remaining evaluations [204]. The utility function for the optimization
also can be modified to leverage gradient information [205] and to draw information from multi-
ple sources, such as approximate models and noisy data sources [206]. Recent research in optimal
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Example 13: Enabling the Automated Design of Multiscale Materials with Machine
Learning

Today’s additive manufacturing technologies are
successful in fabricating microscale metamaterials
unit cells that can be combined to obtain materials
with novel properties. The figure features examples
of metamaterial unit cells: a) isotrusses have a high
stiffness/density ratio, b) fishnets possess interesting
electromagnetic band gap properties, and c) gyroids
have large surface areas that are of interest in bat-
teries and supercapacitors. Guided by data gener-
ated from high-resolution HPC physics simulations,
SciML potentially can provide low-dimensional sur-
rogate models to better understand the behavior of metamaterials unit cells. Image credit: C. G. Petra and D.
White, LLNL.

experimental design has focused on using adaptively selecting high-fidelity model runs to supple-
ment many low-fidelity model runs in order to achieve a particular objective, such as an overall
variance bound on an expected response quantity [207, 208].

We expect research opportunities in several areas for intelligent automation and decision sup-
port for outer-loop applications. One need focuses on using ML methods to identify optimal data
acquisition strategies within outer-loop applications of optimization, UQ, and sensitivity analysis.
A second research direction focuses on engaging SciML methods to optimally manage the com-
plicated workflows of outer-loop algorithms; e.g., using ML to adaptively select algorithmic and
simulation parameters. The fields of Bayesian optimization, statistical inference, experimental de-
sign, and ML are intertwined. Our expectation is that this tight interrelationship will be able to
substantially improve state-of-the-art data acquisition strategies for outer-loop applications.

Thrust B: How Can Scientific Machine Learning Be Used to Improve Science
Outcomes from Science Facilities?

DOE has developed and manages numerous experimental and computational scientific facili-
ties: x-ray light sources, neutron scattering facilities, magnetic fusion facilities, particle acceler-
ators, Argonne Leadership Computing Facility (ALCF), Oak Ridge Leadership Computing Facil-
ity (OLCF), National Energy Research Scientific Computing Center (NERSC), ESnet, etc. While
these facilities generate considerable amounts of scientific data, their operations also are driven
by data. With increasing numbers of available sensors and associated data streams, the ability for
real-time monitoring of the state and performance of facilities continues to increase dramatically.
However, the ability to make decisions based on these multimodal data streams has not kept pace.
If we could make better use of these data, we could better optimize the use of scientific facilities.
In this sense, managing a scientific facility is a significant outer-loop challenge and SciML has an
important decision support role to play if we aim to translate the available operational data into
actions.

Research is already underway to exploit scientific facility data. At the National Ignition Fa-
cility (NIF), small defects can focus laser light into locally extreme intensities, causing further
damage and growth of the defects and ultimately destroying the optical glass [209]. Therefore,
between each laser shot, a robotic camera images each NIF optical component. The resulting data
are used with image recognition software to identify and track defects. Another example comes
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from computational facilities (such as ALCF, NERSC, and OLCF). Currently, fault prediction, de-
tection, and recovery are fairly brittle on pre-exascale systems deployed at these facilities, and we
only expect that reliability issues will become more challenging on future exascale systems. The
time is ripe for data-driven, ML-based systems to track real-time telemetry data and predict if
computational nodes are poised to fail. This information can feed into an adaptive runtime and
scheduling system that can dynamically migrate jobs to new computational resources. For exam-
ple, machine-learning-based silent data corruption detection (MACORD) [210] presents a SciML-
based framework for detecting silent errors in HPC machines. In their work, Tuncer et al. [211]
employ historical data on resource usage and performance counter data to diagnose performance
anomalies of HPC applications. SciML approaches also have been used to model the energy effi-
ciency of modern HPC data centers [212]. There is ample opportunity for further development of
intelligent automation for scheduling and system diagnostics.

In summary, the goal of this thrust is to emphasis the need for research into capabilities that
lead to more data-driven optimized management of scientific facilities. By harnessing information
about the facility in the available data, more rapid and informed decisions can be made about its
health and performance, leading to improved operational decisions and, ultimately, increased sci-
entific throughput by decreased downtime and better scheduling of calculations or experiments.
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A.2 Pre-Workshop Report – Factual Status Document

Executive Summary

This pre-workshop report about SciML has been prepared on behalf of the ASCR program in the
DOE Office of Science (SC) and ASCR Program Manager Dr. Steven Lee. The ASCR program has
a long tradition of providing scientific computing leadership for transforming science and energy
research. ASCR accomplishes this by developing and maintaining world-class scientific comput-
ing and network facilities, advancing research in applied mathematics and computer science, and
working in partnership with a broad range of researchers to solve increasingly complex challenges
in computational and data sciences.

Recently, interest in ML-based approaches for science and engineering has increased rapidly.
This growing interest stems from the combined development and use of efficient analysis algo-
rithms; massive amounts of data available from scientific instruments and other sources; advances
in HPC; and the successes reported by industry, academia, and research communities. A conven-
tional notion of ML involves training an algorithm to automatically find patterns, signals, or struc-
ture that may be hidden within massive data sets whose exact nature is unknown and, therefore,
cannot be programmed explicitly. The predictive capability of the algorithm is a learned skill. We
seek to improve upon and harness the predictive power of ML to maximize its impact on DOE
mission and science/engineering applications.

The purpose of the workshop will be to identify opportunities and gaps, thereby defining pri-
ority research directions for applied mathematics in SciML. The workshop will specify the chal-
lenges and opportunities for increasing the rigor, robustness, and reliability of ML necessary for
routine use in DOE science and engineering applications. In particular, the focus will be on iden-
tifying the unique ML needs and requirements of scientific applications. In terms of examples,
these challenges may include rigorous analysis methods for developing and testing ML methods,
understanding ML method approximation power, and bounding data and compute complexity
of ML approaches. These challenges will be discussed in the context of existing methods with
demonstrated use in scientific applications. We also seek to engage the attention of the world-
leading ASCR mathematics and computer science communities in these new research priorities.
The workshop will focus principally on the mathematical challenges in ML theory and applica-
tion. These challenges will be discussed in the context of existing methods with demonstrated use
in scientific applications.

The purpose of this pre-workshop report is to provide sufficient information about the land-
scape of ML research—as it relates to DOE SC missions and ASCR capabilities—to inform the up-
coming workshop. Because of the rapid pace of development in ML, as well as its roots in many
different fields, a complete review is not feasible for this report. Instead, we focus on three main
areas of SciML: examples of potential impact on DOE SC missions, major areas of ML research for
scientific discovery, and the intersection of existing ASCR capabilities with ML research.

Introduction

Scope

Recently, interest in ML-based approaches for science and engineering has increased rapidly. This
growing interest stems from the combined development and use of efficient analysis algorithms;
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massive amounts of data available from scientific instruments and other sources; advances in
HPC; and the successes reported by industry, academia, and research communities. A conven-
tional notion of ML involves training an algorithm to automatically find patterns, signals, or struc-
ture that may be hidden within massive data sets whose exact nature is unknown and, therefore,
cannot be programmed explicitly. The algorithm’s predictive capability is a learned skill. We seek
to improve upon and harness the predictive power of ML to maximize its impact on DOE mission
and science/engineering applications (for an overview of DOE missions, refer to recent reports [4,
5]).

The workshop’s purpose will be to identify opportunities and gaps, thereby defining HPC for
applied mathematics in SciML. The workshop will specify the challenges and opportunities for
increasing the rigor, robustness, and reliability of ML necessary for routine use in DOE science
and engineering applications. In particular, the focus will be on identifying the unique ML needs
and requirements of scientific applications. In terms of examples, these challenges may include
rigorous analysis methods for developing and testing ML methods, understanding ML method
approximation power, and bounding data and compute complexity of ML approaches. These
challenges will be discussed in the context of existing methods with demonstrated use in scientific
applications. We also seek to engage the attention of the world-leading ASCR mathematics and
computer science communities in these new research priorities. The workshop will focus prin-
cipally on the mathematical challenges in ML theory and application. These challenges will be
discussed in the context of existing methods with demonstrated use in scientific applications.

This pre-workshop report describes the state of ML in 2017 as it relates to DOE missions and
ASCR capabilities. The goal of the report is to identify the current strengths and weaknesses of
ML for scientific discovery and help inform the workshop discussion on grand challenges and
PRDs for SciML. To achieve this goal, the report is structured in specific sections:

• The “Motivation and Impact” section provides examples of how ML already is influencing
DOE missions and identifies areas for future impact.

• The “Scientific Computing and Machine Learning” section offers a brief overview of the
most popular ML methods with relevance to scientific discovery.

• The “Computational Foundations for Scientific Machine Learning” section describes the in-
tersection between existing ASCR applied mathematics capabilities and current ML meth-
ods.

Definitions

The simplest definition of ML was provided in an apocryphal quote by Arthur Samuel, often
attributed to his 1959 paper on ML for the game of checkers [6]:

Machine Learning: Field of study that gives computers the ability to learn without
being explicitly programmed.

This workshop will use a more detailed definition, similar to that offered in a review paper by
Jordan et al. [8]. Learning is the process of transforming information into expertise or knowledge.
Machine Learning is automated learning. The input information to ML includes training data and
a priori knowledge or information (such as physical conservation principles). The output informa-
tion from ML is “knowledge” or “expertise” used to make predictions or perform some activity.
The ML process assumes the form of an algorithm that takes information as input and produces as
output knowledge as just defined.
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Motivation and Impact

Scientific discovery fundamentally relies on two pillars: data collection, which aims to create new
measurements of complex phenomena using computations, experiments, and/or observations;
and data analysis, which aims to extract new insights from the data. Historically, most of the ef-
fort has been on data collection, for example, starting with the drive to create telescopes to observe
planets and ending with large-scale, multi-physics simulations to gain a window into otherwise
inaccessible processes, such as supernovae. Yet, where early analysis techniques were as simple
as linear regressions, modern solutions for both experiments and simulations are highly sophis-
ticated combinations of mathematics, statistics, computer science, and a host of other disciplines.
Nevertheless, even as the complexity of the analysis process has grown tremendously, it still has
been largely driven by human expectations and hypotheses. Guided by their deep subject matter
expertise, extensive experience, and well-honed intuition, scientists will develop hypothesis and
customize analysis approaches to verify or disprove them. However, as we collect billions of par-
ticle collisions [20], simulate thousands of climate scenarios [21], or observe millions of stars [22],
this existing paradigm is rapidly being stretched to its limits. No single researcher or even a large
team can directly sift through such staggering amounts of data. Yet data reduction techniques, i.e.,
finding “interesting” collisions or “unusual” stars, may fall victim to various confirmation biases,
where rare events outside of the current theory may be overlooked or misinterpreted. As the size
and complexity of data increase, the likelihood of missing opportunities for breakthroughs also
will escalate and may ultimately delay progress significantly. To address this challenge, many ar-
eas of science are moving toward more data-driven techniques that ultimately aim to substitute
the need for prior assumptions and meticulously tailored hypotheses with massive data collec-
tions.

This data explosion is not limited to scientific applications. In fact, the digital revolution and
the corresponding capability to log everything, from financial transactions to online purchases
and social media interactions, has led to a revolution in ML. This revolution has been driven by
the availability of large labeled data sets that are propelling the development of new ML methods.
These methods allow computers to accomplish many seemingly complicated tasks, e.g., driving
a car [23], playing checkers [6], or playing chess [24]. Especially in areas that require process-
ing large volumes of data (a task not well suited for human brains), these techniques have pro-
duced stunning results thought to be unachievable merely a decade ago. However, adapting
these approaches to scientific applications has proven challenging. In many of the most successful
examples of ML, such as image recognition, system developers know the ground truth at least
sufficiently well enough to check the results, often even while training the models. Almost by def-
inition, the most interesting scientific applications of ML are those, such as cancer or high energy
physics, where we do not know the answers beforehand nor are we necessarily able to easily ver-
ify the answer of an automated system. Consequently, scientific analysis solutions often cannot
be validated directly by checking for success or failure. Instead, familiar questions from scientific
computing are, for example:

• How reliably will a given algorithm work, e.g., for what type and quantity of data do we
expect results?

• How robust is a certain solution, e.g., how might slightly different data or the addition of
noise change the results?

• How rigorously have the assumption and underlying theories been defined and validated?
For classical techniques, such as the analysis of PDE-based models, these questions lead to
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familiar concepts, such as well-posedness, stability, numerical approximation, and UQ.

These questions all have led to a long history of relevant research and to reliable and robust out-
comes from PDE-based models used in DOE applications. On the other hand, the equivalent
concepts for ML-based models are not well established, and the lack of precise definitions and
clearly expressed assumptions often leads to failure of ML-based methods. Finally, the ultimate
goal of analysis is for a scientist to gain new insights, adding a human dimension to the problem.
This requires both integrating the existing body of human knowledge into the ML approach and
providing help for users to understand how a given approach works. In particular, the learned
variables—or quantities extracted through a black box model—should be convertible to corre-
sponding quantities from another box. Lagrangian mechanics express Newton’s law in an arbi-
trary coordinate system; there should be a similar equivalence in the context of learning. Systems
that generate intrinsic variables and enable translation and matching among hidden discovered
variables would be even better. These variables are tautologically natural and become or translate
to human knowledge.

Independent of these fundamental and somewhat abstract differences between ML, as seen in
the media and by scientific data analysis, significant practical and technical distinctions also exist.
First, rather than huge collections of rather small and simple data items (e.g., images), scientific
applications usually deal with far smaller collections of much bigger and more complex data sets
(e.g., time-dependent flow fields, spectra, or time series). This may invalidate assumptions about
how densely a phenomena has been sampled and create computational challenges in managing
and processing the data that are distinct from typical usage patterns. Even with these challenges,
ML has the potential to significantly advance a variety of scientific areas and may fundamentally
alter how we approach data analysis. For example, it is likely that before long, various experi-
ments and simulations will no longer be primarily limited by what data they can collect but by
how well they are able to analyze and quantify the data they generate as a way to self-assess and
reorganize algorithms. However, to take full advantage of the combination of massive data col-
lections and ML for scientific discovery, one must understand the current state of the art, where
it may not meet the demand of various scientific applications, and what the key open research
directions are to address the shortcomings.

Use Cases and Examples

One way to view potential use cases is by considering particular classes of problems. This ap-
proach is at the heart of decades of advancements in optimization: an explicit and clear realization
of the diverse structure of different optimization problems classes (linear programs, integer pro-
grams, mixed-integer programs, PDE-constrained optimization, etc.) and the need for structure-
exploiting techniques in each case [10, 11]. A complete statement of problem classes for ML is
beyond the scope of this report (and is itself a topic that requires research) However, we note a
few directions of initial thinking.

Simulation supports a broad range of activities within the DOE portfolio, some of which sup-
port scientific goals of discovery and understanding and others that support decisions through
prediction, optimization, and UQ [9]. At the frontier of simulation-based science and engineer-
ing lies a common challenge among all of these use cases: how to make the task of evaluating
a complex, expensive simulation model over a high-dimensional parameter space tractable and,
importantly, how to validate the resulting evaluations.

This is an incredible opportunity for both ML and numerical simulations as there are massive
amounts of numerical simulations that can be viewed as ground truth where the true model is
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known and for which we may develop purely empirical ML models to match the true dynamics.
The resulting models do not have the true parameters embedded, but they discover them through
observations of the simulations. This kind of environment confronts most issues of precision vali-
dation and trust.

Systems governed by PDEs and large-scale ordinary differential equations (ODEs) form a sig-
nificant part of DOE’s portfolio of target application problems [9]. Just as these systems require
the development and analysis of specialized structure-exploiting methods for optimization, in-
verse problems, and UQ, realizing the benefits of ML will require similar recognition of problem
structure. Within this general class, we also note several situations that may distinguish them-
selves in terms of ML modeling goals:

• The “truth” PDEs/ODEs are known but are too expensive to simulate directly, e.g., direct
numerical simulation (DNS) in turbulence.

• The PDEs/ODEs are known but have unknown parameters, e.g., subsurface models.

• The PDEs/ODEs are an approximation of the truth with closure parameters, e.g., turbulence
and force-field models.

• The PDEs/ODEs are partly known but also have unknown terms, e.g., biological models.
This is where there is the highest potential for advancing the science of modeling.

Design optimization and optimization under uncertainty approaches seek to explore high-dimen-
sional parameter space to determine optimal designs according to (possibly multi-objective) suc-
cess metrics. Sensitivity analysis is used to explore parameter sensitivities around a solution (local
sensitivity analysis), often in support of gradient computations for scalable optimization, and to
apportion uncertainty in a quantity of interest (QoI) among uncertain inputs and their interac-
tions (global sensitivity analysis), which in turn can be used for factor prioritization and factor
fixing. Uncertainty analysis seeks to propagate the effects of high-dimensional uncertain param-
eters through a forward model to estimate statistics such as mean, variance, and probability of
failure. These estimates may be used to support validated predictions, scenario exploration, and
optimization under uncertainty. Inverse problems seek to estimate unknown and unobservable pa-
rameters from (often indirect and noisy) data. More generally, inverse problems provide a system-
atic framework for learning from data through the lens of models under both data and model un-
certainty. In this sense, there are clear connections between inverse problems and ML, as well as a
clear opportunity to exploit the considerable existing research base of large-scale inverse problems
in complex physical systems. Finally, regression modeling especially of complex (e.g., non-scalar)
multimodal data using DL-type approaches may lead to a new generation of surrogates that ac-
counts for the inherent correlations between variables and provides predictions of experimentally
relevant quantities (e.g., images, time series, or distributions).

Other uses of ML techniques in the high-performance and scientific computing communities
include improving the performance of HPC machines. For example, MACORD [210] presents an
ML-based silent data corruption detection framework for detecting silent errors in HPC machines.
Tuncer et al. [211] used historical data on resource usage and performance counter data to diag-
nose performance anomalies of HPC applications. ML approaches also have been used to model
the energy efficiency of modern HPC data centers [212].

Another significant growth area for ML in the DOE portfolio involves using ML techniques
to improve existing paradigms, i.e., multiscale modeling, and the convergence of experimental and
simulation data. A wide range of applications use multiscale modeling to couple highly accurate
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but computationally expensive simulations, e.g., first-principles molecular dynamics, with coarse-
grained approximation to reach longer simulation times or consider larger systems. In such cases,
it is crucial to understand when and where a high-fidelity simulation is required, how to interpo-
late between existing results, and how to understand the “manifold” of high-fidelity solutions. All
of these questions can benefit greatly from improved ML techniques. The second aspect, some-
times referred to as cognitive computing, involves merging of simulations and experimental re-
sults. How can one optimally combine the knowledge gained from (potentially large numbers of)
imperfect simulations with sparse experimental data while taking expert intuition into account?
Emerging concepts in ML, such as transfer learning (e.g, training a model on simulation data then
refining it based on experiments), have the potential to revolutionize how scientific computing is
used.

In the remainder of this section, we briefly discuss a few concrete application examples and
use cases. These examples are not intended to be an exhaustive list or indicate DOE priorities.
Several other uses cases are presented in the numerous review articles on ML [8, 99, 213–217].
Instead, they indicate relevant examples drawn from the authors’ collective experience to cover a
broad range of potential science areas.∗

Turbulent Combustion. Modeling turbulent combustion processes is essential for designing
more efficient power generation systems and next-generation transportation systems. Because
of the inherent flow and chemistry complexities and range of spatial and temporal timescales in-
volved in combustion, computational modeling has played—and will continue to play—a key
role in understanding the underlying physical phenomena. Furthermore, computational model-
ing provides a rigorous platform on which to conduct parametric exploration and optimization in
support of design and decision making.

The fundamental challenges in turbulent combustion derive from the complexity of 3D turbu-
lent flow, the complexity of oxidation chemistry of complex fuels, and the large range of length and
time scales in high-Reynolds-number turbulence [218]. Further, experimentally observable mini-
mum time and length scales are rather large compared to those present in turbulent flows of practi-
cal relevance and similarly large compared to the scales accessible to reliable physics-based models
on current computational resources. Advancing the state of the art in this context requires syner-
gistic melding of physics-based modeling of the governing equations and data-driven modeling
of experimental data. DNS provides highly reliable physics-based models—3D time-dependent
Navier-Stokes equations—for turbulence. These must be coupled with chemical kinetic mecha-
nisms and models for thermodynamics and molecular transport; realistic equations of state; and,
depending on the system at hand, models for liquid spray, radiation, and soot. On the other hand,
these DNS models are intractable for use at any reasonable system scale. Thus, they do not allow
design or parameter exploration. Instead, turbulence modeling is often used, e.g., large-eddy sim-
ulation (LES) [219] or Reynolds-averaged Navier Stokes (RANS) [220], together with data-driven
modeling closures that attempt to model the unresolved scales and missing physics. Existing ap-
proaches to combine both ends of this modeling spectrum rely on expert-driven heuristics and
struggle to adequately account for the very high dimensional parameter spaces and complex mul-
timodal data provided by experiments.

With high dimensionality and complex data handling at the core of ML techniques in general,
turbulent combustion research is poised to significantly benefit from research in and the applica-
tion of ML. In particular, better inverse modeling and feature selection could improve data-driven
model closure [34, 35]. Better sensitivity analysis and UQ could provide new data-driven strate-

∗...or author availability on a sunny day.



APPENDIX A. SCIENTIFIC MACHINE LEARNING WORKSHOP 36

gies to characterize model error [27], and new regression techniques may result in more powerful
surrogates of more tractable quantities, such as images or spectra. In all cases, it is clear that ML
will not replace decades of research in principled physics-based approaches; rather, it can bring a
toolbox of methods to enrich, improve, and accelerate current modeling approaches.

Department of Energy Biomedical Partnerships. DOE has a long record of making scientific
contributions across the spectrum of biological sciences. In particular, SC has been a leader in ge-
nomics with the initiation of the Human Genome Project. Currently, the Office of Biological and
Environmental Research is tasked with the mandate of “understanding complex biological and
environmental systems by coupling theory, observations, experiments, models, and simulations”
[221]. All of these challenges stress test the latest capabilities in ML. Recently, DOE has initiated a
high-profile biological research project, partnering with the National Cancer Institute (NCI) [222].
For the DOE/NCI partnership (some of which is supported directly by SC), there are three tar-
geted areas: pre-clinical models predicting drug response, understanding the structure and dy-
namics of RAS/RAF-related proteins, and development of predictive models of patient health
trajectories. All three of these areas will stress test the latest methods in ML, including natural
language processing (NLP). Other examples of application usage are described in Refs. [223–226],
where ML techniques are leveraged to populate relational databases with information from un-
structured data sources. These methods are further optimized in [227] to leverage the effectiveness
and efficiency of statistical inference and ML for difficult extraction tasks while not requiring users
to directly write any probabilistic inference algorithms. The DL approach has had many successes,
but as discussed elsewhere in this document, success in DL will require a deeper understanding
of the mathematical foundations.

The application of ML methods to biological and health sciences is well established and has
benefited from the standard suite of conventional tools, including support vector machines (SVMs),
random forests, and graphical models (among others). The scientific literature about the biomed-
ical applications of these methods is enormous. Multiple crowd-sourcing competitions have led
to creative ML solutions for building predictors. Entire industries and institutes have grown up
around providing the ML needs for biosciences, including NLP. With the growth of DL methods,
the landscape is even more complicated.

Despite the proliferation of papers about ML in health and genomics, the application of ML
to biological sciences still has considerable room for growth. To reach its full potential, there are
several challenges that must be overcome. First, despite the often stated existence of “too much
data,” there actually are few independent samples, especially for problems as complex as cancer.
As a result, it can be difficult to calculate the accuracy (error rate) of the classifiers/predictors
and to know how well they will perform in real-world environments. Given the aforementioned
complexity, it is likely that classifier performance would be greatly improved by integrating as
much domain knowledge as possible. Therefore, advances in transfer learning and the integration
of multiple types of data are required. Finally, improved computational algorithms are required
to determine what data (i.e., experiments) to carry out next.

ML has the potential to improve health care, reduce unnecessary treatments, and better target
limited resources. Provably good methods will shorten the overall development time (from lab
to bedside); reduce experimental burden; and present the possibility to save money, time, and
resources.

Understanding RAS-Related Proteins. As mentioned earlier, understanding RAS/RAF-related
proteins is one element of the DOE/NCI collaboration. A mutated RAS protein is found in more
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than 30% of all known cancers and 95% of all pancreatic cancers. Nevertheless, the exact mech-
anism by which RAS is involved in cancer progression is unknown, and it has remained untar-
getable with existing drugs. The way RAS interacts with different cell membranes likely depends
on the local structure of the membrane, as well as the presence or absence of other proteins (e.g.,
RAF), yet it happens on time and length scales largely inaccessible experimentally. However,
the next generation of molecular dynamics promises predictive simulations of realistic cell mem-
branes interacting with RAS molecules that for the first time will allow researchers to observe the
relevant processes in detail.

Modeling a realistic cell membrane involves hundreds of thousands of different lipids and
millions of atoms [228]. Even the next generation of supercomputers only will allow rather short
simulations (at the microsecond scale) at full resolution [229]. However, biological processes often
are stochastic in nature and relevant local structures may take much longer timescales to evolve.
This may make the biologically relevant events, i.e., a particular RAS-membrane interaction, ex-
ceedingly rare with respect to the in silico timescales. One solution is to explore many different
initial conditions in the hope of observing an unknown phenomenon. The relevant parameter
space includes both lipid composition and the spatial distribution of lipids, which is impossible to
explore fully. Furthermore, even given unlimited computing resources, it is unclear which events
may be important and what configurations are “special.”

As computational resources grow, molecular dynamics simulations can produce massive num-
bers of lipid distributions and RAS configurations. Without a clear understanding of which con-
figuration might be biologically relevant, identifying these currently relies on brute force statis-
tics. Unfortunately, even the massive data collections being created are not remotely sufficient to
cover the parameter space reliably. Instead, to find the relevant outliers, new unsupervised learn-
ing techniques are needed to identify and classify lipid compositions and spatial distributions.
While this has been successfully demonstrated to identify protein conformations [230], applying
the same concepts to unordered collections of millions of atoms will require new classes of learn-
ing algorithms. The same ideas may enable a multiscale modeling approach that promises to reach
biologically relevant timescales at atomic resolution—assuming a system capable of classifying
membrane-RAS configurations into biologically equivalent, set, full-scale atomistic simulations
could be restricted to explore yet unknown configurations while using continuum approaches to
advance much larger systems across longer timescales than previously possible.

Materials Design. Materials science also has seen the rapid adoption of ML, from modeling
crystal structures to materials discovery [231–234]. For example, combining ML automation with
crowd-sourcing for automatic data extraction for materials science applications has been studied
[235]. In recent years, some of the greatest advances in areas such as batteries, solar cells, or carbon
capture are due to new materials being discovered with new properties. The traditional approach
to materials science is based primarily on an intuition-guided experimental approach, where a
large number of new compounds are synthesized and tested. This is time-consuming and costly,
which severely limits the number and types of materials that can be explored. More recently, first-
principles molecular dynamics codes have been used to predict material properties. While these
may be more flexible and easier to set up than physical experiments, the corresponding simula-
tions remain too costly and the parameter space too big to reliably explore all possible materials.
The holy grail of materials science is to leverage the ability to simulate virtually arbitrary materi-
als to quickly design new compounds custom tailored to exhibit desired properties, e.g., certain
band-gap, dopant concentration, melting point.

Even accounting for the rapid growth in computational power, the parameter space of possible
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materials is too high dimensional (i.e., different atoms, arrangements, and/or dopants) to make
exhaustive exploration feasible. Instead, the goal is to simulate some number of materials covering
a range of input parameters and from these predict which other combinations are promising to
try next. Fundamentally, this can be thought of as a regression or surrogate modeling problem.
However, the dimensions are high, many input parameters are categorical, and the outputs highly
nonlinear, which makes solving such challenges difficult.

Materials design touches on a number of core ML approaches and significant advances are un-
derway. Under a large umbrella, the Materials Genome Initiative [236] brings together a diverse
group of researchers, employing various tools to accelerate design. Another aspect of “searching
through a space of possibilities” is to identify property-determining substructure features. Search-
ing material databases for geometrically similar arrangements of framework atoms can allow one
to screen databases an order of magnitude larger than what has been examined [237]. One of the
central challenges is to determine adequate mathematical representations, whether they develop
adequate surrogate models in high-dimensional parameter spaces, identify appropriate similar-
ity metrics, measure “closeness,” or discover how to link similarities with predictive properties
about functional performance. One advantage to ML approaches is they may more easily lend
themselves to predict multivariate and/or multimodal outputs [238], e.g., jointly predicting mul-
tiple output properties, some of which may not be scalar: expected correlations between outputs
may represent a crucial constraint on the problem that can make it tractable. Determining how to
build in correct physical constraints will be a crucial part of making these approaches work. Fi-
nally, connecting functionality and manufacturability to the search and design process will likely
require a coupling of experiment, advanced simulation, ML, and human intuition.

Multiscale Modeling. A common problem in many application areas is that while highly accu-
rate predictive models (e.g., first-principles molecular dynamics simulation) exist, these typically
cannot cover the time and/or length scales required to address high-level challenges (e.g., opti-
mize an engine, simulate a cell, or deform a material). One attractive solution is to build multiscale
approximations, where a cheaper coarse-grain model is used to cover the macroscales required,
while a more accurate fine-grain model is used only when necessary or to inform parameter set-
tings for the coarse grain [239–243]. A typical example is deforming materials, where fine-scale
models are used to compute the stress tensor of the material given the current stresses or material
hardness [244, 245]. However, evaluating stress with the fine-scale model at every grid point of
the finite element grid is computationally infeasible. Instead, there is a need to efficiently cache
fine-scale evaluations to recompute stresses only in configurations too dissimilar from previous
evaluations. Similar ideas apply to the previously discussed RAS studies, where lipid membranes
are evolved at either continuous or atomistic scale or the combustion problems where fine-scale
kinetics are only evaluated selectively.

These ideas presents a number of challenges. First, the parameter space defining a fine-grain
simulation is often high dimensional, may include parameters on different units and scales, or
may not lend itself to any explicit encoding (e.g., the lipid bilayers already discussed). Adding
to this challenge is the likelihood that not all combinations of parameters are physically mean-
ingful: the problem resolves to sampling an embedded sub-manifold in some high-dimensional
space without an inherent metric. Similar challenges exist in the output space, which may be as
simple as a single stress tensor or as complex as a molecular dynamics simulation. Nevertheless,
it is crucial to define a meaningful distance in this space to evaluate metrics, such as those that
inform when two fine-grain simulations should be considered similar enough to not require an
additional evaluation. Finally, avoiding unnecessary evaluation of the fine-grain model implies
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an interpolation scheme that allows for accurately predicting results in the vicinity of existing
data.

Depending on the specific application, addressing the challenges of multiscale modeling can
be virtually arbitrarily complex; however, many of the fundamental problems are directly related
to core research areas in ML. For example, latent spaces, such as those created by auto-encoders,
can provide both dimension reduction and a metric in otherwise abstract spaces [214, 246, 247].
Furthermore, an appropriate latent space will naturally express correlations between different
variables, i.e., encode any embedded lower-dimensional structures, and may lead to more effi-
cient sampling and better surrogate models. In general, dimension reduction [248–250], metric
learning [251], and multivariate, multimodal modeling [251] are all central to ML. Any advances
in these areas could significantly improve the performance of multiscale approaches.

Image Analysis: Detection, Recognition, and Classification. The ability to analyze experimen-
tal and simulation data automatically is essential to support extraction of scientific information
from high-throughput data generators. On the experimental side, data are being collected at faster
rates and higher resolution from sophisticated scientific facilities supported by DOE, including the
synchrotron light sources, nanoscience centers, and genomic and biological institutes. Obtaining
information from these data can help classify structures, reveal patterns, connect the output of
one experiment to another, and guide which experiments to perform next. On the simulation
side, with the help of extreme-scale computing, high-resolution calculations from varied fields,
such as climate modeling, combustion simulations, and fusion calculations, are poised to predict
time-evolving physical variables with tremendous fidelity. Detecting, recognizing, and measuring
structures from these data have the potential to reveal correlations not immediately apparent from
pointwise (in space and time) quantities, track key integrated variables, identify outliers and rare
events, and provide mechanisms to compress data when isolating crucial information.

Analyzing image data typically is done manually, which is far too time-consuming to deal with
the current onslaught of data, let alone the coming acceleration of data rates from experiment
and simulation. Classical image processing aims to automate much of this process by using an
assortment of techniques, ranging from thresholding and scaling to more advanced techniques,
such as anisotropic diffusion, wavelet transformations, level set methods, Markov random field
methods, and other graph-based methods for image segmentation. These methods are powerful
but often require tremendous customization and tuning for specific applications.

One of the most successful applications of ML has been in image and video analysis, particu-
larly for natural images [252, 253]. The methods combine an array of techniques including DL us-
ing architectures such as CNNs and statistical methods such as cascaded random forests or SVMs.
Applying these methods to scientific data poses some significant challenges, partly because of the
lack of reliable training data and the need to prospect for scientific information engineered into
the network architecture so that physical quantities can be used to monitor and drive the learn-
ing/training process. An important component when tackling large data sets is the scalability of
ML methods to very large systems as in Kurth et al. [254].

Need for Robust Scientific Machine Learning

Already, ML has made a significant impact in a variety of high-regret applications, including clin-
ical diagnoses [77, 78], security [79, 80], metal fatigue in aviation [81], and environmental contam-
ination [82, 83]. An excellent review of some of these applications and associated risks are pro-
vided by Shneiderman [84] and references therein. Such applications exemplify the importance
of robustness and rigor in ML to minimize the risks associated with its use. These applications
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also point to the need for explainability in ML predictions [85]. The potential negative impacts of
misused ML has led to calls for policies to “anticipate, monitor, and retrospectively review oper-
ations” for managing algorithms in high-impact applications [84], as well as to initial research in
exploring ways to manage algorithm behavior [86, 87].

With its emphasis on well-defined analytic processes for stability and error analysis, applied
mathematics can provide a mechanism for developing ML methods with robustness. Such robust-
ness will address issues related to sensitivity to training set size, choice of data in training and test
set, numerical instability in the learning algorithms, scalability, and parallelization with compli-
cated and heterogeneous hardware. While the need to investigate these issues has been expressed
since the early days of ML and AI [89–91], much research is needed, for instance to set scientif-
ically based rather than heuristic guidelines on acceptable classifiers that process experimental
data from beamlines or predict failure in major components. It is also extremely unlikely that
existing mathematical methodology will extend automatically to ML. For example, classical lin-
ear algebra libraries are designed to optimize computations with sparsity structures arising from
discretizations of PDEs, while ML needs are likely to be quite different. Similarly, classical von
Neumann stability analysis of numerical approximations is unlikely to be adequate for establish-
ing stability of complex learning schemes. Thus, complementary research in applied mathematics
methodology is necessary.

Need for Interpretable Scientific Machine Learning

Another often overlooked aspect of choosing a model is the interpretability of the results. Tradi-
tionally, physical understanding has been the bedrock of modeling. A user’s confidence in model
predictions is directly linked to the conviction that the model accounts for the right variables (e.g.,
temperature, pressure, or material density); the right parameters (e.g., inflows or reaction rates);
and, most importantly, the right physical laws (e.g., heat-mass balance, energy, or Arrhenius mass
action kinetics). Consider something as simple as principal components used to transform the
data. These data-driven variables (linear combinations of the observables) may yield quantitatively
better results, such as lower regression errors. However, the corresponding physical laws cannot
easily or intuitively be expressed in terms of these “strange” combinations. While the equations
can be adjusted to accommodate a change of variables, the understanding of the model is lost. This
problem is greatly exacerbated for nonlinear models (e.g., nonlinear dimension reduction [250]),
and models such as DNNs that become entirely opaque black boxes, which even their creators
may not be able to fully explain.

With the success of so-called DL approaches in areas such as computer vision [70, 71], there
has been a push toward relinquishing the practical human constraint of understanding a model.
Instead of focusing on what variables physically mean and which physical laws are driving their
evolution, the analysis paradigm is shifting to trust in the correctness of data mining algorithms.
These algorithms typically take in a finite set of physical observations and return predictions,
classifications, or other forms of integrated results.

Effectively, serious thinking on choosing variables and understanding mechanisms is replaced
by carefully designed data-driven ML approaches and properly calibrated assumptions on smooth-
ness, data distributions, etc. In many of the most visible examples, such as self-driving cars [23]
and face recognition [255], it can be argued that the lack of interpretability is an anthropic rather
than a mathematical problem. However, this assessment crucially relies on the fact that the cor-
rectness of, for example, a face-recognition algorithm is easily checked, mistakes are typically
obvious, and massive databases of examples can be accumulated for model testing.
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Unfortunately, in many scientific applications, the “correct” results are not known. In fact, ML
is being applied precisely to better understand what the right solution should be. In this context,
many of the most prominent ML tools are difficult to apply to scientific computing problems. Con-
sider the simple example of a scatter plot, e.g., showing the distribution of some high-dimensional
point cloud with respect to two of its dimensions. A so-called axis-aligned plot (that uses two of the
original variables as x and y axes) is easy to interpret; however, it is well known that such plots are
bad at representing more complex structures. The traditional example is that of the “Swiss roll,” a
two-dimensional sheet rolled into a spiral. Any axis-aligned projection will result in artifacts and
severely misrepresent the local neighborhoods of the points. To address this problem, a host of
dimension reduction tools exist to create “better” embeddings [249, 250]. In our example, one can
unroll the sheet and produce a perfect (relative to the local neighborhood structure) projection.
However, the resulting plot no longer supports any meaningful axes labels. In the context of sci-
entific applications, such an embedding may be useful to highlight clustering behavior. However,
without the ability to relate directions in the plot to native attributes, users typically have great
difficulty connecting the structure in the plots with their physical intuition.

In general, tension exists between increasingly complex models to improve results on particu-
lar data sets and the need for users to interpret the models to derive new insights and conclusions.
This challenge has been widely recognized, and new programs have started to search for solu-
tions [72]. Nevertheless, we expect that concerted and long-term research efforts will be required,
spanning the entire gamut of integrating physical constraints into black box models to make them
more dependable, developing new exploration and visualization approaches to interpret complex
models, or deriving theoretical guarantees on model quality or consistency.

Scientific Computing and Machine Learning

This section provides a brief overview of popular ML methods with particular relevance to sci-
entific computing. A number of reviews provide more in-depth discussions of these and other
methods [8, 217, 256, 257].

Supervised Machine Learning Methods

Supervised ML is perhaps the area with the deepest connections to statistics and UQ in computa-
tional science. The training phase of supervised ML is equivalent to model calibration and param-
eter estimation in the physical sciences, while the testing/prediction phase is similarly present in
predictive model testing with new data.

Regression is commonly used in both contexts, whether the forward model is an SVM [258,
259], a NN, or a physical system model with a governing set of differential equations. Statis-
tical methods are used in physical systems modeling for inference of uncertain parameters or
estimation of parameters of model surrogates, whether polynomial chaos (PC) expansions [260]
or GP models [261]. Similarly, training ML forward models, e.g., NNs, with noisy data often
is done in a probabilistic context, e.g., Bayesian neural networks (BNNs), estimating network
weights with quantified uncertainty in the form of Bayesian posterior probability distribution
functions (PDFs) [262]. Early work in this area [263–265] has found renewed popularity [266,
267]. A significant challenge in BNNs involves scaling the probabilistic approach to large data
and network scales typical of CNNs [268, 269] and DL models [70, 270–274]. One practical ap-
proach to Bayesian DL [275] is potentially via variational inference (VI) [276, 277] and associated
approximate procedures such as dropout VI [278]. Recent work suggests that while dropout VI
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may be useful for practical estimation of uncertainty in ML, it can severely underestimate model
uncertainty [279], motivating ongoing work to improve uncertainty estimates [280].

There are opportunities for adapting these advances to the calibration of physical systems
models. For example, there are potential advantages in adapting ML training methods, such
as back propagation [281–285] and stochastic gradient descent [286], to the calibration of high-
dimensional physical systems models. At the same time, there are potential advantages in adapt-
ing a range of advances in statistics and UQ, such as for statistical inference in high-dimensional
spaces [287–290] and Bayesian non-parametrics [291–296], to the challenges of training Bayesian
deep networks. Of course, computational challenges abound with learning for Bayesian net-
works [297]. Moreover, choosing good priors is a significant challenge in general, particularly
in nonparametric models [298]. Typically, recourse is made to approximate inference algorithms.
Further, frequentist algorithms generally are useful for solving Bayesian problems or in providing
understanding the Bayesian model. Often, a Bayesian-frequentist middle ground is useful, where
a Bayesian model is coupled with frequentist model-checking techniques [299].

An extensive body of research has established that NNs with quite simple structures (i.e.,
only one hidden layer) and wide variety of activation functions (such as the class of sigmoidal
functions that includes the logit and hyperbolic tangent activation functions) can arbitrarily well-
approximate multidimensional continuous functions [300–302]. Furthermore, by using smoothing
techniques, these results can be extended to discontinuous (classification) tasks. Historically, these
results have focused on the unrealistic “infinite” data limit; however, recent results have been
providing quantitative upper bounds on the approximation error [301–304]. In particular, these
techniques provide explicit error bounds (depending on the activation function and the smooth-
ness of the target function) for interpolation over the space of NNs given regularly spaced samples
from the domain. However, for many ASCR applications, the “curse of dimensionality” precludes
gathering sufficient data to apply these results. In addition, these results offer little insight into
NN behavior when extrapolating beyond the given data, which is particularly relevant in applica-
tions such as climate modelling and high-energy physics. Perhaps, the best way to understand the
mathematical challenges presented by the state of DL is via analogy to polynomial approximation
methods: while there currently exists an NN analogue of the Stone-Weierstrass theorem, what
is missing is an analogue of smoothing splines and Taylor series that will allow for reasonable
interpolation and principled extrapolation from observed data.

Unsupervised Machine Learning Methods

Unsupervised ML methods refer to approaches designed to learn features from unlabeled data.
Common tasks for this branch of ML include: feature learning, dimensionality reduction, visual-
ization, outlier/anomaly detection, and variable selection.

In contrast to its supervised counterpart, unsupervised learning lives at the opposite end of the
data spectrum, where none of the training data are labeled (i.e., features without labels). Semisu-
pervised learning lives between these two extremes, where some of the data are labeled and the
remaining—usually much more—data are unlabeled. Despite the fact that the data points do
not come with labels, they still can carry considerable information about the feature distribution
(marginal of the feature-label distribution) and can greatly benefit the construction of effective
learning algorithms.

Not surprisingly, unlabeled data are often considerably cheaper and easier to obtain than la-
beled data and, therefore, can be more prevalent than their labeled counterparts. As a result, it
is vital to have a robust mathematical foundation for using these types of abundant data most
effectively. Still, considerable open problems on the mathematical foundations of unsupervised
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methods remain, especially where prediction performance is concerned. As such, the need for ef-
fective unsupervised learning algorithms with known/guaranteed performance is quite valuable.

Traditional ML techniques involve identifying a core set of features from input data, such as
in PCA [305]. Other methods, such as stochastic neighbor embedding (SNE) [306], accomplish
dimensionality reduction while still preserving “closeness” between samples, the t-SNE variant is
particularly useful for visualization [248].

More recent advances in unsupervised learning have come with the advent of DNNs. As de-
scribed by Bengio [307], this kind of approach lends itself to problem spaces where there are few
or no labels for classes of interest. Unsupervised ML methods can be used to match items be-
tween two unlabeled data sets [308]. Additionally, unsupervised approaches can be used as a
“warm start” for supervised problems, where more unlabeled versus labeled data exist. Tradi-
tional autoencoders, in particular, operate by learning an encoder-decoder structure, which learns
intermediate representations of the input data [309]. Recent advances known as variational au-
toencoders [310] have honed in on the generative properties of these methods. Furthermore, other
recent approaches have used the reconstruction error of the output of these autoencoders as an
unsupervised outlier or anomaly detector [311].

Broadly speaking, unsupervised ML methods are related to probabilistic and statistical meth-
ods for learning a model of the data. These include filtering, latent variable, Gaussian mixture,
hidden Markov, and dimensionality reduction methods [312–316], as well as methods for build-
ing stochastic generative models for the data [317–319].

One challenge in dealing with unlabeled data is rigorously constructing and efficiently calcu-
lating metrics for algorithm performance. As a result, unsupervised learning methods are often
subjective. Consider the representative class of unsupervised techniques involving clustering.
The goal of clustering is to separate individual data points into groups. Within groups, there is
some similarity of the points, while the points are less similar between groups. Questions arise
regarding the “optimal” number of clusters. There is subjectivity in determining this number.
Some theoretical work exists, but more is needed. Hence, a challenge for clustering and other
unsupervised learning methods is the need to provide more rigorous foundations [320]. For more
discussion of this problem, refer to recent work by Dalton and Dougherty [321, 322].

Commonly, unlabeled data are not independent and identically distributed (random variables)
independent and identically distributed (random variables) (i.i.d.). Instead, they are data of op-
portunity, and the limited theory available does not apply in real-world situations. A theoretical
understanding of unsupervised methods non-i.i.d. or non-randomly obtained data is lacking. The
DOE workload often deals with extremely complex systems. For these systems, the labels may
be difficult to obtain, and, where such labels exist, the number of samples may be quite small.
How to effectively use unsupervised and semisupervised methods with small samples is another
challenge.

Reinforcement Machine Learning Methods

Reinforcement learning refers broadly to a set of methods where no training data are used, and
no suboptimal actions are corrected in an explicit manner. Popular examples include q-learning
and temporal difference, which learn policies (actions) based on some notion of reward. The di-
verse set of methods for reinforcement learning forms the basis for many of the recent trends
in modern AI, such as self-driving cars [323], autonomous robots [324], and game playing (e.g.,
poker [325, 326], Gō [24, 327, 328], chess [329], and video games [330–332]). However, the design
of reinforcement learning methods is currently more of an art than a science and lacks rigorous
foundations that would allow for applying reinforcement learning to complex problems. For ex-
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ample, there are significant opportunities for reinforcement learning to be applied for scientific
discovery via experimental design and other search methods in the context of high-throughput
experiments. In addition, there are connections between reinforcement learning and traditional
numerical techniques that have not yet been fully explored [333]. However, many of the more
well-known examples benefit from a large set of training data relative to the complexity of the
problem at hand.

In the context of reinforcement ML, Markov decision process (MDP) and stochastic dynami-
cal programming methods are often used, generally seeking a trade-off between exploration and
exploitation [334]. There are good examples of probabilistic/statistical methods being applied.
For example, Bayesian methods have been employed in reinforcement learning [335–337]. Other
examples include data-efficient probabilistic methods for small noise systems [338]. For the large
noise regime, methods such as [339] are being developed that rely on partially observed MDPs and
Bayesian filtering based on assumptions of linearity (or small nonlinearity). Ongoing challenges
involve dealing with more general belief distributions and policies as well as non-Gaussian noise
and partial observations.

Current advances in reinforcement learning have come in conjunction with learning policies
for deep networks. In particular, there have been improvements in areas using common architec-
tures and learning algorithms for various problems with the deep Q network (DQN) described by
Mnih et al. [332].

Some pitfalls of traditional deep reinforcement learning include how sensitive they are to pa-
rameter tuning, such as exploration and rewards, to facilitate convergence. This has been ad-
dressed, in part, by another recent method, trust region policy optimization (TRPO) [186], which
has been shown to reduce the overhead of tuning these parameters and produces reasonable re-
sults when compared to DQN. Other approaches include asynchronous advantage actor critic
(A3C) [340], which have shown to stabilize the learning process. Current research in this area has
focused on using evolutionary strategies [341] as an alternative to MDP-based approaches, such
as policy gradients.

Another interesting avenue of current work in this field has been in the application of meta-
learning [342]. This has provided a mechanism for these networks to continuously adapt and
improve to new situations, learning better policies. Further, meta-learning has demonstrated the
ability to “extrapolate” between similar problems, potentially mitigating the issues posed by lim-
ited/small sample data [343–346]. Other state-of-the-art techniques include competitive self-play
[24, 347], where agents play and adapt against other agents. In addition, learning through imita-
tion has been shown to be quite useful in cases such as robotics [343, 348].

Several opportunities exist in the arena of modern deep reinforcement learning approaches.
While environments with discrete action spaces have seen rapid improvement, work in continu-
ous action spaces [349, 350] has not been as fruitful. Another issue still plaguing reinforcement
learning is exploration. Current approaches force exploration by applying perturbations to the
agent’s actions to force experimentation. While this works well for discrete action spaces, agent
exploration of large continuous spaces can be costly.

Other Machine Learning Methods

The area of semi-supervised learning [351, 352], where only a subset of the data are labeled, is
of practical relevance [353] and offers interesting statistics and UQ challenges and opportunities.
In this context, similarity graphs that identify similarity between labeled and unlabeled samples
are useful. Semi-supervised learning on graphs [354] has been cast in a Bayesian framework to
capture uncertainty [355]. Semi-supervised learning methods include transductive support vec-
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tor machines (TSVMs) [356–358], where unlabeled test data are labeled by the SVM classifier to
maximize the margin, and related algorithms such as a spectral graph transducer [359]. However,
self-training is error prone, and both TSVMs and graph-based methods are difficult to scale [247].
Probabilistic formulations have been employed to overcome these limitations [360, 361].

Another important area is active learning [362, 363], where improved accuracy may be achiev-
able with smaller numbers of labeled training points if the algorithm is allowed to actively choose
learning data in a greedy manner that maximizes information gain, placing training data points
where uncertainty is maximal. Active learning is motivated when labeling data is challenging
or requires significant time and/or expense. Active learning performance depends on having
accurate estimates of uncertainty in model weights as well as on the level of noise in the data.
These challenges have been dealt with in the difficult context of cold-start active learning, using a
Bayesian framework [364].

State of the Art in Model-Free Methods. A model is a closed-form formula (an algebraic equa-
tion, a deterministic or stochastic ODE or PDE, possibly a nonlocal/integral one) that expresses
relations between physical observables and allows us to make predictions. It could be a simple
formula based on physical understanding (e.g., Newtonian gravity) or data driven, such as a large
empirical response surface saved as a database or represented through generic basis functions like
Gaussians or DNNs. All models, physical or data driven, arise from observations and measure-
ments of the physical world. We first understand (a) what the relevant physical quantities are in
terms of which to describe the phenomenon; (b) the interactions between these physical quanti-
ties, embodied in physical laws (e.g., chemical kinetics); and finally (c) we put the two together
to obtain a closed-form expression that can be used to make predictions. Thus, human under-
standing of the right variables and relations between them is an especially important component
of modeling/prediction.

Different paths exist from observations to predictions. Taylor series can be used locally to
approximate smooth functions, giving convenient local surrogates of the (unknown) model equa-
tions. In this context, various versions of Kalman filtering, autoregressive moving average (ARMA),
nonlinear autoregressive moving average (NARMA), or NN models can be used for completely
data-driven predictions [365, 366]. In the early 1980s, Moore showed how singular value de-
composition (SVD) can lead to I/O-based balanced realizations of linear systems solely from
data [367]. Iterating the learned black/gray box can allow bootstrapping predictions into the fu-
ture.

A well-established version of such a path from data to predictions, starting in meteorology
with Ed Lorenz in the 1950s and blossoming in the 1980s, involved using PCA to obtain good
collective reduced variables, known as proper orthogonal decomposition (POD) in the fluid me-
chanics literature [368]. If the behavior is low dimensional, we can use SVD to determine the
right few variables and subsequently project the equations in the subspace they span,which is
a POD-Galerkin method. If the detailed PDEs are lacking, ML can approximate the dynamics
in the reduced subspace. Alternatively, one can leverage matrix-free methods to do equation-free
computation. Manifold learning techniques that, starting with data clouds of observations, de-
tect and provide parsimonious parameterizations of the intrinsic low dimensionality of the data
(giving good reduced variables), become a hugely enabling technology for modern data-driven
modeling. The goals may vary and include parsimoniously estimating the unavailable equations,
usefully filtering/denoising the data, quantifying uncertainty, factoring our symmetries (transla-
tional, rotational, or scale invariance), or performing data fusion (to name a few).

These manifold learning tools (hinted at by bottleneck NN autoencoders in the 1980s) ex-
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ploded with the publication of Isomap [369] and locally linear embedding (LLE) [370] in 2000,
followed by developments such as diffusion maps, Laplacian eigenmaps, vector-diffusion maps,
and other kernel-driven methods that have paved the way to nonlinear data-driven system real-
izations. Such manifold learning algorithms (often based on harmonic analysis, the Koopman
operator, or Hilbert space reproducing kernels) do not pre-accept that the observations presented
to them is the right one. Instead, they afford free movement across all possible deformations/d-
iffeomorphisms of the observed response surface. Then, the question becomes: which is the best
representation to work with? Until now, human understanding has been a tremendous constraint
in modeling. We must be able to explain what we are modeling to each other and write down
physical laws in a few lines so that the knowledge can be parsimoniously conveyed. This cru-
cial precedence of human or physical understanding begins to recede as we increasingly rely on
learning the intrinsic geometry of data and taking data-driven paths toward prediction.

Computational Foundations for Scientific Machine Learning

There are several aspects of existing ASCR applied mathematics research that can be extended
to ML. This section outlines some of these potential overlapping areas between ASCR applied
mathematics and ML.

Rigorous Analysis

While ML opens up exciting new opportunities for both applications and research, there are dan-
gers in applying ML without an adequate understanding or awareness of possible pitfalls and
technical limitations. This issue has particular relevance to areas of interest to ASCR, where an
extremely high level of scientific rigor is maintained. An application that has adopted techniques
from ML without a firm scientific basis risks compromising the scientific integrity of the entire
application. Nevertheless, although the mathematical foundations of traditional ML are relatively
mature, the current pace that new approaches are being developed and applied to expanded ar-
eas means the gap between theory and practice is widening rapidly. Additionally, the quickly
growing field of DL lacks the robust mathematical foundations of more established approaches.

A fundamental concept with direct bearing on the fidelity of ML is the extent possible for
a machine (or any other “learner”) to learn from training data in a given domain. The notion
of probably approximately correct (PAC) learning essentially is a mathematical framework for
answering such questions [371]. Typically, one seeks to provide quantitative statements about the
resulting model’s probability for being capable of providing predictions within some guaranteed
error bound. For instance, one may be able to provide estimates about how the amount of data
needed to develop a model/forecast that meets a given tolerance scales with the data set size or,
more appropriately, the information content of the data [89]. Such estimates, even when available,
are often restrictive in the required assumptions and will not apply to the vast range of mission-
critical DOE applications.

A related but quite different question concerns the selection of the most appropriate hypothesis
class for a given application in terms of incorporating prior knowledge, physical principles, and
pure data. Structural risk minimization is a learning framework that makes it possible to express
preference for certain hypothesis classes in a mathematically precise way [372]. In particular, this
paradigm can support principles that consider the complexity of a hypothesis space, such as the
minimum description length (MDL) principle, along with other methods of incorporating prior
knowledge and data.
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The ultimate goal of applying ML to ASCR applications is to provide a decision maker with
two pieces of information:

• prediction or information as to what may result from taking a particular course of action

• quantitative of the level to which the predictions can be trusted.

For example, one may want to make decisions about the parameters used to manufacture an
aircraft wing. In principle, the answer or decision takes the form of a fixed set of numbers that
are predicted to suffice. However, in practice, there are many sources of uncertainty, including
not only the data used to inform ML but also issues in the sensitivity of the underlying model
space and the effect on the extent it is even possible to make predictions. These issues contribute
to uncertainty in the conclusions suggested by ML and it is vital that the decision makers are
provided with information, ideally quantitative, regarding the uncertainty.

Of course, these issues are not peculiar to ML and are ubiquitous in science. However, the
key difference is that in mainstream science, the underlying models are expressed in an explicit
form amenable to analysis using techniques that have been developed over decades and are rela-
tively well understood. Moreover, the assumptions that underpin a particular model usually have
been debated and refined, and the resulting model’s limitations have been explored extensively.
In mainstream predictive computational science, the sources and effects of discretization and nu-
merical errors have been equally well studied over many years and are widely appreciated and
understood.

The current rapid pace at which ML is being applied to an ever-widening domain of applica-
tions means that such questions are at best poorly understood and at worst not even being asked.
Consequently, there is an urgent need to develop mathematical tools that can provide the same
levels of confidence and understanding to predictions that emerge as a result of applying ML as
the levels of confidence and understanding expected from more traditional approaches.

The gaps in the current levels of understanding for basic components of ML are widely ac-
cepted. Fields medalist Martin Hairer (Imperial College) recently stated [373]:

“Neural networks are interesting because we couldn’t imagine them existing 20 years
ago. Neural networks are the artificial information processing systems that allow for
innovations like self-driving cars. Although we can make them, we don’t exactly know
how they work, or for what reasons they go wrong. It’s still early days, and we can’t
be sure what the maths questions will be, but I know there will be some interesting
ones as it develops.”

In this context, ML provides many exciting opportunities for applied mathematics in terms of not
only offering answers but also at the level of formulating what kind of mathematical question can
reasonably be answered when there is no explicit model to analyze.

For ML to be adopted by ASCR, it is necessary that it meets the level of rigor required by
ASCR applied mathematics. An analysis technique may be considered rigorous if it provides three
essential pieces of information:

• Complete description of all steps in the analysis, from the raw input data through the final
product, which enable the analysis to be independently reproduced

• Complete list of assumptions, parameters, and algorithmic choices used

• Verification and validation of the techniques and their implementation.
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These features are characteristic of good science but are not always easy to achieve. Analysis tech-
niques for ML pose their own special challenges. ML (e.g., SVMs) has well-developed theoretical
frameworks [90]. Others, including the currently much-in-use DNNs, still lack a full and thorough
framework. Much of the work is recent (e.g., Shaham et al. [374]) along with some decades-old,
well-known results, such as those on the “universal approximation properties” of NNs or optimal
approximation for smooth functions [301, 375–379]. While the early work does explore basic ap-
proximation properties, much of it will need to be revisited in the context of advances in network
complexity and training methodologies deployed on currently practiced methods. Paraphrasing
Shaham et al. [374], current challenges include specification of the network topology (i.e., depth;
layer sizes) given a target function to obtain desired approximation properties, obtaining esti-
mates of the amount of training data needed to generalize to test data with high accuracy, and
development of training algorithms with performance guarantees. In addition, during a keynote
address at Neural Information Processing Systems (NIPS) 2017 conference, Ali Rahimi highlighted
the need for ML experiments and theorems that “chase down the explanation for a strange phe-
nomenon you observed” in order to make the use and application of ML less “alchemy” and more
science [380].

Complete and Reproducible Descriptions. As data sets become even larger and more complex,
“raw” data are often processed significantly before the “core” analysis starts. Depending on the
use case, this can include removing inconvenient outliers (disregarding data sets with less than
ideal results), choosing training and testing sets, and any number of other “pre-processing” op-
erations. Usually, these operations are barely discussed if they are mentioned at all; yet they can
significantly alter the results. Furthermore, even the core algorithms can contain hidden choices,
for example which normalization procedures are used, which clustering algorithms, which neigh-
borhood graphs, all of which may influence the results. A rigorous analysis should provide a
complete and reproducible description of all steps.

Complete Listing of Assumptions, Parameters, and Algorithmic Choices. Many algorithms
and statistical techniques rely on various assumptions (e.g., data being i.i.d. and noise being
normal-distributed). A rigorous approach will not only list these assumptions but demonstrate
that they are (expected) to be met by the data.

Verification and Validation. A basic tenet of predictive science is the issue of the confidence that
can be attached to predictions. Verification and validation has become a basic requirement for
many areas of computation and modeling in science. Several papers [381–383] were prompted
by the burgeoning of computational predictive science over the past two decades and the need
to maintain high levels of scientific rigor if disasters are to be averted. The classic example is
the Sleipner failure, an offshore oil platform [384, 385] in which ill-founded confidence in the
predictions coming from a sophisticated finite element simulation code led to the failure and loss
of the platform at an estimated cost of $180 million (in 1991). It is essential that ML embraces the
lessons learned from this and other disasters about the importance of developing and applying
appropriate verification and validation standards that must be met by ML to be accepted as bona
fide predictive techniques suitable for adoption by ASCR.

Model Reduction and Multifidelity Modeling

The field of model reduction encompasses a broad range of methods that seek efficient low-dimen-
sional representations of an underlying high-fidelity model [116]. The majority of model reduc-



APPENDIX A. SCIENTIFIC MACHINE LEARNING WORKSHOP 49

tion methods have targeted the case where the high-fidelity model is a high-dimensional system
of ODEs or a discretization of PDEs. A large class of model reduction methods derive the low-
dimensional approximation by projecting the original model onto a low-dimensional subspace (or,
more generally, a low-dimensional manifold). The projection framework can be combined with
various ways of representing parametric dependence, where for example the parameters may de-
scribe material properties, system geometry, system configuration, initial conditions, and bound-
ary conditions. A recent survey paper summarizes state of the art in projection-based model re-
duction methods and applications [386]. There also is a growing body of literature on data-driven
methods that infer the reduced model directly from data (typically simulation data), avoiding the
need for an explicit projection step.

Multifidelity methods recognize that the model reduction process introduces approximation er-
rors. For the complex nonlinear multiscale problems of interest to DOE, these approximation
errors cannot always be quantified and controlled. Yet, even an approximate reduced model
of unknown quality can be of great use if employed within a rigorous multifidelity framework.
The overall premise of these multifidelity methods is that approximate models are leveraged for
speedup, while the high-fidelity model is kept in the loop to establish accuracy and/or conver-
gence guarantees. A recent survey paper summarizes multifidelity methods for applications in
uncertainty propagation, inverse problems, and optimization [194].

Model reduction has clear connections to ML. In fact, many of the methods used to determine
the low-dimensional subspace are closely related to ML methods, even if the terminology differs.
For example, POD, perhaps the most widely used model reduction method, is closely related to
PCA. Moreover, many of the same ideas exist in the model reduction and ML communities, al-
beit under different names, such as active learning, which is akin to adaptive model reduction
methods, and reinforcement learning, which is comparable to goal-oriented model reduction. The
difference in fields is perhaps largely one of history and perspective: model reduction methods
have grown from the scientific community with a focus on reducing high-dimensional models that
arise from physics-based modeling; whereas ML has grown from the computer science commu-
nity with a focus on creating low-dimensional models from black box data streams. Yet, in recent
years, there has been an increased blending of the two perspectives and recognition of their asso-
ciated opportunities.

One set of opportunities relates to the growing body of literature on data-driven model re-
duction methods. Methods such as the Loewner framework [387, 388], vector fitting [389, 390],
dynamic mode decomposition [391–393], eigensystem realization algorithm [394], and operator
inference [395] all offer ways to learn a reduced model while respecting some of the structure that
arises through the underlying system governing equations. In particular, these methods are for-
mulated from a dynamical systems perspective. This is a key element in establishing notions of
stability and convergence, which is distinct from the black box perspective of ML. In the past,
data-driven model reduction has been limited to linear time invariant systems with more recent
contributions introducing nonlinear terms (via quadratic terms) and parametric dependencies.
However, a large gap remains between rigorous data-driven model reduction methods and the
highly nonlinear, multiscale applications of relevance to DOE. There are clear opportunities for
ML methods to advance data-driven model reduction and in turn for the structure-exploiting
perspective of data-driven model reduction to advance ML for dynamical systems. In particu-
lar, we note that the model reduction perspective is a way to embed physical constraints and
move toward so-called physics-based ML. For example, these physical constraints could be en-
forced through the nature of projection or the definition of the low-dimensional manifold itself. In
the model reduction community, this is known as structure-preserving model reduction. Again, there
are promising existing examples (see [396–399] for applications across different fields), but many
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important open research questions remain.
A second area of opportunity at the intersection of model reduction and ML is through a pos-

teriori error analysis. Rigorous error analysis has been a significant focus of the model reduction
community in the past decade, particularly for reduction via the reduced basis method [400–403].
There are many opportunities for bringing this kind of thinking to bear on a more general class
of approximate models, including those derived using ML methods. Other opportunities lie in
the connections between model reduction and other approximation methods [116]. For instance,
recent work has established connections between the performance of reduced basis methods and
results from approximation theory that employ concepts such as Kolmogorov widths [404], while
others have established connections between model reduction and compressive sensing [405].

These references are not intended to be comprehensive; rather, they indicate examples where
making connections across fields has led to new insight, theoretical results, and methods. We be-
lieve that there are growing opportunities in making deeper connections among model reduction,
approximation theory, and ML.

Computational Complexity

Current Status and Recent Advances. There is increasing interest within the large-scale scien-
tific computing community in ML and statistical inference approaches and automated/hybrid
learning tools [213, 406–408]. While ML techniques and tools, such as NNs, Bayesian methods,
SVMs, hidden Markov models, and Q-Learning, have been employed for some time, their use on
large-scale systems is gaining interest more broadly, especially with recent advances in DL [409].
Several emerging usage modes are presented in Section A.2.

Parallelization also has been used to accelerate the training time for various ML techniques.
TensorFlow [410], Graphlab [411], and Petuum [412] are some popular techniques that perform
distributed ML on big data. The DistBelief software framework [413] developed by Google also
models computational parallelism using multithreading and message passing to accelerate the
training time in large-scale distributed deep networks. It also supports data parallelism, where a
single objective is optimized using multiple replicas of the model. Similarly, Jacobs et al. proposed
a framework built around the Caffe DL framework in [414] for parallelizing DNN training that
maximizes the amount of data ingested by the training algorithm and have applied it to image
classification on HPC machines [415]. Frameworks such as Theano [416], Caffe [414], GPUMLib
[417], Dadiannao [418], and Mxnet [419] have been explored to efficiently leverage the computing
capability of graphics processing unit (GPU) clusters to reduce the training time of learning mod-
els. Recent work presented at SC17 successfully extracted weather patterns in a 15 terabyte (TB)
climate data set, achieving 15 petaflop (PF) performance [254].

Another key factor contributing to the computational complexity is hyperparameter search,
which can determine the quality of the DL network and is important when applying DL to a new
problem. Li et al. [420] proposed a parameter server framework for distributed ML problems and
Young et al. [421] presented an approach for searching the possible space of network hyperparam-
eters and construction that can scale to 18,000 nodes. Deep3 [422] explored the impact of resource
constraint and model training time was reduced in such environments by running subroutines to
find optimal NN size and performing data pre-processing to reduce data movement cost.

Scientific Challenges and Opportunities. The pervasive use and speed of integrating ML tech-
niques into science workflows has been quite impressive. As a result, it is important to understand
and quantify the computational complexity to the ML techniques used, as well as the overall ap-
plication workflow that includes these ML techniques. This complexity includes several aspects:
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• Computational complexity of the ML algorithm/method is defined by its dependence on the
number of samples and size/dimension of each sample and its scalability. This dependence
on problem size (large data sizes, large numbers of attributes/features, large numbers of co-
efficients/parameters) is measured in terms of quality (accuracy or confidence) and system
resources (compute, storage, network) size.

• System complexity is defined by constraints that impact the design, execution, and scala-
bility of the ML algorithm/method. These constrains include architectural and software
solutions that can effectively and scalably support the ML methods and their integration as
a part of an application workflow [423], as well as how algorithms should evolve/adapt to
address this complexity.

Key aspects impacting the complexity of ML techniques are related to the large data sets in-
volved and the associated training time and scalability. Approaches such as data sampling have
been used to create a smaller version of the original data, which is then used to create and train
the analytical model. Different sampling approaches [424–426] are proposed to show that the rep-
resentative subset of the large data set can be used to effectively train the model without losing
significant accuracy.

Computational complexity of an ML method involves dependence on the number of samples
N and size/dimension of each sample d. Effective sample size n can be defined as the number of
training samples required for achieving a desired accuracy with associated confidence bounds for
the given model choice (SVM, DNN, etc.). Generally, the computational complexity of learning a
chosen model with given accuracy and confidence is a function of d and n. Notably, this is not only
about resource sensitivity, but the scalability of ML algorithms with increased problem size, e.g.,
large data sizes, large numbers of attributes/features, large numbers of coefficients/parameters to
be estimated, and large numbers of classes/models, irrespective of available resources. This is a
reasonably well-studied problem and there are several performance guarantees for the classifica-
tion problem [89] based on the accuracy of a feed-forward net that depends on the network’s size,
amount of training data, and accuracy of the training data under the assumption that future data
will be drawn independently from the same probability distribution as the training data. For the
generic classification task, there are several results characterizing the behavior of NNs in terms of
the Vapnik-Chervonekis (VC)-dimension of the architecture [427–430]. Specifically, these results
provide asymptotic bounds on the VC-dimension based on the number of weights, number of
inputs, type of network, and activation functions. However, as the VC-dimension only captures
performance on an optimal input arrangement, these results leave open the question of how NNs
perform on more realistically structured inputs. In particular, the typical performance of an NN
classifier when trained on limited correlated data remains an open question.

Summarizing, we must understand the scaling of computational ML methods with increased
problem size:

• Data size and number of data samples

• Number of attributes, features, and dimensionality of the input space

• Model complexity, such as the size of the NN, number of nodes, edges, and layers

• Number of classes.

Dimensionality must be defined to include:

• Intrinsic dimensionality
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• Extrinsic/embedding dimension.

Techniques may be scalable in one but not the other or have vastly different limits. Key questions
to analyze and establish good modeling and theory will be:

• At what point with respect to data or compute resources does the method become useful
(resource dependence)?

• What are examples of “anytime” methods for ML?

• What is the relationship between resources (data, compute, time) available and the “quality”
of the model?

Such work will initiate with simple analysis, as in [89], but must reflect complexity of the triplet
(data, algorithm, platform). Another growing area is the establishment of theory that deals with
streaming data, e.g., sufficiency proofs for data needed to establish specific hypotheses.

Extreme Scalability of Machine Learning Techniques. While there is growing adoption and a
number of ongoing research efforts focused on using ML techniques on cloud and distributed
systems, mapping these techniques to extreme-scale HPC machines is not as widely explored and
presents new challenges. While sampling techniques in HPC systems may reduce the large data
sets to achieve acceptable solutions, there will be reduction in the data quality and some of the hid-
den details could be overlooked. Hence, solutions that can reduce the data size without compro-
mising the accuracy of the trained model will be required. Although distributed ML frameworks
aim to parallelize the data movement among various nodes to minimize the overall data transfer
time, they still suffer from large amounts of data movement. To amortize this cost, exploration of
in situ ML algorithms is essential. In addition to this exploration, data staging techniques (e.g.,
enabled by DataSpaces [431]) may alleviate the costs of large-scale data distribution by training
the learning models using in-transit workflows, but the impact of data staging on the execution
time of ML algorithms has not been well studied. Effectively using heterogeneous resources in
HPC systems for ML is another research challenge still being investigated. Thus, designing new
HPC architectures for current ML techniques and innovative algorithms to fully utilize the HPC
capability is an important future research direction.

Integrating Machine Learning within in situ Application Workflows. The growing data sizes
and complexity associated with scientific applications, increasing performance gap between com-
pute and I/O capabilities, and significant data management challenges and costs at extreme scales
have led to significant interest in and support for in situ and in-transit data processing [432]. As
ML techniques become an important part of scientific application workflows, scalable in situ and
in-transit formulations and implementations of these techniques are also increasingly important.
Such implementations present significant challenges at all levels, from algorithmic formulations
and programming abstractions suitable to online and in situ and in-transit execution to runtime
services to manage the control and data flow of the overall workflow. For example, integrating
current ML libraries, such as Theano [416] and Caffe [414], requires significant code changes to
scientific workflows and analysis applications. Enabling various ML algorithms inside data stag-
ing servers can decouple the scientific workflows from feature extraction, which can be as easy as
calling an application programming interface with a target feature of interest as an input.
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Optimization

The fields of mathematical optimization and ML have deep connections that span both modeling
and algorithms. These connections are quickly evolving with advances in each area, leading to
new problem classes, algorithms, and theoretical insights in the other field [8, 433–436].

In recent years, the advances made in optimization analysis have significantly improved theo-
retical insight for ML. The training process in supervised learning is almost exclusively posed as
an optimization problem with an objective function defined by a loss function and training data.
Depending on the form of the loss function and parameters/weights being optimized, a number
of classes arise, including convex, non-convex, and non-smooth optimization problems. Selection
of the loss function form is an active research area with implications for solvability, generalizabil-
ity, and application in distributed, online, and other computational contexts. Training objectives
also can include a regularization term with similar implications and may result in strongly convex
training formulations for which theoretical analysis, such as optimality and rates of convergence,
has been established for many classes of optimization algorithms [437–440]. Many optimization
algorithms relevant to ML exploit explicit problem structure, such as partial separability of an
objective [439] or linear algebraic properties [441].

Optimization also plays a role in the form that an ML model takes. For example, a model can
depend linearly or nonlinearly on its training parameters. Similarly, computing training objective
derivatives with respect to these parameters in an automatic and efficient manner is a task that fre-
quently arises in optimization. Back-propagation-based approaches used for NNs are effectively
a special case of the reverse mode of algorithmic differentiation [268, 442], for which rigorous
results have been established regarding computational and memory operation complexity. Fur-
thermore, tuning hyperparameters [200, 443], such as network configuration and learning rate, is
vital to achieving success for many learning tasks. Hyperparameter tuning itself can be viewed as
a bilevel optimization problem [444] with the lower level defined by the traditional model train-
ing problem. Other training strategies also have direct analogues in optimization, such as the
equivalence of boosting and convex optimization formulations [445].

The performance of an optimization algorithm used in training commonly is a primary de-
sign consideration in ML. A majority of the ML frameworks deployed today use some variant
of the stochastic gradient descent method for this purpose [169]. Many of these algorithmic vari-
ants have been rigorously analyzed (refer to [170–172]) and differ based on their parallelism and
access to training data, including cases where very few passes through the data are allowed or
where the data are distributed in such a way that synchronous access is infeasible [173]. Signifi-
cant research has been performed by the ML and optimization communities, leading to improved
mini-/multi-batch [174–176] and asynchronous [177, 178] algorithms. At the same time, accel-
erated and momentum-based techniques have been studied to reduce the number of iterations
required by an optimization algorithm [179, 180]. Advances in non-convex optimization methods
also have benefited ML in terms of the ability to incorporate loss functions and training objectives
with favorable learning and regression properties [181–183]. Examples include methods for vari-
ance reduction [184, 185] and globalization techniques, such as trust-region methods [186, 187].
Depending on problem size and solution requirements, first-order [188, 189], second-order [190,
191], and secant [192] methods have been successfully employed in ML.

As learning models (and their training) become more diverse and complex, algorithms have
been adopted from diverse areas, such as convex optimization [160], non-smooth optimization [161],
robust optimization [162], semi-definite programming [163, 164], stochastic optimization [165],
derivative-free optimization [166, 167], and global optimization [168].

Advances from the ML community have significantly contributed to and shifted mathemat-
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ical optimization developments. Optimization methods also can be a consumer of ML models.
Surrogate-based and multifidelity optimization algorithms can employ ML-based models, espe-
cially where they can be updated online. Canonical examples include Bayesian optimization [446],
where for example a GP-based model (refer to [447]) is dynamically refined in the course of the op-
timization. The incorporation of constraints in such learning is an active area where optimization
ideas can apply [448–450]. Such approaches generally occur in active learning [146, 451], where
optimization and statistical approaches, such as sequential design of experiments, provide natural
formalisms.

Present-day advances in the space of optimization for DL have focused on using learned op-
timizers. As posited by work done in [452], learning specialized update rules for specific prob-
lems may be the only way to achieve improved performance. Recent work has closely examined
reducing computational and memory overhead constraints for these learned optimization strate-
gies [453]. Several specific techniques have been developed for the few-shot regime, where net-
works are trained to learn from small amounts of data [280, 454–456]. Similar learned optimizers
have been applied successfully in the hyperparameter optimization space, showing promising
results against engineered Bayesian approaches [457].

Statistics and Uncertainty Quantification

The central role of data in ML is conducive to an associated fundamental role for statistics and
UQ methods for a diversity of ML problems. Typically, data are noisy and uncertain as well
as incomplete, sparse, and only partly informative. Similarly, models are generally uncertain in
terms of their form and internal structure and associated parameters. This preponderance of noise
and uncertainty is a strong motivation for using statistics and UQ in data analysis, modeling, and
ML.

High dimensionality is ubiquitous in both forward propagation of uncertainty and statistical
inference. An important feature of smooth observables in physical systems, namely their low in-
trinsic dimension, is key to the various avenues of dealing with this challenge. Similarly, data are
often informative on only a subset of parameters of interest. Hence, the ongoing development
of methods for identifying important subsets of model inputs in forward UQ; discovering low-
dimensional, low-rank sparse functional representations; and adaptive basis and active subspace
methods remains important. The demonstrated utility [458] of compressive sensing methods [459]
and various methods for `1-norm constrained regression for identifying sparse constructions are
particularly noteworthy. There has been significant development of methods for distinguish-
ing the data/likelihood-informed subspaces in Bayesian inference, as well as the development
of Markov chain Monte Carlo (MCMC) and other methods for robust inference in high dimen-
sions. Model complexity and high computational cost are also major challenges that have seen
significant development over recent years. Multilevel and multifidelity methods have been de-
veloped to afford optimal use of computational resources in forward UQ, surrogate construction,
and optimization. Adaptive local surrogates have been employed within trust regions to provide
optimal utilization of computational resources. Similarly, model error methods have evolved to
deal with the challenges associated with complex physical systems and inherent structural er-
rors in available models. Further, software with multilevel parallelism has been employed for
effective management of parallel computations of many concurrent instances of large-scale com-
putational models. Optimization methods also have evolved to address uncertainty and noise in
model computations. Regression is employed with effective model surrogates to deal with noisy
model evaluations. Uncertainties in model inputs and operating conditions are incorporated in
optimization QoIs and various risk measures are employed to define utility functions of interest.
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A range of open-source software products have been developed, benefiting from ASCR funding,
to manage a range of UQ and statistical problems. These have evolved with Scientific Discovery
through Advanced Computing (SciDAC) funding in directions targeting DOE SC applications.

Broadly speaking, there are many fruitful avenues for interaction between statistics, UQ, and
ML. The developments (as discussed) in UQ/statistics methods and software provide significant
capabilities for handling high-dimensional, computationally complex models with efficient use
of computational resources. In addition, there is a long history of developments in applications
of statistics and probabilistic modeling in ML. For example, the incorporation of probabilistic
modeling in ML [99] targets feasible estimation of uncertainty in ML predictions. There also are
potential advantages for regression and ML with non-parametric models, such as GPs, versus pre-
determined NN structures in DL [103]. Often, statistical methods are useful for dealing with the
problem of overfitting with DL and CNNs given small amounts of data [98]. For example, effec-
tive cross-validation methods [460] have impact in ML. Similarly, Bayesian integration is useful
for general high-dimensional function applications [100] with relevance in ML. Bayesian model-
ing also is finding utility in Bayesian generative adversarial networks [101, 102]. Notably, statistics
and UQ methods can add significant robustness and realism to ML fitting/regression methods. In
many places where multiple minima exist and the solution space is large, a high degree of ill-
conditioning is present given the many, nearly equivalent feasible solutions. Reformulating the
problem as a statistical inverse problem can add significant conditioning, changing the question
from determining the best solution to finding the set of solutions with significant probability. This
can provide a solution with quantified uncertainty estimates in its parameters/weights and struc-
ture. Furthermore, it is clear that ASCR-funded developments in computational methods and
HPC platforms generally are of significant utility for scalable ML in a large-scale computational
setting for big data [216].

Notably, there are many potential benefits to ASCR areas of interest from engaging ML in
computational science. ML methods are especially useful for discovering correlations in high-
dimensional data. Thus, they can find utility in analyzing computational results. ML methods also
are useful for constructing NN surrogate surfaces for complex forward models [25, 26]. ML can ad-
ditionally benefit learning/discovering low-dimensional manifolds underlying high-dimensional
data [28]. These can be employed for understanding the dynamical structure behind the data.
They also can help define effective distance measures between data sets, thereby providing paths
toward effective likelihoods for complex model calibration and parameter estimation from obser-
vational data. ML methods, specifically clustering/classification, have been effective for repre-
senting high-dimensional functions exhibiting qualitatively different behavior/functional forms
in distinct regions of phase/configuration space [27]. Stochastic gradient descent methods have
been used successfully for exploring very high-dimensional spaces and discovering optimal so-
lutions (in the ML literature) for training NN models. These experiences will find good use in
numerous areas impacting science and applied math. ML methods have been used in analyzing
turbulent flow computations [29–36], subsurface flow modeling [37], solid mechanics modeling of
diverse materials [38–46], geophysics [47–50], and combustion modeling [30].
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A.3 Workshop Agenda

Tuesday (January 30, 2018)

08:00 – 09:00 Breakfast & Registration
09:00 – 09:15 Welcome

Steven Lee (Acting Research Division Director, ASCR)
09:15 – 09:30 Welcome from Co-Chairs

Nathan Baker (PNNL) & Mark Ainsworth (Brown)
09:30 – 10:25 Scientific Machine Learning: ASCR Facilities Perspective

Venkat Vishwanath (ALCF)
Mariam Kiran (ESnet)
Junqi Yin (OLCF)
Prabhat (NERSC)

10:25 – 10:45 Break
10:45 – 11:25 Three Principles of Data Science: Predictability, Stability, and Computabil-

ity
Bin Yu (University of California (UC) Berkeley)

11:25 – 12:15 Scientific Machine Learning across Federal Agencies
Elizabeth Hsu (National Institutes of Health (NIH))
Edward McLarney (National Aeronautics and Space Administration
(NASA) Langley Research Center)
Chris Boehnen (Intelligence Advanced Research Project Activity (IARPA))
Doug Kothe (ORNL, ECP)

12:15 – 13:30 Working lunch
Summary of pre-workshop report & themes
Reminder of breakout session goals

13:30 – 14:10 Physics, Structure, and Uncertainty: Probabilistic Learning for Risk Mitiga-
tion
Roger Ghanem (University of Southern California)

14:10 – 16:10 Parallel breakout sessions & flash talks
16:10 – 16:25 Coffee break
16:25 – 18:10 Parallel breakout sessions
18:10 – 19:10 Dinner (on your own)
19:10 – 21:00 Parallel breakouts: preparation for preliminary reports

Wednesday (January 31, 2018)

08:00 – 09:00 Breakfast
09:00 – 09:40 Machine Learning in the Wild

Jacob Shapiro (Princeton)
09:40 – 10:30 Preliminary reports & discussion
10:30 – 11:00 Break
11:00 – 12:00 Preliminary reports & discussion
12:00 – 13:30 Working lunch
13:30 – 14:10 Challenge and Scope for Empirical Modeling

Ronald Coifman (Yale)
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14:10 – 16:10 Parallel breakout sessions
16:10 – 16:25 Coffee break
16:25 – 18:10 Parallel breakout sessions
18:10 – 19:10 Dinner (on Your own)
19:10 – 21:00 Parallel breakouts: preparation for final reports

Thursday (February 1, 2018)

08:00 – 09:00 Breakfast
09:00 – 10:40 Final reports & discussion
10:40 – 10:55 Break
10:55 – 12:25 Final reports & discussion
12:25 – 12:50 Priority research directions – summary
12:50 – 13:00 Closing remarks

Steven Lee
13:00 ADJOURN
13:00 – 14:00 Working lunch

Chairs, breakout leads, & designated writers only
14:00 – 17:00 Writing session

Chairs, breakout leads, & designated writers only

Breakout sessions

1. Numerical analysis for ML

2. ML, multifidelity, & reduced-order models

3. ML, optimization, & complexity

4. Probabilistic ML

5. ML interpretability
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A.4 Workshop Participants

Organizers

Chair Nathan Baker Pacific Northwest National Laboratory

DOE ASCR Applied Steven Lee Advanced Scientific Computing Research
Mathematics lead

Organizing committee Frank Alexander Brookhaven National Laboratory
and breakout leads Timo Bremer Lawrence Livermore National Laboratory

Aric Hagberg Los Alamos National Laboratory
Yannis Kevrekidis Johns Hopkins University
Habib Najm Sandia National Laboratories
Manish Parashar Rutgers University
Abani Patra State University of New York Buffalo
James Sethian University of California Berkeley
Stefan Wild Argonne National Laboratory
Karen Willcox University of Texas at Austin

Other contributors Courtney Corley Pacific Northwest National Laboratory
Nathan Hilliard Pacific Northwest National Laboratory
Jeff Hittinger Lawrence Livermore National Laboratory
Ana Kupresanin Lawrence Livermore National Laboratory
Cosmin Petra Lawrence Livermore National Laboratory
Prabhat Lawrence Berkeley National Laboratory
Laura Pullum Oak Ridge National Laboratory
Laura Swiler Sandia National Laboratories
Chris Symons Oak Ridge National Laboratory
Xun Huan Sandia National Laboratories
Alex Tartakovsky Pacific Northwest National Laboratory
Stephen Young Pacific Northwest National Laboratory

Workshop support Jody Crisp Oak Ridge Associated Universities
Bruce Warford Oak Ridge Associated Universities
Julie Webber Oak Ridge Associated Universities

Participants

The following is a list of registered participants in the “Scientific Machine Learning” workshop
held January 30 to February 1.

• Mark Ainsworth – Brown University

• Rick Archibald – ORNL

• Paul Atzberger – UC Santa Barbara

• Nathan Baker – PNNL

• Prasanna Balaprakash – Argonne Na-
tional Laboratory (ANL)

• Andrew Barker – LLNL

• Paul Bauman – State University of New
York (SUNY) Buffalo

• Russell Bent – Los Alamos National Labo-
ratory (LANL)

• Julie Bessac – ANL

• Laura Biven – United States (US) DOE

• Christopher Boehnen – IARPA

• Phil Bording – Alabama A&M University
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• Peer-Timo Bremer – LLNL

• Robert Bridges – ORNL

• David Brown – LBNL

• Aydin Buluc – LBNL

• Richard Carlson – US DOE

• Lali Chatterjee – US DOE

• Barry Chen – LLNL

• Michael Chertkov – LANL

• Eric Chisolm – US DOE

• Leland Cogliani – Lewis Burke Associates

• Ronald Coifman – Yale University

• Bill Conley – Office of the Secretary of De-
fense

• Claire Cramer – US DOE

• Silvia Crivelli – LBNL

• Bert Debusschere – Sandia National Labo-
ratories (SNL)

• Lori Diachin – LLNL

• David Etim – National Nuclear Security
Administration

• Nicola Ferrier – ANL

• Fernanda Foertter – ORNL

• Cristina Garcia Cardona – LANL

• Roger Ghanem – University of Southern
California

• Pieter Ghysels – LBNL

• Alex Gorodetsky – University of Michigan

• Elizabeth D Gregory – NASA Langley/-
Computational AeroSciences & High Per-
formance Computing Incubator

• Aric Hagberg – LANL

• Mahantesh Halappanavar – PNNL

• Charlotte Haley – ANL

• Alan Heirich – Stanford University &
SLAC National Accelerator Laboratory
(SLAC) National Accelerator Center

• Jan Hesthaven – Ecole Polytechnique Fed-
erale de Lausanne (EPFL)

• Hassan Hijazi – LANL

• Jeffrey Hittinger – LLNL

• Harsha Honnappa – Purdue University

• Paul Hovland – ANL

• Elizabeth Hsu – NCI

• Zhenyu Huang – PNNL

• Eliu Huerta – University of Illinois
Urbana-Champaign (UIUC) & National
Center for Supercomputing Applications

• Ilse Ipsen – North Carolina State Univer-
sity

• Elise Jennings – ANL

• Ben Kallen – Society for Industrial and
Applied Mathematics (SIAM)

• Yannis Kevrekidis, Johns Hopkins Univer-
sity

• Kibaek Kim – ANL

• Mariam Kiran – ESnet & LBNL

• Kerstin Kleese van Dam – Brookhaven
National Laboratory (BNL)

• Matthew Knepley – SUNY Buffalo

• Tamara Kolda – SNL

• Doug Kothe – ORNL

• Ana Kupresanin – LLNL

• Thorsten Kurth – LBNL

• Steven Lee – US DOE

• Eliane Lessner – US DOE
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• Sven Leyffer – ANL

• Sherry Li – LLNL

• Faming Liang – Purdue University

• Youzuo Lin – LANL

• Dalton Lunga – ORNL

• Barney Maccabe – ORNL

• Ramana Madupu, US DOE

• Joseph Manzano – PNNL

• Sonia McCarthy – US DOE

• Ryan McClarren – University of Notre
Dame

• Edward McLarney – NASA Langley Re-
search Center

• Dmitriy Morozov – LBNL

• Habib Najm – SNL

• Thomas Ndousse–Fetter – US DOE

• Esmond Ng – LBNL

• Lucy Nowell – US DOE

• Manish Parashar – Rutgers University

• Vivak Patel – University of Chicago

• Abani Patra – SUNY Buffalo

• Benjamin Peherstorfer – University of
Wisconsin–Madison

• Talita Perciano – LBNL

• Paris Perdikaris – University of Pennsyl-
vania

• Cosmin Petra – LLNL

• Caleb Phillips – National Renewable En-
ergy Laboratory (NREL)

• Ali Pinar – SNL

• Eric Pouyoul – ESnet

• Mr Prabhat – LBNL

• Laura Pullum – ORNL

• Arvind Ramanathan – ORNL

• Nageswara Rao – ORNL

• Daniel Ratner – SLAC

• Jaideep Ray – SNL

• Matthew Reynolds – NREL

• Baruch Schieber – IBM AI Research

• Michelle Schwalbe – National Academy of
Sciences Board on Mathematical Sciences
and Analytics

• Thiago Serra – Carnegie Mellon Univer-
sity

• James Sethian – UC Berkeley

• Phiala Shanahan – William & Mary –
Thomas Jefferson National Accelerator
Facility

• Jacob Shapiro – Princeton University

• Devanand Shenoy – US DOE

• Ted Slater – Cray Inc.

• Jim Stewart – SNL

• Panos Stinis – PNNL

• Sreenivas Sukumar – Cray Inc.

• Ceren Susut – US DOE

• Pieter Swart – LANL

• Laura Swiler – SNL

• Christopher Symons – ORNL

• Alexandre Tartakovsky – PNNL

• Valerie Taylor – ANL

• Jayaraman Thiagarajan – LLNL

• Christian Tjandraatmadja – Carnegie Mel-
lon University

• Madeleine Udell – Cornell University
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• Venkatram Vishwanath – ANL

• Bruce Warford – Oak Ridge Associated
Universities – Oak Ridge Institute for Sci-
ence and Education

• Julie Webber – Oak Ridge Associated Uni-
versities – Oak Ridge Institute for Science
and Education

• Clayton Webster – ORNL

• Stefan Wild – ANL

• Karen Willcox – Massachusetts Institute of
Technology (MIT)

• Brendt Wohlberg – LANL

• David Womble – ORNL

• Jinchao Xu – Pennsylvania State Univer-
sity

• Chao Yang – LBNL

• Ulrike Yang – LLNL

• Xiu Yang – PNNL

• Qian Yang – Stanford University

• Junqi Yin – ORNL

• Shinjae Yoo, BNL

• Bin Yu – UC Berkeley

• Zhizhen (Jane) Zhao – UIUC



APPENDIX A. SCIENTIFIC MACHINE LEARNING WORKSHOP 62

A.5 Workshop Presentations

Plenary Presentation Abstracts

The following is a list of plenary talks at the “Scientific Machine Learning” workshop held January
30 to February 1.

Three Principles of Data Science: Predictability, Stability, and Computability. Bin Yu, Univer-
sity of California Berkeley

In this talk, I’d like to discuss the intertwining importance and connections of three principles
of data science in the title. They will be demonstrated in the context of two collaborative projects
in neuroscience and genomics, respectively. The first project in neuroscience uses transfer learning
to integrate fitted CNNs on ImageNet with regression methods to provide predictive and stable
characterizations of neurons from the challenging primary visual cortex V4. The second project
proposes iterative random forests (iRFs) as a stabilized random forest (RF) to seek predictable and
interpretable high-order interactions between biomolecules.

Physics, Structure, and Uncertainty: Probabilistic Learning for Risk Mitigation. Roger Ghanem,
University of Southern California

Increasingly, critical decisions are demanded for situations where likelihoods are not suffi-
ciently constrained by models. This could be caused by the lack of suitable mathematical models
or the inability to compute the behavior of these models, or observe the associated physical phe-
nomena, under a sufficient number of operating conditions. In many of these situations, the crit-
icality of the decisions is manifested by the need to make inferences on high consequence events,
which are typically rare. The setting is thus one of characterizing extreme events when useful
models are lacking, computational models are expensive, or empirical evidence is sparse. We
have found adaptation and learning to provide transformative capabilities in all of these settings.
A key observation is that models and parameters are typically associated with comprehensive con-
straints that impose conservation laws over space and time, whose solution yields spatio-temporal
fields, and that require comprehensive calibration with exhaustive data. Decisions typically de-
pend on QoIs that are agnostic to this complexity and that are constructed through an aggregation
process over space, time, or behaviors. A regularization is thus imposed by allowing the QoIs to
drive the complexity of the problem. But then one has to learn the QoIs. This talk will describe
recent procedures for probabilistic learning of QoIs using both orthogonal projections and mani-
fold learning. Both approaches are applied to science and engineering problems where models are
either too expensive to compute or too inconclusive to provide acceptable interpolation to data. In
both cases, probabilistic inferences are possible as required by risk assessment and probabilistic-
based design.

Machine Learning in the Wild. Jacob Shapiro, Princeton University
Tremendous advances in machine learning combined with increasingly pervasive sensing are

enabling new modes of inference and new kinds of measurement across public policy and the
social sciences. Opportunities for learning about the world and doing good in it extend from
measuring poverty, to predictive policing, to healthcare cost management, and beyond. But these
advances come with risks. Beyond the well-documented human costs of overfitting and algo-
rithmic discrimination, the core functionality that made traditional statistics such a powerful tool
for hypothesis driven research—transparent (albeit debatable) standards for distinguishing signal
from noise, a rich toolkit for assessing the validity of causal inference, and the ability to conduct
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power calculations when planning data collection—does not yet exist for most machine learn-
ing approaches. This talk will cover exciting new applications, discuss pitfalls of using machine
learning for policy, and lay out what practical users outside of engineering and the natural sciences
need from the machine learning community.

Challenge and Scope for Empirical Modeling. Ronald Coifman, Yale University
We will describe examples demonstrating that true physical or biological models can be au-

tomatically learned from raw data. The methods are totally data and modality agnostic. We see
a challenging paradigm shift emerging, due to various geometry and code, learning, and deep
and recurrent neural nets. These are but the tip of the iceberg, and suffer from a variety of pre-
cision and uncertainty limitations. We will address some basic mathematical issues, related to
stochasticity, nonlinearity and of course dimensionality and scalability.

Panel Presentation Titles

The following is a list of panel presentations at the “Scientific Machine Learning” workshop held
January 30 to February 1.

Scientific Machine Learning: ASCR Facilities Perspective

• Venkat Vishwanath – ALCF

• Mariam Kiran – ESnet

• Junqi Yin – OLCF

• Prabhat – NERSC

Scientific Machine Learning across Federal Agencies

• Elizabeth Hsu – NIH

• Edward McLarney – NASA Langley Research Center

• Chris Boehnen – IARPA

• Doug Kothe – ECP

Flash Talk Titles

The following is a list of flash talks presented at the “Scientific Machine Learning” workshop held
January 30 to February 1.

• Importance of the Mathematical Foundations of Machine Learning Methods for Scientific and Engi-
neering Applications. Paul Atzberger, UC Santa Barbara.

• Machine Learning for Novel Algorithm Discovery. Andrew Barker, LLNL.

• Derivative-Free Mixed-Integer Optimization for Automated Predictive Modeling using Machine
Learning. Prasanna Balaprakash, ANL.

• Bayesian Machine Learning for High Velocity Streaming Data. Bruce Bugbee, NREL.
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• Communication-Avoiding Computational Primitives in Machine Learning for Science. Aydin Bu-
luc, LBNL.

• Mathematics for Physics-Informed Machine Learning. Michael Chertkov, LANL.

• Enabling Scalable Deep Learning in Complex Structural Domains via Feature-Preserving Dimen-
sionality Reduction. Silvia Crivelli, LBNL.

• Predictive Fidelity of Machine Learning Methods Applied to Scientific Simulations. Bert Debuss-
chere, SNL.

• Linear Complexity Hierarchical Matrix Algebra for Kernel-Based Machine Learning. Pieter Ghy-
sels, LBNL.

• Low-Rank Continuous Tensor Decompositions for Machine Learning. Alex Gorodetsky, Univer-
sity of Michigan.

• A Graph Theoretical Approach to Deep Learning: Design, Optimization and Generalization of Deep
Networks. Mahantesh Halappanavar, PNNL.

• Adaptive Nonparametric Spectra for Kernel Learning. Charlotte Haley, ANL.

• Inference and Optimal Estimation for Machine Learning. Harsha Honnappa, Purdue University.

• Direct Model Inversion, Bifurcations of Local Minima. Alan Heirich, SLAC.

• Enhancing Reduced Order Models through Machine Learning. Jan Hesthaven, EPFL.

• Accelerating Families of Simulations through Adaptive Learning. Jeff Hittinger, LLNL.

• Applicability of Scientific Machine Learning. Henry Huang, PNNL.

• Real-Time Regression Analysis with Deep Convolutional Neural Networks. Eliu Huerte, UIUC.

• Numerical Integrity of Scientific Machine Learning. Ilse Ipsen, North Carolina State University.

• Complexity Measures for Identifying Discrete Structures in Data. Kibaek Kim, ANL.

• The Kolmogorov Superposition Theorem for Machine Learning. Matthew Knepley, SUNY Buffalo.

• Understanding Randomized Algorithms in Machine Learning. Tammy Kolda, SNL.

• Interpretable Machine Learning for Validation and Uncertainty Quantification of Complex Models.
Ana Kupresanin, LLNL.

• Optimization Models and Paradigms for Machine Learning. Sven Leyffer, ANL.

• Learning Algorithms for Hyperparameter Optimization. Sherry Li, LBNL.

• Hybrid Physics-Guided Data-Driven Inverse Analysis. Youzou Lin, LANL.

• Generalizing Semi-Supervised and Unsupervised Learning for Domain Adaption with Very Large
Scientific Data. Dalton Lunga, ORNL.

• Quantifiable and Efficient Data Curation for Deep Learning. Joseph Manzano, PNNL.
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• Machine Learning as a Closure Tool. Ryan McClarren, ORNL.

• Descriptive Precision in Scientific Machine Learning. Dmitriy Morozov, LBNL.

• Generalizable Scientific Machine Learning. Vivak Patel, University of Chicago.

• Model Reduction Meets Machine Learning Inferring Physically Consistent Models from Data. Ben-
jamin Peherstorfer, University of Wisconsin.

• Mathematics in Pattern Recognition for Scientific Investigations. Talita Perciano, LBNL.

• Learning from Small Data. Paris Perdikaris, University of Pennsylvania.

• Unsupervised Learning Through Randomized Algorithms for High-Volume, High-Velocity Data
(ULTRA-HV). Ali Pinar, SNL.

• Mathematically Rigorous Verification and Validation of Scientific Machine Learning. Laura L. Pul-
lum, ORNL.

• Finite-Sample Generalization Theory for Machine Learning Practice for Science. Nageswara Rao,
ORNL.

• Bayesian Modeling of Neural Net Emulators. Jaideep Ray, SNL.

• Multi-fidelity Methods for Training Neural Networks. Matthew Reynolds, NREL.

• Symbolic Regression via Optimization. Baruch Schieber, IBM.

• How Could Polyhedral Theory Harness Deep Learning?. Thiago Serra, Carnegie Mellon Univer-
sity.

• Machine Learning the Structure of Matter: Systems with Symmetries. Phiala Shanahan, William
and Mary College.

• Position Paper for DOE ASCR Workshop on Scientific Machine Learning: Materials Models. Laura
Swiler, SNL.

• Merging HPC and ML for Data-driven Scientific Computing. Alex Tartakovsky, PNNL.

• Machine Learning for Accelerated Optimization Algorithms. Nathan Urban, LANL.

• A Mathematical Foundation Necessary for Advancing Machine Learning. Clayton Webster, ORNL.

• Dictionary Learning Methods for Scientific Data Analysis. Brendt Wohlberg, LANL.

• Convolutional Neural Networks and Multigrid Methods. Jinchao Xu, Pennsylvania State Univer-
sity.

• Machine Learning via Low-rank Tensor Networks. Chao Yang, LBNL.

• Scalable Multilevel Algorithms and Deep Learning. Ulrike Yang, LLNL.

• Addressing Unevenly Distributed Datasets and High Accuracy Requirements in Scientific Machine
Learning through Improved Validation Methods and Representation Learning. Qian Yang, Stanford
University.
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• Integrating Machine Learning and Physical Modelling for Scientific Discovery. Xiu Yang, PNNL.

• Uncertainty Quantification in Statistical Machine Learning. Zhizhen Zhao, UIUC.



Appendix B

List of Abbreviations

3D three-dimensional

A3C asynchronous advantage actor
critic

AI artificial intelligence

AIC Akaike information criterion

ALCF Argonne Leadership Computing
Facility

ALE arbitrary Lagrangian-Eulerian

ANL Argonne National Laboratory

ARMA autoregressive moving average

ASCR Advanced Scientific Computing
Research

BIC Bayes information criterion

BNL Brookhaven National Laboratory

BNN Bayesian neural network

BRN basic research needs

CANDLE cancer distributed learning
environment

CNN convolutional neural network

DARPA Defense Advanced Research
Projects Agency

DL deep learning

DNN deep neural network

DNS direct numerical simulation

DOE Department of Energy

DQN deep Q network

ECP Exascale Computing Project

EPFL Ecole Polytechnique Federale de
Lausanne

ESnet Energy Sciences Network

FOA Funding Opportunity
Announcement

GANs generative adversarial networks

GP Gaussian process

GPU graphics processing unit

HPC high-performance computing

i.i.d. independent and identically
distributed (random variables)
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IARPA Intelligence Advanced Research
Project Activity

I/O input/output

iRF iterative random forest

LANL Los Alamos National Laboratory

LBNL Lawrence Berkeley National
Laboratory

LES large-eddy simulation

LLE locally linear embedding

LLNL Lawrence Livermore National
Laboratory

MACORD machine-learning-based silent data
corruption detection

MCMC Markov chain Monte Carlo

MDL minimum description length

MDP Markov decision process

MIT Massachusetts Institute of
Technology

ML machine learning

NARMA nonlinear autoregressive moving
average

NASA National Aeronautics and Space
Administration

NERSC National Energy Research
Scientific Computing Center

NIH National Institutes of Health

NCI National Cancer Institute

NIF National Ignition Facility

NIPS Neural Information Processing
Systems

NLP natural language processing

NN neural network

NREL National Renewable Energy
Laboratory

ODE ordinary differential equation

OLCF Oak Ridge Leadership Computing
Facility

ORNL Oak Ridge National Laboratory

PAC probably approximately correct

PC polynomial chaos

PCA principal component analysis

PDE partial differential equation

PDF probability distribution function

PF petaflop

PML probabilistic machine learning

PNNL Pacific Northwest National
Laboratory

POD proper orthogonal decomposition

PRD Priority Research Direction

QoI quantity of interest

RANS Reynolds-averaged Navier Stokes

RF random forest

RNN recurrent neural network

SC Office of Science

SciML scientific machine learning

SIAM Society for Industrial and Applied
Mathematics

SLAC SLAC National Accelerator
Laboratory

SNE stochastic neighbor embedding

SNL Sandia National Laboratories

SUNY State University of New York

SVD singular value decomposition

SVM support vector machine

TB terabyte
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TBNN tensor basis neural network

TRPO trust region policy optimization

TSVM transductive support vector
machine

UC University of California

UIUC University of Illinois
Urbana-Champaign

US United States

UQ uncertainty quantification

VC Vapnik-Chervonekis

VI variational inference

XAI eXplainable Artificial Intelligence
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[272] M. Sundermeyer, R. Schlüter, and H. Ney. INTERSPEECH. 2012.

[273] T. Mikolov, M. Karafiat, L. Burget, J. Cernocky, and S. Khudanpur. Recurrent neural network
based language model. Eleventh Annual Conference of the International Speech Communi-
cation Association. 2010.

[274] N. Kalchbrenner and P. Blunsom. Recurrent continuous translation models. EMNLP. 2013.

[275] H. Wang and D.-Y. Yeung. “Towards Bayesian Deep Learning: A Framework and Some
Existing Methods”. In: IEEE Transactions on Knowledge and Data Engineering 28.12 (2016),
pp. 3395–3408. arXiv: 1604.01662.

[276] M. I. Jordan, Z. Ghahramani, T. S. Jaakkola, and L. K. Saul. “An introduction to variational
methods for graphical models”. In: Machine Learning 37.2 (1999), pp. 183–233.

[277] Y. Gal and Z. Ghahramani. “On Modern Deep Learning and Variational Inference”. In:
Advances in Approximate Bayesian Inference workshop, Neural Information Processing Systems.
2015, pp. 1–9.

[278] G. E. Hinton, N. Srivastava, A. Krizhevsky, I. Sutskever, and R. R. Salakhutdinov. Improving
neural networks by preventing co-adaptation of feature detectors. 2012. arXiv: 1207.0580.

[279] Y. Gal and Z. Ghahramani. Dropout as a Bayesian Approximation: Representing Model Uncer-
tainty in Deep Learning. 2015. arXiv: 1506.02142v1 [stat.ML].

[280] Y. Li and Y. Gal. Dropout Inference in Bayesian Neural Networks with Alpha-divergences. Pro-
ceedings of the 34 th International Conference on Machine Learning. Sydney, Australia,
PMLR 70. 2017.

[281] P. J. Werbos. “Backwards differentiation in AD and neural nets: Past links and new op-
portunities”. In: Automatic Differentiation: Applications, Theory, and Implementations. 2006,
pp. 15–34.

http://arxiv.org/abs/1505.05424
http://arxiv.org/abs/1409.4842
http://arxiv.org/abs/1604.01662
http://arxiv.org/abs/1207.0580
http://arxiv.org/abs/1506.02142v1


BIBLIOGRAPHY 87

[282] A. E. Bryson. “A gradient method for optimizing multi-stage allocation processes”. In: Proc.
Harvard Univ. Symposium on Digital Computers and their Applications. 1961.

[283] H. J. Kelley. “Gradient Theory of Optimal Flight Paths”. In: ARS Journal 30.10 (1960), pp. 947–
954.

[284] S. E. Dreyfus. “The numerical solution of variational problems”. In: Journal of Mathematical
Analysis and Applications 5 (1962), pp. 30–45.

[285] Y. LeCun. “Une procedure d’apprentissage pour reseau a seuil asymetrique”. In: Proceed-
ings of Cognitiva 85, Paris (1985), pp. 599–604.

[286] Y. LeCun, B. Boser, J. S. Denker, D. Henderson, R. E. Howard, W. Hubbard, and L. D. Jackel.
“Backpropagation applied to handwritten zip code recognition”. In: Neural Computation 1.4
(1989), pp. 541–551.

[287] T. Cui, K. J. Law, and Y. M. Marzouk. “Dimension-independent likelihood-informed MCMC”.
In: Journal of Computational Physics 304 (2016), pp. 109–137.

[288] T. Cui, Y. Marzouk, and K. Willcox. “Scalable posterior approximations for large-scale
Bayesian inverse problems via likelihood-informed parameter and state reduction”. In:
Journal of Computational Physics 315 (2016), pp. 363–387.

[289] Y. Chen, D. Keyes, K. Law, and H. Ltaief. “Accelerated dimension-independent adaptive
Metropolis”. In: SIAM Journal on Scientific Computing 38.5 (2016), S539–S565.

[290] A. Beskos, M. Girolami, S. Lan, P. E. Farrell, and A. M. Stuart. “Geometric MCMC for infini-
te-dimensional inverse problems”. In: Journal of Computational Physics 335 (2017), pp. 327–
351.

[291] M. Clyde and E. I. George. “Empirical Bayes Estimation in Wavelet Nonparametric Regres-
sion”. In: Bayesian Inference in Wavelet-Based Models. Ed. by P. Müller and B. Vidakovic. 1999,
pp. 309–322.

[292] J. K. Ghosh and R. V. Ramamoorthi. Bayesian Nonparametrics. New York, 2003.

[293] P. Müller and F. Quintana. “Nonparametric Bayesian data analysis”. In: Statistical Science
19.1 (2004), pp. 95–110.

[294] K. Heller and Z. Ghahramani. “Bayesian Hierarchical Clustering”. In: Twenty Second Inter-
national Conference on Machine Learning (ICML-2005). 2005.

[295] Y. Teh and M. Jordan. “Hierarchical Bayesian nonparametric models with applications”.
In: Bayesian Nonparametrics. Ed. by N. Hjort, C. Holmes, P. Müller, and S. Walker. 2010.

[296] F. Pinski, G. Simpson, A. Stuart, and H. Weber. “Kullback-Leibler Approximation for Prob-
ability Measures on Infinite Dimensional Spaces”. In: SIAM Journal on Mathematical Analysis
47.6 (2015), pp. 4091–4122.

[297] D. Chickering. “Learning Bayesian networks is NP-complete”. In: Lecture Notes in Statistics.
1996, pp. 121–130.

[298] J. Steinhardt and Z. Ghahramani. Pathological properties of deep Bayesian hierarchies. Neural
Information Processing Systems Workshop on Bayesian Nonparametrics. 2011.

[299] A. Gelman. “Induction and deduction in bayesian data analysis”. In: Rationality Markets
and Morals 2 (2011), pp. 67–78.

[300] M. Leshno, V. Y. Lin, A. Pinkus, and S. Schocken. “Multilayer feedforward networks with a
nonpolynomial activation function can approximate any function”. In: Neural Networks 6.6
(Jan. 1993), pp. 861–867.



BIBLIOGRAPHY 88

[301] G. Cybenko. “Approximation by superpositions of a sigmoidal function”. In: Mathematics
of Control, Signals, and Systems 2.4 (Dec. 1989), pp. 303–314.

[302] D. Costarelli. “Interpolation by neural network operators activated by ramp functions”. In:
Journal of Mathematical Analysis and Applications 419.1 (Nov. 2014), pp. 574–582.

[303] G. A. Anastassiou. “Rate of Convergence of Some Neural Network Operators to the Unit-
Univariate Case”. In: Journal of Mathematical Anaylsis and Applications 212 (1997), pp. 237–
262.

[304] D. Costarelli. “Neural network operators: Constructive interpolation of multivariate func-
tions”. In: Neural Networks 67 (July 2015), pp. 28–36.

[305] S. Wold, K. Esbensen, and P. Geladi. “Principal component analysis”. In: Chemometrics and
Intelligent laboratory systems 2.1-3 (1987), pp. 37–52.

[306] G. E. Hinton and S. T. Roweis. “Stochastic neighbor embedding”. In: Advances in Neural
Information Processing Systems. 2003, pp. 857–864.

[307] Y. Bengio. “Deep learning of representations for unsupervised and transfer learning”. In:
Proceedings of ICML Workshop on Unsupervised and Transfer Learning. 2012, pp. 17–36.

[308] S. Benaim and L. Wolf. “One-Sided Unsupervised Domain Mapping”. In: Advances in Neu-
ral Information Processing Systems 30. Ed. by I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach,
R. Fergus, S. Vishwanathan, and R. Garnett. 2017, pp. 752–762.

[309] G. E. Hinton, S. Osindero, and Y.-W. Teh. “A fast learning algorithm for deep belief nets”.
In: Neural Computation 18.7 (2006), pp. 1527–1554.

[310] D. P. Kingma and M. Welling. Auto-encoding variational Bayes. 2013. arXiv: 1312.6114
[stat.ML].

[311] E. Marchi, F. Vesperini, F. Eyben, S. Squartini, and B. Schuller. “A novel approach for au-
tomatic acoustic novelty detection using a denoising autoencoder with bidirectional LSTM
neural networks”. In: Acoustics, Speech and Signal Processing (ICASSP), 2015 IEEE Interna-
tional Conference on. IEEE. 2015, pp. 1996–2000.

[312] Z. Ghahramani. “Unsupervised Learning”. In: Advanced Lectures on Machine Learning LNAI
3176. Ed. by O. Bousquet, G. Raetsch, and U. von Luxburg. 2004.

[313] S. Mohamed, K. Heller, and Z. Ghahramani. Bayesian and L1 Approaches for Sparse Unsuper-
vised Learning. 29th International Conference on Machine Learning (ICML). 2012.

[314] R. R. Coifman and S. Lafon. “Diffusion maps”. In: Applied and Computational Harmonic Anal-
ysis 21.1 (2006), pp. 5–30.

[315] B. Nadler, S. Lafon, R. R. Coifman, and I. G. Kevrekidis. “Diffusion maps, spectral cluster-
ing and reaction coordinates of dynamical systems”. In: Applied and Computational Harmonic
Analysis 21.1 (2006), pp. 113–127.

[316] F. P. Kemeth, S. W. Haugland, F. Dietrich, T. Bertalan, Q. Li, E. M. Bollt, R. Talmon, K.
Krischer, and I. G. Kevrekidis. An Equal Space for Complex Data with Unknown Internal Order:
Observability, Gauge Invariance and Manifold Learning. arXiv: 1708.05406 [physics.data-an].

[317] G. Hinton and R. Zemel. “Autoencoders, minimum description length and Helmoltz free
energy”. In: Advances in Neural Information Processing Systems 6. Ed. by J. Cowan, G. Tesauro,
and J. Alspector. San Mateo, CA, 1994.

[318] R. Zemel and G. Hinton. “Learning population codes by minimizing description length”.
In: Neural Computation 7.3 (1995), pp. 549–564.

http://arxiv.org/abs/1312.6114
http://arxiv.org/abs/1312.6114
http://arxiv.org/abs/1708.05406


BIBLIOGRAPHY 89

[319] P. Dayan, G. E. Hinton, R. M. Neal, and R. S. Zemel. “The Helmholtz Machine”. In: Neural
Computation 7.5 (Sept. 1995), pp. 889–904.

[320] I. Molchanov. Theory of random sets. 2006.
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