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The Open Source Community Provides
 Most of the World’s HPC Software 



The Community is Diverse and Robust 

  Linux Operating System, libc 

  Python, Perl 

  PAPI, TAU, Kojak 

  UPC 

  MPICH, OpenMPI 

  ScaLAPACK 

  VisIt 

  GASNet, ARMCI/GA 

  PVFS 

  CFEngine, bconfig 

  Ganglia 

  SLURM, Cobalt 

  Dyninst 

  Torque/Moab, OpenPBS 

  Charm++ 

  pNetCDF, HDF5 

  GridFTP 
  FFTW 

  Over the last 10 years, the galvanization of the
 Open Source movement has dramatically
 improved HPC software 

A very small sample: 



A Long History of Collaboration 

The Result…. 



Open Source HPC Software Stacks for
 Small Linux Clusters are Everywhere 



Got Scale? 

  For some markets, a closed
 source business model
 continues to work well 
  Single-node optimized math

 libraries & compilers 

  Debuggers for small clusters 

  Some queuing systems, parallel
 file systems, HSMs 

  Small cluster applications: Fluent,
 CFD++, etc 



Why Seek to Improve This? 

  The largest scale systems are becoming more
 complex, with designs supported by large
 consortium 
 The software community has responded slowly 

  Significant architectural changes arriving 
 Software must dramatically change 

  Our ad hoc community coordinates poorly, both with
 other software components and with the vendors 
 Computational science could achieve more with

 improved development and coordination 



Extreme-Scale Platform Design: 
Industrial revolution and globalization has arrived 

Seymour & team 
designs and 
hand builds set 
of computers 

Dozen HPC 
companies 
flourish: 
incompatible OS 
& components 

Commodity 
components and 
Open Source 
move effort to 
integration   

Globally Distributed 
teams, Diverse 
technology 
providers, Open 
Source Software 

Today Yesterday Tomorrow 

Japan 10PF: 
Hitachi, NEC, 
Riken, Universities 

Design-Build 
partnerships for 
extreme machines 
(e.g. LLNL/ANL/IBM) 







Traditional Sources of Performance 
Improvement are Flat-Lining (2004) 

•  New Constraints 
–  15 years of exponential 

clock rate growth has ended 

•  Moore’s Law reinterpreted: 
–  How do we use all of those 

transistors to keep 
performance increasing at 
historical rates? 

–  Industry Response: 
parallelism doubles every 18 
months instead of clock 
frequency!  

Figure courtesy of Kunle Olukotun, Lance 
Hammond, Herb Sutter, and Burton Smith 



Multicore comes in a wide variety 
  Multiple parallel general-purpose processors (GPPs) 
  Multiple application-specific processors (ASPs) 

“The Processor is the new 
Transistor” [Rowen] 

Intel 4004 (1971): 
4-bit processor, 
2312 transistors, 

~100 KIPS,  
10 micron PMOS, 

11 mm2 chip  

Sun Niagara 
8 GPP cores (32 threads) 

Intel® 
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Intel Network Processor 
1 GPP Core 

16 ASPs (128 threads) 

IBM Cell 
1 GPP (2 threads) 

8 ASPs 

Picochip DSP 
1 GPP core 
248 ASPs 

Cisco CRS-1 
188 Tensilica GPPs 



3D Packaging: Changing Paradigms 
How will 
System 
Software 
change? 



Where We Are Today: 
We are not prepared for the changes coming 
  Hardware features are uncoordinated with software

 development 
  (power mgmt, multicore tools, math libraries, advanced memory models, etc) 

  Only basic acceptance test software is delivered with platform 
  UPC, HPCToolkit, Optimized libraries, PAPI, can be YEARS late 

  Vendors often “snapshot” key Open Source components and
 then deliver a stale code branch 
 Counterexample:  A model that works – MPICH for BG/P 

  Community codes unprepared for sea change in architectures 

  Coordination via SOW/contract is poor and only involves 2
 parties 

  No global evaluation of key missing components 



The IESP Workshops: 

  Goal:  Improve the world’s simulation and modeling
 capability by improving the coordination and
 development of the HPC software environment. 
  Build a plan for how the international community can join

 together to improve software available for high-end
 systems over the next 2 to 10 years. 

  The DOE, NSF, and EU have committed their support
 for the workshops.  

  The first workshop will be Santa Fe, April 7-8.   
 White papers encouraged 



International Community Effort 

  We believe this needs to be international 
collaboration for various reasons including: 
 The scale of investment 
 The need for international input on requirements  
 Europeans, Asians, and others are working on their own 

software that should be part of a larger vision for HPC. 

  The process must be totally open 
Executive Committee:     
    Co-Chair: Jack Dongarra, Univ, of Tennesse / ORNL, US 
    Co-Chair: Pete Beckman, Argonne National Laboratory, US 
    Franck Cappello, INRIA, FR 
    Thomas Lippert, Jülich Supercomputing Centre, DE 
    Satoshi Matsuoka, Tokyo Institute of Technology, JP 
    Paul Messina, Argonne National Laboratory, US  



  Asians, and Asians, and  

An Example Development Community 



Apache Foundation 

  Create a foundation for open, collaborative software
 development projects by supplying hardware, communication,
 and business infrastructure 

  Incubator projects can become Apache projects 

  800 “committers” 

  The ASF Infrastructure is mostly composed of the following
 services: 
  the web serving environment (web sites and wikis) 

  the code repositories 

  the mail management environment 

  the issue/ bug tracking 

  the distribution mirroring system 



A Plan Could Include: 

  Work with vendors to create the HPC equivalent to the ITRS
 (Int’l Tech Roadmap for Semiconductors) 

  Get community working on software before machine becomes available 

  Community proposed unified roadmap for exascale software 

  Identify missing components for future architectures and a plan
 to address them 

  Develop models for working more closely with vendors 
  (support, acceptance tests, target features) 

  Identify key application areas to drive development 

  Community software development models 

  Funding and organizational models (Apache, etc)       



Achievable Outcomes 

  Improve the capability of computational science 

  Build and strengthen international collaborations and
 leadership; deliver more capable, productive HPC systems 

  Build and improve R&D program developing new
 programming models and tools addressing extreme scale 

  Open source HPC development guided by roadmap with
 better coordination and fewer missing components 

  Joint programs in education and training for the next
 generation of computational scientists. 

  Vendor engagement and coordination for more capable
 software supporting exascale science 



Workshops and Report 

  3 workshops over the next year 
 1: Santa Fe, April 7-8 
 2: France, week of July 20th 
 3: Japan in the early Fall 

  Broad engagement by the community 
  Initial reports in summer 2009 
  Final report for first year at SC09 
  Planning for IMMEDIATE payoff 

 Could begin ramping up next year 

  Stay tuned… 



www.exascale.org 


