U.S. Department of Energy

Office of Science

Advanced Scientific Computing Research Program

European & Asian Supercomputing

Gary M. Johnson
Office of Advanced Scientific Computing Research
Office of Science

Advanced Scientific Computing Advisory Committee Meeting
American Geophysical Union
14-15 August 2007



Caveats
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»  This presentation contains opinions and impressions, rather than the results of a scientific study

«  There are many excellent sources of information on European & Asian supercomputing. To cite
just a few:

— Supercomputing conferences in Europe & Asia
* International Supercomputing Conference

« International Conference on High Performance Computing
+ HPC China (20062 E & #aEITEERER)

— Special sessions at domestic supercomputing conferences
* e.g. 3rd Workshop on Chinese High Performance Computing to be held at SC 2007

— Special reports and studies
e Asian Technology Information Program

* World Technology Evaluation Center

(currently conducting a study of simulation-based engineering and science)
— The Top 500 List

The membership of ASCAC is generally quite well informed on European & Asian supercomputing
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Impact
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Che New Jork Cimes

Japanese Computer Is World's Fastest, as U.S. Falls Back

By JOHN MARKOFF

SAN FRANCISCO, April 19 — A Japanese laboratory has built the world's fastest computer, a machine so powerful that it
matches the raw processing power of the 20 fastest American computers combined and far outstrips the previous leader, an
I.B.M.-built machine.

The new Japanese supercomputer was financed by the Japanese government and has been installed at the Earth Simulator
Research and Development Center in Yokohama, west of Tokyo. The Japanese government spent $350 million to $400
million developing the system over the last five years...

Assembled from 640 specialized nodes that are in turn composed of 5,104 processors made by NEC, the new Japanese
supercomputer occupies the space of four tennis courts and has achieved a computing speed of 35.6 trillion mathematical
operations a second. The processors are linked in a way that allows extremely efficient operation compared with the
previously fastest "massively parallel™ computers, which are based on standard parts rather than custom-made chips.
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Simulators Face Real Problems

Scientists trying to model everything from the death of a star to the structure of a
pretein don't have the computing power they need. But help may be on the way

Livesmore, CalFornia—Chris Fryer has a
modest goal: He wants to recreate a aper

nova. The astrophysicist at Lo Msmoa N.n

tional ].a.bualory in New Mexico knows
that the titanic explosion from the collapse
of an aging dar doemt abvays spew mass
evenly in all directions. Indeed, it can fling
the newhorn neutron star from its birthplace
with enough force 1o send it right out of the
gabogy What he doesnt know, however, i

of Calitornia, San Diego, whe chaired a
session last month at a government-
sporsared meeting on high-end computing
and its applications. A 100-fold boost in
pawer, for example, would allow scientists
10 increase the use of quanim medunics
in modeling electron d iong and im-

Wational Academy of Sciences began a
sty 1o asgess the fuhre of

search, tried 10 buck the trend by improvimg.
comections between processors o the way
in which data are sent to them. These ma-
chimes pedformed well on scientific tsks,
but they were ot big sellers.

Mow the status quo may be changing
again. In the bst few yeus, the idea of sim-
Py hacking up more and mare processors in
panallel bag nm up agins pobhm— m pro-

bili awer and

ing. followed by last month's mesting of a

maee Al(hcmelm i]nsbc:mledar

task force by an

wotking group under the White House Of.
fice of Science and Technology Policy. One
weck later, a panel comvened by the Depart-
ment of Energy (DOE) spent 2 days coming
up with examples of exciting, just-around-
the-comer mikestones that were stymied by a

Simen, director of the anmnnl Energy
Research Scientific O Center

optimized for ane type
nl'opnuum may not be well suited for tack.
ling ather tsks. “It's beginning to look like
different strokes for dfferent folls.” says Bill
Feiereizen, head of computer and computa-
tional sciences ot Los Alimos. “There i like-
by to be a plethora of needed srchitecnmes”

lm ol'acpkniaty research systems at TEM
, New York, "As

(NERSC) at DOES Lawrence Berkebey Na-
tional Labaratory in California, “and some-
thing new will come out”

prove simulations of protein folding, en-
Ty actions, and materials, and
addvess mary other problems.

A new climate-modeling machine that
the Iapanese government brought online las
vear hus brought the issue to a hesd
{Scdence, 1 March 2002, p. 1631). The top
processing speed of the Earth Simubstor far
outstrips anything else around (see table),
Eang wsers an inprecedented ability to cap-
ture and predict the dvamics of the oceans
and atmogphere. Iis debin has also energized
1.8, science policymakers. In March, the
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Supercomputers appeared soon after the
dvwn of computing in the 1950, Defmed
then as amything faster than what was svail-
abde 1o the gereral public, the ariginl ma-
whines had spevially designed architechmes
that were well auted to scientific problems
Conmmer demand goon eclipsed scientific
demand, however, kading com panies to fo-
cus on the faster processors sought by of-
Ticez and game enthusiasts. Supercomputers
came te reby on many fast processors work-
ing in parallel raiher han specialized archi-
tectures, A few companses. mich as Cray Re-

18 JULY 202

PrOCeEEOTE gel faster and faster, they spend
mote awd more time waiting for the data to
get to them from the memory of the comput-
e The waiting time i2 idke time. The sec.
and challenge is achieving greater band-
width between individunl processors, A defi-
ciency lere means a longer wait as data are
passed betoeon processors. The third hurdle
ig lowering the amowst of time it takes a
processor to initiste contsct with anather
processor. I some supercomputing applica-
tiors, small amounts of dats are passed fre-
quently between neighboring processors. If
this interaction, called latency, s not apti-
mized then these numerous short conmec.
tions can hog down the system.

Those feanumes se not equally mporunm
o every supercompiter user, hovever, Ma-

3m
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News Focus

chines composed of ordinery FUs hooked up
in paralle] are well suited 1 tackle probleans
that can be broken down inte independent
picces. Fxamples imclude the “S1ETerhome™
project, which parcels up and ships ihe radio
froquencics obtamed from one section of the
sky to computers around the world searching
for telltale signs of extraterrestrial intelli-
gence, and “Folding@home,” which sends
individual processors the data need-
ad 1o make one attempt to fold a
protein, Becanse these problems
don’t require interaction between

The group, which met last month, will
shire its fndings with the intemgency High
End Compuwing Revitalization Task Force.
“The lafter group its recommencdations,
which won't be made public, will have an
impact on the 2005 budget theat the president
senids to Congress next winter, Daniel Reed
of the National Center for Supercomputing
Applications at the University of llinods,

July 18, 2003

lievedd that @t woukd become easier for buger
mumbers once we learmed how 10 do it says
Jusn Meza, head of high-performance com-
puting resesrch at NERSC, “But the fimther
p Wi wend, to $00, 1000, and 10,000 proces-
sors, the harder and herder @ becan

A related problem is the reliability of
these machines. The more processors on
board, the more likely it is that ene will

World's Fastest Supercomputers

processors, there is 0o need for | "MK Manufacturer Ry =2 R
claborate hardware or software to 1 NEC 35860 Earth Simulator Canter Japan 2002
Faclitate communication. FI 13880 Los Alamos National Laboratory 2002
r_\mdw type of 3 7634 Lawrence Livermore National Laboratory 2002
may excel in tackling problems gy 7304 Lawrence Livermors Mational Laboratory 2000
that require Frequent communica-
tien of small amounts of informa- 5 1M 7304 NERSC/ABNL 2002
tiem between processors. These su- 6 1BM 6,585 Lawrence Livermore National Laboratory 2003
percomputers are ieal for maters- 7 Fujitsu 5406 MNational Aerospace Laboratory of Japan 2002
als seientists studying tomic-seale gy 6160 Pasific Northwest National Laboratory 2003
imteractions. Simulations of nu-
clear explosions also require 9 HP 4463 Pittsbungh Supercompatirg Center 2001
knowledge of such fine-scale in- 0 HP 3980 Commissariat ' nergie Atomigue France 2001
teraction, hence the popularity of 1 HPTI 3337 Forecast Systems Laboratory, NOAA 2002
2 BM 3241 HPCx UK. 2002
“Ihen there are problams such as 13 18M 364 National Center for Atmaspheric Research us. 2002
climate modeling that demand a 4 BM 3180 Nawal Oceanographic Office us. 2002
massive coupling of the infteracting 15 1BM 2,560 Ewro, Ctr. for Medium-Range Weather Forecasts UK. 2002

pasts across the entire system nr
proceszore. In addition 1o
ing nformation widely, cnmnlluﬁ
buiil For these taks may also be re-
quised to move long strings of data between
2 The Earth Samulkator is such a mea-
chine; & u.mploys techaigues that allow simple
cakulations 10 be performed simuftaneousty
om mugsive amounts of datn and puts o premi-
um on bandwidth to kandle the krge chunks
of data being shuffled about. However, it
is less well equipped for the neighbor-to-
neighbor problams that demand low ktency.
Fryer needs all three featres in onder to
umderstand how supernovas behave. Model-
ing the hydrodynamics of the convective
motion relies on heavy-duty communication
among processors, whereas the breakneck
speed of radiation transport requires the rap-
id broadeasting of resulls in one region
cross The entire star.

Mo time te wait
Shortly after the debut of the Earth Simulsce,
DOE put foramnd & proposal to build an “ul-
trascale simulation for science” machine.
“People were shouting, *Computenik, com-
i says David Keyves, an applied
atickan at Columbia University, [t
s like Sputnik ™ DOE akeo asked Keves 1o
assemble a group of researchers o draw up a
wwish st of what theyd like to study and what
bevel of computing power would be nooded.
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Processing speed n gigafops.

Usbana-Champaign, who chaired the task
foree’s fune mesting, chamclerizes them as
away 10 coondinate nhmml ivestment i
high-end computing.™

IF these studies &0 result in new fimiding,
there will be o shortage of technical prob-
leme 1o spend it oo Ome problem plaguing
LLS, machines is efficiency—the amount of
work actually performed compared with the
amount of work that would get done if each
processor could work continuously without
needing to wait for data 1o arive. For climste
problems, the Earth Simulator operates at
308 elficiency or higher, well above what
L8, machines can achieve. “Inadequate
‘bandwidth and network latency lmit us 1o
about 1% of the peak performance of the
oaupun:r we nun on” says San Diepo’s Nor-

“That’s typical of the [ofF-the-shelf

culnpmm\lM] architectures that we've
growm so fond of @ the United States, We've
spent a decade kowering price for peak per-
formance, and there’s nothing wrong with
that,” Morman adds. “But the metric should
resally b sustained performance™

Another major ohstacle & writing code to
hemess the power of an escakating number of
processors, “While it was difficult 1o program
for 16, 32, or 64 processors, we ahvays be-

crazh and bring down the entire system.
1BM is working with scientists al Lawrenee
Livermore National Laboratory on a
65,000-processor machine, called Blue
Giene, that will overcome processor failunes
a0 that data being collected during a month-
lomg run aren’t boet. Desipned for modeling
molecular biechemistry, Blue Gene's 360
teraflops of computer power will dwarf any-
thing now available. *“When we looked, for
example, at profein simulations, we said,
“You knoow thiat the machine we need is ap-
procamately 1000 times more powerfial than
amything that exists now,” ~ Pulleyblank save.
“If we just wait on things doubling every 15
months, ity gomg to take 10 or 15 years o
tackle these problems. Bul the scientists
can't wait.”

“The appeal of the top-of-the-line super-
compusters ig their ability to atack problems
that are beyond the reach of ordinary ma-
chines, sty Fryer, “They allow us, every ance
in & while, 1o run simlations thet we couddn’t
oy ofher wary,” he says, And becase inno-
vatthots offen trickle down to the nesses, Fryer
achls, the next supercomputers keep hope alive
among scientists: “They show us what our fis-
ture will be in companing.” =Karie Gregra
Katie Greene is a science writer in Oakdand Califomia.

SCIENCE  www.sciencermag.org
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Facilities for the Future of Science
A Twenty Year Outlook
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In November, 2003 Secretary Abraham
announced the Office of Science’s 20 Year Science

Facility plan

The second ranked Near Term Priority was
UltraScale Scientific Computing Capability

DOE Office of Science issued to SC laboratories a call for proposals to
provide Leadership Class Computing Capability for Science with a funding
profile of $25M/year for five years in February, 2004.



U.S. Department of Energy

Federal Plan for High-End
Computing
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 Research and Development:

— A coordinated, sustained research
program over 10-15 years to
overcome major technology barriers
that limit effective use of high-end
computer systems.

» Resources:
— Providing high-end computing
resources across the full scope of
critical Federal missions

Procurement:

— The HECRTF Plan proposes several
pilot projects for improving the
efficiency of Federal procurement
processes, benefiting both
government and industry.



U.S. Department of Energy

For Immediate Release
May 12, 2004
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DOE Leadership-Class Computing Capability for Science will be
Developed at Oak Ridge National Laboratory

WASHINGTON, DC — Energy Secretary Spencer Abraham announced today that the U.S. Department of Energy
(DOE) will grant Oak Ridge National Laboratory (ORNL) in Oak Ridge, Tenn., and its development partners, Cray
Inc., IBM Corp. and Silicon Graphics Inc., $25 million in funding to begin to build a 50 teraflop (50 trillion
calculations per second) science research supercomputer. The department selected ORNL from four proposals
received from its non-weapon national labs.

“This new facility will enable the Office of Science to deliver world leadership-class computing for science,” said
Secretary of Energy Spencer Abraham. “It will serve to revitalize the U.S. effort in high-end computing.”

The supercomputer will be open to the scientific community for research.

ORNL won the award in a peer-reviewed competition with three other Office of Science national laboratories. In
response to a solicitation, the four laboratories submitted proposals designed to improve substantially the national
research community’s computing capability — or ability to perform the largest, most complex simulations — and
thereby enhance prospects for important research advances and scientific breakthroughs in all science disciplines
supported by DOE and other federal science agencies.
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Federal Agency Responses
one perspective
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DARPA
— Research and develop high productivity computing systems

NSF

— Create cyberinfrastructure to support open computational
science and engineering

NASA
— Focus on HPC for aeronautics and space applications

DOE (Office of Science)

— Lead the general effort to apply HPC to pathfinding applications
In science and engineering and to discover new applications
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Leadership Class Computing
— Oak Ridge National Laboratory

— Argonne National Laboratory

INCITE

— Innovative and Novel Computational Impact on Theory and Experiment

SciDAC
— Scientific Discovery through Advanced Computing

E3SGS Initiative

— Simulation and Modeling at the Exascale - for Energy, Ecological Sustainability
and Global Security
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Hardware
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* %

TOP500 List - June 2007 (1-100)

Rmax and Rpeak values are in GFlops. For more details about other fields, check the TOPS00 description.

Rank Site

10

i1

12

DOE/NNSA/LLNL
United States

Oak Ridge Mational Labaratary
United States

MMSA/Sandia Mational Laboratories
United States

IBM Thamas J. Watsan Research
Center
United States

Stany Brook/BML, Mew Yark Center
for Computional Sciences
United States

DOE/NNSASLLNL
United States

Rensselaer Polytechnic Institute,
Computional Center for
Manatechnology Innovations
United States

MNCSA
United States

Barcelena Supercemputing Center
Spain

Leibniz Rechenzentrum

Germany

MMSA/Sandia Mational Laboratories
United States

Commissariat a I'Energie Atomique
[CEA)
France

Computer

BlueGene/L - eServer Blue Gene
Solution
IBM

Jaguar - Cray XT4/¥T2
Cray Inc,

Red Storm - Sandia/ Cray Red Storm,
Opteron 2.4 GHz dual core
Cray Inc.

BGW - eServer Blue Gene Salutian
IEM

Mew Yark Blue - e5erver Blue Gene
Sclution
IBM

ASC Purple - eServer pSeries p5 575
1.2 GHz
IBM

eServer Blue Gene Solution
IBM

#Abe - PowerEdge 1955, 2.33 GHz,
Infiniband
Dell

MareMostrum - BladeCenter 1521
Cluster, PPC 970, 2.2 GHz, Myrinet
IBM

HLRE-II - Altix 4700 1.6 GHz
5GI

Thunderb PowerEdge 1850, 3.6
GHz, Infiniband
Dell

Tera-10 - NovaScale 5160, Itaniumz2
1.6 GHz, Quadrics

Processors Year

121072

22016

26544

40960

Zeg8e4

12208

32768

9600

10240

9728

2024

9968

2005

2006

2006

2005

2007

2008

2007

2007

2006

2007

2006

2006

Rax

280500

101700

101400

91290

82161

75760

73032

62680

626320

56520

52000

52840

Rpzak

267000

119350

127411

114688

103219

92781

91750

89587.2

94208

62259.2

64972.8

63795.2

11



U.S. Department of Energy

Office of Science

Advanced Scientific Computing Research Program

Japan
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Background

Office of Science

Advanced Scientific Computing Research Program

« Supercomputing Technology has been selected
as one of the “Nation’s Key Technologies”

* To enhance the competitiveness of Japanese
science, technology and industry.

* To maintain capability of development of a
supercomputer within the country, and to enable
continuous development.

13
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Current MEXT Supercomputer Installations
(MEXT = Ministry of Education, Culture, Sports, Science and Technology)
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Advanced Scientific Computing Research Program
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MEXT Vision: Continuous
Development of Supercomputers

Office of Science

Advanced Scientific Computing Research Program
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RIKEN Next-Generation
Supercomputer Project
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* “The Next-Generation Supercomputer R&D Center
(NSC) was established by RIKEN on January 1, 2006, to
design and build the fastest supercomputer in the world.
The new supercomputer will be used in a wide range of
fields of scientific research, from life sciences to
nanotechnology.”

 “RIKEN is aiming at the development and usage of a 10
PFLOPS-class Next-Generation Supercomputer as the
highest-standard generic computer to lead further
supercomputer development”

16
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Next-Generation Supercomputer
Project Organization
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21 Target Applications
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Advanced Scientific Computing Research Program

June 22th 2007

RIKEN Next -Generation
Supercomputer R&D Center,
Strategy Council,
Application Committee

In order to make the best use of resources of the Next-Generation Supercomputer, we have
investigated which research fields and what application programs need the Peta-scale
computational power.

Our aim is to develop an architecture design of the Next-Generation Supercomputer based on the
characteristics of each program.

The RIKEN Application Committee has selected 21 application programs appropriate for execution on
the Next-Generation Supercomputer.

In the project, we have developed benchmark-test programs regarding these 21 applications, and
examined the proposed architectures based on benchmark-test results.

18
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Target Applications List
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Advanced Scientific Computing Research Program

Target Applications

Mo, | Title FLF
1 | Cavitation "
Z| oo b
3 | FrontFlow/Blue Large Eddy Simulation (LES) ]
4 | FrontsTR b=
5 | GAMESS FMO "
& | GNISC b
T | LANS b
2 | LatticeQCD b
9 | MC-Bflow b}
10 | MLTest b}
11 | Modylas b
12 | NICAM b
13 | NINJA/ASURA b
14 | Octa b1
15 | PHASE b
16 | ProteinDF b}
17 | RISM/3D-RISM b
18 | RSDFT b
19 | Seism3D |
20 | sievgene/myPresto b=
21 | SimFold "
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Industrial Applications not possible without
Next-Generation Supercomputer
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Development of New Pharmaceuticals
Newly viable high polymer simulation enables volume selection of pro-
spective pharmaceutical constituents in a short period of time.

10,000 aloms:

. Development of New Semiconductor Materials
M Realization of individual atom simulation revolutionizes material devel-

Complel opment, which currently relies on trial and error methods.

Transisior

Car Chassis Structural Strength Analysis

A 1 to 2-hour automated simulation can replace the current crafting of
car crash simulation settings that usually takes several months, and this
leads to safety improvements and increased industrial competitiveness.

Aseismic Analysis of Bridges and Other Complex Structures
This type of analysis enables more precise and realistic structure col-
lapse predictions, contributing to the reduction of earthquake damage.

Prediction of Typhoon Paths and Localized Storms
Weather simulations within a 1 km® area enable prediction of localized
storms and typhoon paths with greatly increased precision.
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Next-Generation Integrated Life
Simulation Software

Office of Science
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Research and Development of Next-Generation Integrated Life Simulation Software

- O Unified Comprehension of Life
Approach 1o Analysis Based - .
on Experimental Data Phencmenon  {=Reproduction

of Life Program}

Peta-Scale Simulation

(=Practical Application to D

Technology) y,

J Da1aﬁnal?r_ais Fusion I

Provision of New
Instrument for Life

Bw 1
L v Vivs 5 pr — Av
at u e F R
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Next-Generation Integrated
Nanoscience Simulation Software

Office of Science

Advanced Scientific Computing Research Program

The Institute for Molecular Science plays a central role in the development of the "Grand Challange to Next-
Generation Integrated Nanoscience” simulation software, which is a major challenge for next-generation
nanoscience. The institute is establishing a basis for computational nanoscience, focusing in particular on (1) next-
generation nano-informational function and materials, (2) next-generation nano-biomolecules, and (3) next-
generation energy. The software is designed to make full use of Next-Generation Supercomputer. A nationwide
team from national institutes, universities and industry has been organized for this project.

Next-Generation Energy - == /ff | Mt Geneasin N sl Furconand Mt
Solar Energy Fixation Naditiries, Hews Crugs, and DO D Debvery Systenss) 7 _ % Nonlinear Optic Device
Fuel Alcohol - , = 1 Nang Quantum Device
Fuel Cell Next-Generation Nano Biomolecules Spinelectronics
Electric Energy Storage Virus Ltira High-demsity Starage Device
g Anticancer Drugs Complex Electronic Device
e ' Protein Control _ < ‘
ﬁ Water ¢+ | Mano Processes for DDS st
' Mesoscale Structure of
Semi-Macroscopic LT
g 5 th nann
i aaoo /S
Maflon Memirans Polio Vinus Selt-Organized Magnetic Nanodls
Molecular Assembly g J
p—— i _ 3 \
= ‘ ’ (Orbatal Wave ] Domain
One Dimensional -
Prolein Foldng Crystaiof Silicon i ‘.
Walee Molcules inside Lisozyme Cavity @. . = Feromagnetic Hall Meial
& ot A o ¢ e, ﬂ:] '\n"E]
%‘E‘ﬂ ik + @h \ft@ k':'~ ] ight
'Ji'-}#’ _ Deging of Fullerers and Opsical Switch "
S Vs Salr-ass:zm? ng  Capsulation _ Carbon Hanalubes | B
L CGuantum Chemisiry Molecular Dynamics Electron Theory of Solids —_
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Cyber Science Infrastructure

Office of Science

Advanced Scientific Computing Research Program

m"‘m Next-Generation Supercomputer

/ Supermmputers at Universities
and Res&arch Eadles

/ -

-
-
s
-
-

/
//’
. ey Science Information Network J
<= - __!:\L*-;_IzIE'z‘.ﬁ/

e
_____

______
-
-
-

)
=
=

-
o
______

—_——
e e ————— = = =

Cyber Science Infrastructure
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Interlinking with the Earth
Simulator

Office of Science

Advanced Scientific Computing Research Program

“The Earth Simulator owned by the
Japan Agency for Marine-Earth
Science and Technology
(JAMSTEC) started operations in
2002, and it is still one of the
world's fastest supercomputers. In
order to harness the expertise
gained through the development
and operation of the Earth
Simulator, RIKEN and JAMSTEC
have concluded a partnership
agreement. RIKEN and JAMSTEC
will jointly develop application
software that runs on the Next-
Generation Supercomputer and
perform a variety of work under this
agreement.”
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Towards Wider Industrial Usage

Office of Science

Advanced Scientific Computing Research Program

“To promote industrial applications, the Industrial Committee for Promotion of
Supercomputing was established in December 2005, and more than 150 corporations
from a wide range of industries, including chemical, medical, and manufacturing
participate in the council.

RIKEN will promote industrial usage of the Next-Generation Supercomputer working
together with the Council.”

Industrial Committee for Promotion of Supercomputing

— —m—

Advanced Software 5

o Application Group _g

| |8 |3 :

3 o s Grid for Industrial fg"
® S 3 Application Group » =
g — Ll o g =
= 9] = ag
5 - ! Supercomputer a8 @

@ 3 3 Group S

@ 7 3 3

=] @ T -4

@ Supercomputing =

) Policy Group <
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U.S. Department of Energy

Center of Excellence for
Supercomputing

Office of Science

Advanced Scientific Computing Research Program

“RIKEN is aiming to establish a Center of Excellence (COE) for Next-
Generation Supercomputer research and human resource development.
From hardware component technology to application software development,
RIKEN will establish a research and development environment and develop

human resources, collaborating with researchers and research bodies from
countries all around the world.”

Hardware Research Software Research
and Deuﬁlapment ) and Development

w |

Human Resource n International
Development

Collaboration
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European Union
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U.S. Department of Energy

Partnership for Advanced
Computing in Europe
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PACE
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ESFRI — European Roadmap for
Research Infrastructures
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Motivation for HPC Focus

Office of Science
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Strategy
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PACE Vision
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PACE Membership
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” PACE Next Steps
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Simulation Laboratories
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Advanced Scientific Computing Research Program
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Computational Science
Education
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PACE Roadmap
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Conclusions

Office of Science

Advanced Scientific Computing Research Program

The HPC hardware race Is on.

Applications development has become much more
central to HPC planning.

Both Japan and the European Union are building out
their HPC infrastructure.

There Is a growing body of opinion in the EU that Europe
needs an independent capability to produce HPC
hardware.
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