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Caveats

• This presentation contains opinions and impressions, rather than the results of a scientific study

• There are many excellent sources of information on European & Asian supercomputing.  To cite 
just a few:

– Supercomputing conferences in Europe & Asia
• International Supercomputing Conference

http://www.supercomp.de/isc08/index.php5
• International Conference on High Performance Computing

http://www.hipc.org/
• HPC China (2006全国高性能计算学术年会)

http://www.sccas.cn/hpcchina2006/index.html
– Special sessions at domestic supercomputing conferences

• e.g. 3rd Workshop on Chinese High Performance Computing to be held at SC 2007
http://www.atip.org/node/96

– Special reports and studies
• Asian Technology Information Program

http://www.atip.org/
• World Technology Evaluation Center

http://wtec.org/
(currently conducting a study of simulation-based engineering and science)

– The Top 500 List
http://www.top500.org/

• The membership of ASCAC is generally quite well informed on European & Asian supercomputing
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April 20, 2002

Japanese Computer Is World's Fastest, as U.S. Falls Back
By JOHN MARKOFF

SAN FRANCISCO, April 19 — A Japanese laboratory has built the world's fastest computer, a machine so powerful that it
matches the raw processing power of the 20 fastest American computers combined and far outstrips the previous leader, an 
I.B.M.-built machine.

The new Japanese supercomputer was financed by the Japanese government and has been installed at the Earth Simulator 
Research and Development Center in Yokohama, west of Tokyo. The Japanese government spent $350 million to $400 
million developing the system over the last five years…

Assembled from 640 specialized nodes that are in turn composed of 5,104 processors made by NEC, the new Japanese 
supercomputer occupies the space of four tennis courts and has achieved a computing speed of 35.6 trillion mathematical 
operations a second. The processors are linked in a way that allows extremely efficient operation compared with the 
previously fastest "massively parallel" computers, which are based on standard parts rather than custom-made chips.

International Events have Domestic 
Impact
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July 18, 2003
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In November, 2003 Secretary Abraham 
announced the Office of Science’s 20 Year Science 
Facility plan

The second ranked Near Term Priority was 
UltraScale Scientific Computing Capability

DOE Office of Science issued to SC laboratories a call for proposals to 
provide Leadership Class Computing Capability for Science with a funding 
profile of $25M/year for five years in February, 2004.

Facilities for the Future of Science
A Twenty Year Outlook
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Federal Plan for High-End 
Computing

• Research and Development: 
– A coordinated, sustained research 

program over 10-15 years to 
overcome major technology barriers 
that limit effective use of high-end 
computer systems.

• Resources: 
– Providing high-end computing 

resources across the full scope of 
critical Federal missions

• Procurement: 
– The HECRTF Plan proposes several 

pilot projects for improving the 
efficiency of Federal procurement 
processes, benefiting both 
government and industry. 

May 10, 2004
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For Immediate Release
May 12, 2004 

WASHINGTON, DC – Energy Secretary Spencer Abraham announced today that the U.S. Department of Energy 
(DOE) will grant Oak Ridge National Laboratory (ORNL) in Oak Ridge, Tenn., and its development partners, Cray 
Inc., IBM Corp. and Silicon Graphics Inc., $25 million in funding to begin to build a 50 teraflop (50 trillion 
calculations per second) science research supercomputer. The department selected ORNL from four proposals 
received from its non-weapon national labs. 

“This new facility will enable the Office of Science to deliver world leadership-class computing for science,” said 
Secretary of Energy Spencer Abraham. “It will serve to revitalize the U.S. effort in high-end computing.”

The supercomputer will be open to the scientific community for research.

ORNL won the award in a peer-reviewed competition with three other Office of Science national laboratories. In 
response to a solicitation, the four laboratories submitted proposals designed to improve substantially the national 
research community’s computing capability – or ability to perform the largest, most complex simulations – and 
thereby enhance prospects for important research advances and scientific breakthroughs in all science disciplines 
supported by DOE and other federal science agencies.

DOE Leadership-Class Computing Capability for Science will be 
Developed at Oak Ridge National Laboratory
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Federal Agency Responses
one perspective

• DARPA
– Research and develop high productivity computing systems

• NSF
– Create cyberinfrastructure to support open computational 

science and engineering

• NASA
– Focus on HPC for aeronautics and space applications

• DOE (Office of Science)
– Lead the general effort to apply HPC to pathfinding applications 

in science and engineering and to discover new applications
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Department of Energy
Office of Science

• Leadership Class Computing
– Oak Ridge National Laboratory

• http://nccs.gov/leadership/index.html
– Argonne National Laboratory

• http://www.alcf.anl.gov/

• INCITE
– Innovative and Novel Computational Impact on Theory and Experiment

• http://www.sc.doe.gov/ascr/incite/index.html

• SciDAC
– Scientific Discovery through Advanced Computing

• http://www.scidac.gov/

• E3SGS Initiative 
– Simulation and Modeling at the Exascale - for Energy, Ecological Sustainability 

and Global Security
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Hardware
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Top Dozen Supercomputers
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Japan
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Background
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Current MEXT Supercomputer Installations
(MEXT = Ministry of Education, Culture, Sports, Science and Technology)
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MEXT Vision: Continuous 
Development of Supercomputers
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RIKEN Next-Generation 
Supercomputer Project

• “The Next-Generation Supercomputer R&D Center 
(NSC) was established by RIKEN on January 1, 2006, to 
design and build the fastest supercomputer in the world. 
The new supercomputer will be used in a wide range of 
fields of scientific research, from life sciences to 
nanotechnology.”
http://www.nsc.riken.jp/index-eng.html

• “RIKEN is aiming at the development and usage of a 10 
PFLOPS-class Next-Generation Supercomputer as the 
highest-standard generic computer to lead further 
supercomputer development”
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Next-Generation Supercomputer 
Project Organization
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21 Target Applications

June 22th 2007
RIKEN Next -Generation
Supercomputer R&D Center,
Strategy Council,
Application Committee

In order to make the best use of resources of the Next-Generation Supercomputer, we have 
investigated which research fields and what application programs need the Peta-scale 
computational power.

Our aim is to develop an architecture design of the Next-Generation Supercomputer based on the 
characteristics of each program.

The RIKEN Application Committee has selected 21 application programs appropriate for execution on 
the Next-Generation Supercomputer.

In the project, we have developed benchmark-test programs regarding these 21 applications, and 
examined the proposed architectures based on benchmark-test results.
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Target Applications List
http://www.nsc.riken.jp/target-application/target-application-eng.html
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Industrial Applications not possible without 
Next-Generation Supercomputer
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Next-Generation Integrated Life 
Simulation Software
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Next-Generation Integrated 
Nanoscience Simulation Software

The Institute for Molecular Science plays a central role in the development of the "Grand Challange to Next-
Generation Integrated Nanoscience" simulation software, which is a major challenge for next-generation 
nanoscience. The institute is establishing a basis for computational nanoscience, focusing in particular on (1) next-
generation nano-informational function and materials, (2) next-generation nano-biomolecules, and (3) next-
generation energy. The software is designed to make full use of Next-Generation Supercomputer. A nationwide 
team from national institutes, universities and industry has been organized for this project.

http://groups.ims.ac.jp/index.html#
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Cyber Science Infrastructure
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Interlinking with the Earth 
Simulator

“The Earth Simulator owned by the 
Japan Agency for Marine-Earth 
Science and Technology 
(JAMSTEC) started operations in 
2002, and it is still one of the 
world's fastest supercomputers. In 
order to harness the expertise 
gained through the development 
and operation of the Earth 
Simulator, RIKEN and JAMSTEC 
have concluded a partnership 
agreement. RIKEN and JAMSTEC 
will jointly develop application 
software that runs on the Next-
Generation Supercomputer and 
perform a variety of work under this 
agreement.”



U.S. Department of Energy

Office of Science

Advanced Scientific Computing Research Program

25

Towards Wider Industrial Usage

“To promote industrial applications, the Industrial Committee for Promotion of 
Supercomputing was established in December 2005, and more than 150 corporations 
from a wide range of industries, including chemical, medical, and manufacturing 
participate in the council.
RIKEN will promote industrial usage of the Next-Generation Supercomputer working 
together with the Council.”



U.S. Department of Energy

Office of Science

Advanced Scientific Computing Research Program

26

Center of Excellence for 
Supercomputing

“RIKEN is aiming to establish a Center of Excellence (COE) for Next-
Generation Supercomputer research and human resource development. 
From hardware component technology to application software development, 
RIKEN will establish a research and development environment and develop 
human resources, collaborating with researchers and research bodies from 
countries all around the world.”
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European Union
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Partnership for Advanced 
Computing in Europe
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PACE
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ESFRI – European Roadmap for 
Research Infrastructures
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Motivation for HPC Focus
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Strategy
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PACE Vision
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PACE Membership
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PACE Next Steps
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Simulation Laboratories
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Computational Science 
Education
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PACE Roadmap
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Conclusions

• The HPC hardware race is on.

• Applications development has become much more 
central to HPC planning.

• Both Japan and the European Union are building out 
their HPC infrastructure.

• There is a growing body of opinion in the EU that Europe 
needs an independent capability to produce HPC 
hardware.


