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Advanced Scientific Computing ResearchAdvanced Scientific Computing Research

Delivering world leading computational and networking capabilities to extend 
the frontiers of science and technology

The Scientific Challenges: FY 2013 Highlights:The Scientific Challenges:
 Deliver next-generation scientific and energy 

applications on multi-petaflop computers.
 Discover, develop and deploy exascale 

computing and networking capabilities. 

FY 2013 Highlights:
 Co-design centers to deliver next generation 

scientific applications. 
 Investments with U.S. industry to address 

critical challenges on the path to exascale.
O f f

p g g p
 Partner with U.S. industry to develop the next 

generation computing hardware and tools for 
science.

 Discover new applied mathematics, computer 
science and networking tools for the ultra

 Operation of a 10 petaflop low-power IBM 
Blue Gene/Q at the Argonne Leadership 
Computing Facility and installation and early 
science access to a hybrid, multi-core 
computer at the Oak Ridge Leadership 

science, and networking tools for the ultra-
low power, multicore-computing  future and 
data-intensive science.

 Provide technological innovations for U.S. 
leadership  in Information Technology to 

Computing Facility. 
 Research efforts across the portfolio in 

support of data-intensive science 
including the massive data produced by 
Scientific User Facilities.advance competitiveness. Scientific User Facilities. 
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ASCR Budget OverviewASCR Budget Overview
FY 2011 FY 2012 FY 2013 FY 2013 vsFY 2011 
Budget

FY 2012  
Enacted

FY 2013
Request

FY 2013 vs. 
FY 2012

Advanced Scientific Computing Research

Applied Mathematics 45,604 45,604 49,500 +   3,896

C t S i + 7 180

Big Data

Bi  D t

Math for data-
intensive science

Computer Science 
challenge of big data

Exascale

E l Computer Science 47,301 47,400 54,580 +   7,180

Computational Partnerships (includes SciDAC) 52,813 44,250 56,776 + 12,526

Next Generation Networking for Science 12,313 12,751 16,194 +   3,443

SBIR/STTR 0 4,560 5,570 +   1,010

Big Data

Big Data

Big Data

challenge of big data

Co-design center and 
partnerships for data-
intensive science

Networking 
h ll  f d

Exascale

Exascale

Total, Mathematical, Computational, and Computer 
Sciences Research 158,031 154,565 182,620 +28,055

High Performance Production Computing 
(NERSC) 59,514 57,800 65,605 +  7,805

challenges of data-
intensive science

Supports site prep.  
for new NERSC bld.

Leadership Computing Facilities 158,020 156,000 145,000 -11,000

Research and Evaluation Prototypes 4,301 30,000 22,500 - 7,500

High Performance Network Facilities and 
Testbeds (ESnet) 30,451 34,500 32,000 - 2,500

Exascale
Reduce infrastructure 
investments

Focus vendor 
partnerships and 
critical technologies 

SBIR/STTR 0 8,003 7,868 - 135

Total, High Performance Computing and Network 
Facilities 252,286 286,303 272,973 -13,330

Total, Advanced Scientific Computing Research 410,317 440,868 455,593 +14,725

c t ca tec o og es

Supports staged 
production 
deployment of 
100Gbps optical ring

3

a/ Total is reduced by $10,801, $9,643 of which was transferred to the Small Business Innovation Research (SBIR) program, and $1,158  of which 
was transferred to the Small Business Technology Transfer (STTR) program.
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ASCR Personnel News

• Facilities Division Director Position Open
http://www.usajobs.gov/GetJob/ViewDetails/311382800
Position Closes April 9 2012Position Closes April 9, 2012

• Hope to have openings this summer for Computer 
Science, Computational Mathematics, and Facilities 
Management.
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Why Exascale
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International Recognition of Importance of ExascaleInternational Recognition of Importance of Exascale
But exascale systems "pose numerous hard challenges," said the European Commission (EC) in a report that accompaniedBut exascale systems pose numerous hard challenges,  said the European Commission (EC) in a report that accompanied 
its funding announcements. The challenges include 100-fold reduction in energy consumption along with development of new 
programming models. As Europe sees it, solving these challenges creates opportunity for Europe, China and others looking 
to take on U.S. HPC dominance.
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Partnership with NNSAPartnership with NNSA

 MOU April 12, 2011

 Numerous Exascale Workshops and p
joint PI meetings

 Regular program manager meetings

 Accomplishment
(ASCR) High Performance Computations Save 
DOE Ti d M A S iDAC t hi ithDOE Time and Money. A SciDAC partnership with 
NNSA focused on nuclear structure provided a 
quantitative description of neutron-tritium 
scattering that was precise enough for designers scatte g t at as p ec se e oug o des g e s
at the National Ignition Facility (NIF) to make 
critical fuel assembly decisions that could not 
have been achieved using physical testing within 
the NIF cost and schedule baselines

7

the NIF cost and schedule baselines.

ASCAC March 26, 2012



Why Data?Why Data?

• All of the exascale hardware trends impact                      data-
intensive science(in many cases more than                     compute-
intensive applications);

• Leverages investments in exascale to maximize                               
impact on the Science missions;

• Data from instruments still on 18 24 month doubling• Data from instruments still on 18-24 month doubling                  
because detectors on CMOS feature size path;

• Significant hardware infrastructure needed to support this which 
’ (probably will not be replicated at users’ home institution (i.e. launching 

a petabyte file transfer at a user’s laptop is not friendly); and

• Responds to recommendations in December 2010 report of the p p
President’s Council of Advisors on Science and Technology -
Designing a Digital Future: Federally Funded Research and 
Development in Networking and Information Technology .
http://www.whitehouse.gov/administration/eop/ostp/pcast/docsreports
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ASCR FacilitiesASCR Facilities
P idi th F ilit Hi h E d d L d hi C ti• Providing the Facility – High-End and Leadership Computing

• Investing in the Future - Research and Evaluation Prototypes 
• Linking it all together – Energy Sciences Network (ESnet)

Argonne Leadership Computing Facility

Oak Ridge Leadership Computing Facility

ESnet

ASCAC March 26, 2012 9
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Leadership Computing Facilities Leadership Computing Facilities 
Support Scientific Research for a Clean Energy FutureSupport Scientific Research for a Clean Energy Future

L d hi C ti F iliti (LCF)• Leadership Computing Facilities (LCF)
– Request supports Oak Ridge LCF upgrade to 10 -20 petaflops and full operations.

• Oak Ridge LCF decreased from FY12 to support other priorities. 
• This one time reduction was possible because of decision to upgrade in place, 

deferred infrastructure investment, and other infrastructure investments planned fordeferred infrastructure investment, and other infrastructure investments planned for 
FY13 and moved up to FY12. 

– Request supports Argonne LCF upgrade to 10 petaflops and full operations.
• Increased to support lease payments and operating costs for 10 petaflop machine.

 The Cray XK6 ("Jaguar") at ORNL and the IBM Blue Gene/Q (“Mira") at ANL will provide 
~3 5 billion processor hours in FY 2013 (INCITE ALCC and Testing) Demand for these~3.5 billion processor hours in FY 2013 (INCITE, ALCC and Testing). Demand for these 
machines has grown each year, requiring upgrades of both.

 Peer reviewed projects are chosen to advance science, speed innovation, and strengthen 
industrial competitiveness. Among the topics in FY2013:
 Advancing materials for lithium air batteries, solar cells, and superconductors 

E l i b t ti Exploring carbon sequestration 
 Improving combustion in fuel-efficient, near-zero-emissions systems 
 Understanding how turbulence affects the efficiency of aircraft and other transportation systems 
 Designing next-generation nuclear reactors and fuels and extending the life of aging reactors 

10

Biofuels Energy Storage MaterialsNuclear Reactor Simulation Fusion Plasmas Nanoscale Science Turbulence
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2013 INCITE proposal writing webinar announcement
• “INCITE Proposal Writing Lecture/Webinars.”

March 26: http://www.olcf.ornl.gov/event/2013-incite-
proposal-writing-webinar

April 24: https://www.alcf.anl.gov/incite2013

• The session will provide both prospective and 
returning users the opportunity to get specific 
answers to questions about the proposal and 
review process for INCITE.

• The 2013 INCITE Call for Proposals is for 
d f t ti th C XK6awards of compute time on the Cray XK6 

(Titan) system at the OLCF and the IBM Blue 
Gene/P (Intrepid) and IBM Blue Gene/Q (Mira) 
systems at the ALCF.y

• For more information about the INCITE 
program, see 
http://www.DOEleadershipcomputing.org
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Jaguar supercomputer helps researchers trap the power of sunlight 

Three-year project aims to increase solar-cell efficiency on the atomic scale 
• An ORNL supercomputer is helping scientists 

simulate a process leaves do naturally—capturing 
s nlight and t rning it into energsunlight and turning it into energy.

• LBNL’s Lin-Wang Wang and his fellow LBNL 
collaborator, Michael Banda, are using the OLCF’s 
Jaguar to improve the efficiency of photovoltaics by g p y p y
learning more about electrically conductive material 
on an atomic scale.

• Today’s nanostructured solar panels are only 3 to 4 
percent efficient; but if nanotechnology can improve  

A simulation of an exciton in a cadmium selenide and 
cadmium telluride joint nanorod (upper panel). The blue 
surface shows the shape of the holes; the red surface, the 
shape of the electrons; and the grey, yellow, and green 
spheres cadmium selenium and tellurium atomspercent efficient; but if nanotechnology can improve, 

it may be the path to cheaper solar energy.
• The team received a 3-year allocation (2010–2012) 

on Jaguar through the INCITE program and was 

spheres, cadmium, selenium, and tellurium atoms, 
respectively. The color contour plots (lower panel) represent 
the existence of hole quantum states (left) and electron 
quantum states (right) at different energies. Image courtesy 
of Lin-Wang Wang, Lawrence Berkeley National Laboratory

g g p g
awarded 10 million processor hours on Jaguar for 
2011.

• The research duo’s primary motivation is making 
solar energy a practical source of power for the 

“With a small group of computer cores to calculate 
each fragment and a straightforward strategy for 
parallelization, we can scale the computation very 
well to the larger number of cores on solar energy a practical source of power for the 

masses.
supercomputers.” Co-PI Lin-Wang Wang
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INCITE Computing Contributes to INCITE Computing Contributes to 
U.S. Competitiveness and Clean EnergyU.S. Competitiveness and Clean Energy

GE determined the effects of unsteady flow interactionsGE determined the effects of unsteady flow interactions 
between blade rows on the efficiency of turbines.
 Provided engineers with the analytical tools to extract greater 

design efficiency and fuel savings.
 Results provided substantial ROI justification for GE to 

h it C tpurchase its own Cray supercomputer

Ramgen used computational fluid dynamics with shock 
compression to expedite design-cycle analysis.
 Accelerated the development of the CO2 compressor allowing 

R t f t d i d t ti t ttiRamgen to go from computer design and testing to cutting a 
Titanium prototype in 2 months.

Boeing demonstrated the effectiveness and accuracy of 
computational fluid dynamics simulation tools and used 
them in designing their next generation of aircraftthem in designing their next generation of aircraft.
 Significantly reduced the need for prototyping and wind tunnel 

testing.  

GM accelerated materials research by at least a year to 
help meet fuel economy and emissions standardshelp meet fuel economy and emissions standards.
 A prototype thermoelectric generator in a Chevy Suburban 

generated up to 5% improvement in fuel economy.

United Technologies studies of nickel and platinum are 
demonstrating that the less expensive nickel can be useddemonstrating  that the less expensive nickel can be used 
as a catalyst to produce hydrogen.
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• FY13 Increase (+$7 8M) supports site preparations

National Energy Research Scientific Computing Facility National Energy Research Scientific Computing Facility 
(NERSC)(NERSC)

• FY13 Increase (+$7.8M) supports site preparations 
for planned move to a new facility on LBNL campus. 

• Provides more than a petaflop of scientific 
computing capability for SC research community.

• Supports approximately 4,000 scientists working on 
500 research projects

• Mission Need (CD-0) for  NERSC-7 signed 
February 10, 2012 y ,

Rendering of  New Computation, Research, and Theory 
(CRT) building (view from Chu Road)

NERSC Extramural Users FY 2011

Bubbles indicate 
user institutions 
with size 
indicating 
number of users
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Important New Method for Studying Solar Materials

• Goal: develop and use first-principles 
computational methods to understand,  
predict, and design novel electronic, 

Absorption 
spectrum of 

silicon for two 
temperaturesoptoelectronic, photovoltaic, and 

thermoelectric materials.
• Accomplishment: Using a NERSC NISE award, 

researchers were able to compute the phonon

temperatures 
showing 
excellent 

agreement 
between 

researchers were able to compute the phonon-
assisted interband optical absorption spectrum 
of silicon entirely from first principles.
• Nearly all commercially-available photovoltaic cells 

tl d d thi b ti

computed and 
experimental 

values.

currently depend on this absorption process.
• The new method is general enough to to study  

fundamental physics of other optoelectronic and 
photovoltaic materials and can address questions 
that are not accessible by experimentthat are not accessible by experiment.

• Used the BerkeleyGW software written by new 
NERSC USG consultant Jack Deslippe.

PI: E. Kioupakis (U Michigan)
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• “Compressed sensing” determines atomic level energy potentials with

Direct Inference of Protein–DNA Interactions with Compressed Sensing

• “Compressed sensing” determines atomic‐level energy potentials with 
accuracy approaching experimental measurement
• New technique for finding sparse solutions to underdetermined linear systems
• “De novo” energy potentials means direct inference — no statistical or physical models
• Can be applied to other scientific domains, e.g., biofuel production, synthetic biology, materials 

science

• Using crystal structures and experimental measurements of binding 
affinity this method reveals where transcription factors bind withaffinity, this method reveals where transcription factors bind with 
DNA to switch genes on or off

• Will accelerate research in gene expression, gene therapy, etc.
De novo potential determination as anDe novo potential determination as an 
application of compressed sensing. The potential 
is represented by a heat map of microscopic 
interaction energies ranging from repulsive 
(dark pink) to attractive (dark blue). The 
interatomic protein–DNA potential can be 
inferred by ℓ1 minimization from measurements 
provided by a small number of sensors (protein–
DNA structures + binding energies).

PI: Harley McAdams, Stanford U.
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ESnet Upgrade ESnet Upgrade ‐‐ Ten Times the Bandwidth Over Existing FiberTen Times the Bandwidth Over Existing Fiber
Nationwide rollout of 100 gigabit per wavelength service on ESnet Nationwide rollout of 100 gigabit per wavelength service on ESnet 

• Sending 10 times more data across existing fiber makes 
that fiber ten times more valuable.

• Critical bandwidth gain for science but will have impactsCritical bandwidth gain for science but will have impacts 
across the economy when fully commercialized. 

Esnet 2012 rolled out mapEsnet 2012 rolled out map

17ASCAC March 26, 2012



ESnet Upgrade ESnet Upgrade ‐‐ Ten Times the Bandwidth Over Existing FiberTen Times the Bandwidth Over Existing Fiber
Nationwide rollout of 100 gigabit per wavelength service on ESnet Nationwide rollout of 100 gigabit per wavelength service on ESnet 

Model of the early universe. 
~13.7 billion years ago, the 
Universe was near homogenous. 
Today, the modern Universe is 
rich in structures that include 
galaxies, clusters of 
gravitationally bound galaxies, 
galaxy super-structures called 
"walls" that span hundreds ofwalls  that span hundreds of 
millions of light-years, and the 
relatively empty spaces between 
superstructures, called voids. 

See the difference 100G can make

Simulation, performed on 4,096 cores of NERSC’s Cray XE6 “Hopper” system  
produced over 5 terabytes of data that was transferred to the Supercomputing 2011 
exhibit floor in Seattle, Washington, in near real-time on ESnet's new 100 gigabit-per-
second (Gbps) network. For comparison, a simulation using a 10 Gbps network 
connection was displayed on a complementary screen to show the difference in 
quality that an order of magnitude difference in bandwidth can make.
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Solving the Puzzle of the Neutrino
• NERSC and ESnet were vital in the 

successful measurement of the θ13
neutrino transformation.

Last and most elusive piece of a 
longstanding puzzle: why neutrinos appear 
to vanish as they travel

The answer – a new, surprisingly large type 
of neutrino oscillation  – affords new 
understanding of fundamental physics; 
may eventually help solve the riddle of Th D B i t tmay eventually help solve the riddle of 
matter-antimatter asymmetry in the 
universe.

• Experiment could not have been done 
without NERSC: PDSF for simulation

The Daya Bay experiment counts 
antineutrinos at detectors in three 

experimental halls (EH) near the Daya Bay 
nuclear reactor and calculates how many 
would reach the detectors if there were no without NERSC: PDSF for simulation 

and analysis; HPSS and data transfer 
capabilities; and NGF and Science 
Gateways for distributing results

• NERSC is the only site where all raw, 
simulated and derived data are analyzed

oscillation.   The plot shows measured 
disappearance of antineutrinos as a 

function of distance from the reactor.  The 
6.0% rate deficit at EH3 provides clear 
evidence of the new transformationsimulated, and derived data are analyzed 

and archived. 
• => Investment in experimental physics 

requires investment in HPC.

evidence of the new transformation.

PI: Kam-Biu Luk (LBNL)( )
HEP NERSC’s PDSF cluster Daya Bay detectors
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(dollars in thousands)

Research and Evaluation PrototypesResearch and Evaluation Prototypes
(dollars in thousands)

FY 2011 FY 2012 FY 2013
Change 

(FY12 to FY13)

Research and Evaluation Prototypes 4,301 30,000 22,500 -7,500 -25%

• Which computational architectures and platforms will deliver the most benefit 
for the science of today and the science of the future?

– Addresses the challenges of systems thatAddresses the challenges of systems that 
will be available by the end of the decade 

– Prepares researchers to effectively utilize 
next generation scientific computers  
R d th i k f f t t– Reduces the risk of future procurements. 

– In FY12, started research partnerships 
with NNSA to address critical 
technological issues for exascale 
computing such as memory, optical 
networks, etc.

– In FY13 critical technology 
partnerships will continue

REP supported development of the Blue Gene architecture –
a partnership between IBM, Argonne and Lawrence 
Livermore national labs The Blue Gene series was honored p p

20

Livermore national labs . The Blue Gene series was honored 
with the Medal of Technology and Innovation, October 2009
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Substantial innovation is needed to provide

ASCR ResearchASCR Research

Substantial innovation is needed to provide 
essential system and application functionality in 
a timeframe consistent with the anticipated 
availability of hardware 

Providing forefront research knowledge and 
foundational tools since the early 1950’s:
Applied MathematicsApplied Mathematics 
Computer Science 
Computational Partnerships (SciDAC)
Next Generation Networking for Science 
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Delivering Capabilities that Keep the U.S. IT Sector Competitive Delivering Capabilities that Keep the U.S. IT Sector Competitive 
“ASCR inside”“ASCR inside”

A few ASCR Technologies and the Companies that Use themA few ASCR Technologies and the Companies that Use them
• MPICH – Message passing library

“MPICH's impact comes from the fact that since it is open 
source, portable, efficient, and solid, most computer 

d  h  h  it  th  f d ti  f th  MPI vendors have chosen it as the foundation of the MPI 
implementation that they supply to their customers as part 
of their system software.” - Rusty Lusk, MPICH consortia
““MPICH is critical to the development of the F135 engine, 
which will power America’s next-generation Joint Strike 

LinuxFighter,” - Robert Barnhardt, VP, Pratt & Whitney

• Fastbit – Search algorithm for large-scale datasets 
“FastBit is at least 10 times, in many situations 100 times, 
faster than current commercial database technologies” –
Senior Software Engineer  Yahoo! Senior Software Engineer, Yahoo! 

• OSCARS - On-demand virtual network circuits 
“It used to take three months, 13 network engineers, 250 
plus e-mails and 20 international conference calls to set up 
an inter-continental virtual circuit. With OSCARS and 
collaborative projects, we can establish this link in 10 
minutes.” - Chin Guok, ESnet network engineer 

• perfSONAR - network performance monitoring
“These tools give us better visibility into the network, 
ll i   t  t bl h t f  i  i kl ”           allowing us to troubleshoot performance issues quickly.”           

-- Internet2 Network Performance Workshop participant
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(dollars in thousands)

AppliedApplied MathematicsMathematics
(dollars in thousands)

FY 2011 FY 2012 FY 2013
Change 

(FY12 to FY13)

Applied Mathematics 45,604 45,604 49,500 +3,896 +8.5%

• What new mathematics are required to accurately model complex systems 
such as plasma containment in a Tokamak or the electric power grid taking 
place on vastly different time and/or length scales?

– Mathematics for Data-intensive Science 
(increased in FY13)

– Uncertainty Quantification (Increased in FY12)
Numerical methods– Numerical methods

– Advanced linear algebra
– Computational meshing  
– Optimization algorithms  

M lti l th ti d lti h i– Multiscale mathematics and multiphysics  
– Joint Applied Mathematics-Computer Science 

Institutes  
– Mathematics of cyber security basic research  

Extended AMR capability for subsurface modeling of 
multicomponent, multiphase compressible flows - now 

– Computational Science Graduate Fellowship

23

p p p
being used by EM as part of the ASCEM project 
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• Started in 1991 because of the critical importance of

DOE Computational Science Graduate FellowshipDOE Computational Science Graduate Fellowship
(DOE CSGF)(DOE CSGF)

Started in 1991 because of the critical importance of 
computational science to the Nation and DOE’s  need 
for broadly trained advanced computational scientists  

• Funded by both DOE‐SC/ASCR and NNSA/ASC
• Requires that fellows 

– plan and follow a plan of study that transcends the bounds 
of traditional academic disciplines

– participate in 12‐week research experience at DOE lab  

• Benefits
U f f bj l h– Up to four years of support subject to renewal each year

– Full tuition and required fees will be paid during the 
appointment period

– Yearly stipend of $36,000 

– Academic allowance of $5,000 the first year and       $1,000 
in the remaining years for the professional development of 
the fellow

• CSGF Alumni:   
– Working at DOE labs, companies (IBM, GE, P&G, Intel, Pratt 

&Whitney, etc),universities (Duke, Stanford, UC, etc.)&Whitney, etc),universities (Duke, Stanford, UC, etc.) 

• 2012‐13 academic year: 729 applicants for 21 awards 

The Subcommittee believes that the CSGF is unique in its focus on Computational Science. It provides features that other 
Graduate research Fellowships do not, such as the Plan of Study, the Practicum, the Annual CSGF Conference and efforts to 
keep alumni engaged. In this regard, the CSGF is an exceptional program that produces interdisciplinary scientists uniquely 
qualified to address current and future computational science challenges.

2011 ASCAC Review of DOE Computational Science Graduate Fellowship Program
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(dollars in thousands)

Computer ScienceComputer Science
(dollars in thousands)

FY 2011 FY 2012 FY 2013
Change 

(FY12 to FY13)

Computer Science 47,301 47,400 54,580 +7,180 +15%

• What operating systems, data management, analysis, representation model 
development, user interface, and other tools are required to make effective 
use of current and future-generation supercomputers?

– Computer Science research for Data-
intensive Science (New in FY13 building  
on core investments in data focused on 
needs of SC programs)p g )

– Extreme Scale Operating and file systems. 
– Performance and productivity tools
– Programming models

Data management and visualization– Data management and visualization  
– Joint Applied Mathematics-Computer Science 

Institutes  
– Pre-competitive research in advanced 

t hit t
Quantified data reduction reduces time to visual 
understanding of remote data.  Technique available in computer architectures

25

g q
widely used open-source visualization tool and toolkit 
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(dollars in thousands)

Computational Partnerships (SciDAC)Computational Partnerships (SciDAC)
(dollars in thousands)

FY 2011 FY 2012 FY 2013
Change 

(FY12 to FY13)

Computational Partnerships 52,813 44,250 56,776 +12,526 +28%

• What advances in computer science and mathematics could enable 
researchers to more accurately model systems such as the earth’s climate, 
bioenergy, nano-materials and other areas important to DOE missions?

SciDAC recompeted in FY12
– SciDAC Institutes

• Four new SciDAC Institutes replace the 12 Centers 
and Institutes from SciDAC 2and Institutes from SciDAC 2

• Provides more effective support to applications
– Strategic  ASCR-SC Program Partnerships 

• Enabling strategic advances in program missions
• New FY13 partnerships will focus on specific p p p

data issues of partner facilities/collaborations
– Co-Design Centers 

• Close coupling of applications, computer science, 
and computer hardware architecture that is 
required for success at exascale

SciDAC-e visualization and analysis tools provide new 
ways for developing technology to store CO2 safely in 
deep surface rock formations to reduce the amount of 
CO2 in the atmosphere required for success at exascale.

• New in FY13 Data-intensive Science Co-design

26

CO2 in the atmosphere
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SciDAC Portfolio TimelineSciDAC Portfolio Timeline

SciDAC Outreach Center

4 Co‐Design Centers
(Combustion, Nuclear Engineering, Materials, Data‐intensive Science)

7 Centers for Enabling Technologies

C
R

 fu
nd

ed

4 SciDAC Institutes
4 SciDAC Institutes

Science Applications and Science

AS
C 4 SciDAC Institutes

(Computer Science, Applied Math, Uncertainty 
Quantification, Data & Visualization)

Science Applications and Science 
Application Partnerships

(High Energy Physics, Nuclear Physics, Climate, 
Groundwater, Biology, Materials, Fusion)

ne
r 

ed

Strategic ASCR – SC Program 
Partnerships

(High Energy Physics, Nuclear Physics, Climate, 
Materials Chemistry Fusion)

2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

P
ar

tn
fu

nd
e Materials, Chemistry, Fusion)
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Strategic ASCR Strategic ASCR –– SC Program PartnershipsSC Program Partnerships

• Goals and Objectives
– Partner with SC Programs to combine the best applied mathematics, computer 
science, and networking with SC program expertise to enable Strategic advances 
in program missions.

• Five FOAs – Proposals out for joint review:
– Fusion Energy Science: topics in Edge Plasma Physics Multiscale IntegratedFusion Energy Science: topics in Edge Plasma Physics, Multiscale Integrated 
Modeling, and Materials Science

– High Energy Physics: topics in Cosmological Frontier, Lattice Gauge Theory QCD, 
and Accelerator Modeling and Simulationand Accelerator Modeling and Simulation

– Nuclear Physics: topics in Low‐ and Medium‐Energy Nuclear Physics and Heavy 
Ion Collider Physics

Biological and Environmental Research: topics in dynamics of atmospheres– Biological and Environmental Research: topics in dynamics of atmospheres, 
oceans, and ice sheets that support Earth System Modeling

– Basic Energy Sciences: topics in theoretical chemistry and materials science, 
especially excited states of atoms and molecules materials electron correlation
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(dollars in thousands)

Next Generation Networking for ScienceNext Generation Networking for Science
(dollars in thousands)

FY 2011 FY 2012 FY 2013
Change 

(FY12 to FY13)

Next Generation Networking for Science 12,313 12,751 16,194 +3,443 +27%

• What tools are needed to make all scientific resources readily available to 
scientists, regardless of whether they are at a national laboratory, university, 
or industrial setting?g

– Distributed Data-intensive Science 
(increased in FY13)

– Distributed systems software including 
scalable and secure tools and services toscalable and secure tools and services to 
facilitate large-scale national and international 
scientific collaborations. 

– Advanced network technologies including 
dynamic optical network services scalabledynamic optical network services, scalable 
cyber security technologies, and multi-domain, 
multi-architecture performance protocols to 
seamlessly interconnect and provide access to 
distributed computing resources and science

End-system network interface controller for 100Gbps 
wide area networks extends 100G capability for full end-
t d ti it A l t t f f i d t distributed computing resources and science 

facilities. 
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to-end connectivity. Accelerates transfer of massive data 
sets between DOE labs and research institutions.
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• Dec 6 7 2011 Scientific Collaborations for Extreme Scale Science Workshop

Workshops

• Dec  6-7, 2011 Scientific Collaborations for Extreme Scale Science Workshop
Gaithersburg Marriott Washingtonian Center, Gaithersburg, MD; report at 

http://science.energy.gov/~/media/ascr/pdf/program -documents/docs/Scientific_Collaborations_for_Extreme_ 
Scale_Science_Report_Dec_2011_Final.pdf

• January 17, 2012 Exascale Summit
American Geophysical Union, Washington, DC p y , g ,

• February 21-24, 2012 Resiliency Workshop
Catonsville, MD 

• March 6, 2012 Modeling of Exascale Applications on Exascale Systems Summit
American Geophysical Union, Washington, DC 

• March 7, 2012 DOE Applied Math Summit
A i G h i l U i W hi t DCAmerican Geophysical Union, Washington, DC 

• March 8-9, 2012 Extreme Scale Solvers Workshop
American Geophysical Union, Washington, DC

• March 19-20, 2012 Computing Electrical and Optical Technologies for Computing Interconnectivity Workshop
American Geophysical Union, Washington, DC

• March 29-30 2012 Applied Math Principle Investigators Meeting• March 29-30, 2012 Applied Math Principle Investigators Meeting
American Geophysical Union, Washington, DC

• April 16-20, 2012 Exascale Research Principle Investigators Meeting
University of Oregon, Portland, OR

• May, 2012 Resilience Workshop
TBD, DC area 

• May 8-9, 2012 Transforming Geant4 for the Future
Rockville Hilton, Rockville, MD 

• June, 2012 Fault Management Workshop
TBD, DC area

• July, 2012 Data Intensive Science Workshop
TBD DCTBD, DC area

• September 11-12, 2012 Exploratory Workshop
American Geophysical Union, Washington, DC
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ASCR at a GlanceASCR at a Glance

Office of Advanced Scientific Computing Office of Advanced Scientific Computing 
ResearchResearch

Associate Director Associate Director –– Daniel Daniel HitchcockHitchcock
Phone: 301Phone: 301 903903 74867486Phone:  301Phone:  301--903903--74867486

EE--mail:  Daniel.Hitchcock@science.doe.govmail:  Daniel.Hitchcock@science.doe.gov

ResearchResearch Facilities Facilities esea cesea c
Division Director Division Director –– William HarrodWilliam Harrod

Phone:  301Phone:  301--903903--58005800
EE--mail:  William.Harrod@science.doe.govmail:  William.Harrod@science.doe.gov

ac t esac t es
Division Director Division Director –– Daniel Daniel 

Hitchcock Hitchcock (acting)(acting)
Phone:  301Phone:  301--903903--99589958

EE mail:mail:

Relevant Websites
ASCR:   science.energy.gov/ascr/
ASCR Workshops and Conferences:

EE--mail:  mail:  
Daniel.Hitchcock@science.doe.govDaniel.Hitchcock@science.doe.gov

ASCR Workshops and Conferences:  
science.energy.gov/ascr/news-and-resources/workshops-and-conferences/

SciDAC:  www.scidac.gov
INCITE:   science.energy.gov/ascr/facilities/incite/
Exascale Software:  www.exascale.orgg
DOE Grants and Contracts info:  science.doe.gov/grants/    
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Backup
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Three Exascale CoThree Exascale Co‐‐Design Centers AwardedDesign Centers Awarded

C S C C C
Exascale Co‐Design Center for Materials 
in Extreme Environments (ExMatEx) 

Director: Timothy Germann (LANL)

ExMatEx
(Germann)

CESAR
(Rosner)

CECDC 
(Chen)

National 
L b

LANL ANL SNL

LLNL PNNL LBNL

Center for Exascale Simulation of 
Advanced Reactors (CESAR) 

Director: Robert Rosner (ANL) 

Labs SNL LANL LANL

ORNL ORNL ORNL

LLNL LLNL

NREL

Combustion Exascale Co‐Design Center 
(CECDC) 

Director: Jacqueline Chen (SNL)

University 
&
Industry

Stanford Studsvik Stanford

CalTech TAMU GA Tech

Rice Rutgers

Partners U Chicago UT Austin

IBM Utah

TerraPower

General AtomicGeneral Atomic

Areva
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The four The four SciDACSciDAC Institutes are large team projects involvingInstitutes are large team projects involving
National Lab, University and Industry collaboratorsNational Lab, University and Industry collaborators

FASTMath
Director – Lori Diachin, LLNL

QUEST
Director – Habib Najm, SNL

SUPER
Director – Robert Lucas, USC

L Li (CA) S di (NM) U i i f S h CALawrence Livermore (CA) Sandia  (NM) University of Southern CA

Argonne (IL) Los Alamos (NM) Argonne (IL)

Lawrence Berkeley (CA) Johns Hopkins University (MD) Lawrence Berkeley (CA)

S di (CA d NM) M h tt I tit t f L Li (CA)Sandia (CA and NM) Massachusetts Institute for 
Technology (MIT – MA)

Lawrence Livermore (CA)

Rensselaer Polytechnic Institute (NY) University of Southern California 
(CA)

Oak Ridge (TN)

University of Texas at Austin (TX) University of CA, San Diego (CA)

University of Maryland (MD)

University of North Carolina (NC)Lead
Labs

University of Oregon (OR)

University of Tennessee, Knoxville (TN)

University of Utah (UT)

Universities
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The SciDAC Institute for Data and Visualization will be announced in late March 2012 
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Example:  New Turbo Compressors Reduce the Example:  New Turbo Compressors Reduce the 
Cost of Carbon Capture and SequestrationCost of Carbon Capture and Sequestration

OLCF helped Ramgen go from computer design to cutting Titanium in two months
 CO2 compressors are a large fraction of 

the cost of Carbon Capture and 
Sequestration (CCS)

OLCF helped Ramgen go from computer design to cutting Titanium in two months

Sequestration (CCS)

 Ramgen Power Systems is developing 
shock compression turbo machinery to 
reduce CCS costs
 A complementary goal for Ramgen’s innovations is 

lower cost, more efficient gas turbines for electricity 
generation 

 Ramgen has significantly advanced its 
Computational Fluid Dynamics model of Rampressor-2 
inlet guide vane row and rotor

shock wave based compression 
aerodynamic design process
 Observed designs that exhibit valuable new 

characteristics, only possible with OLCF’s Jaguar 
supercomputer

“Ramgen Power Systems would like to thank the Oak 
Ridge Leadership Computing Facility for helping us utilize 
Jaguar to the fullest potential, and drive innovations in a 
technology that will result in highly important products for 
the United States and the world ”supercomputer

 A new workflow paradigm shortens a 
more comprehensive design cycle for the 
compressors

the United States and the world.
- Allan Grosvenor, Ramgen Power Systems

p
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Example: Design of Fuel Efficient, Low Noise Jet EnginesExample: Design of Fuel Efficient, Low Noise Jet Engines

Results provided substantial ROI justification for GE to purchase its own supercomputer

 General Electric ran their largest-ever 
CFD calculation to advance study of 
t rbomachiner

Results provided substantial ROI justification for GE to purchase its own supercomputer

turbomachinery

 Studied for the first time unsteady flow 
characteristics in turbomachinery. This 
permitted comparative study ofpermitted comparative study of 
traditional turbine CFD analysis (steady 
flow) vs. unsteady flow analysis with and 
without mid-frame strut for a low 
pressure turbine

Simulation domain: 8 blade rows, first four 
stages of a 7-stage low pressure turbine: 
200M grid cells, 180K iterationspressure turbine 

 Simulations evolved from 3-D to 4-D

 Identified  efficiency shifts in each stage

 Discovered new insight into the behavior 
of secondary flows: vortical, high 
entropy flows near the hub and casing
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Example: Quieter PlanesExample: Quieter Planes

 Boeing is using ALCF to simulate turbulence created by 
aircraft landing gear and to calculate the noise caused by 
two cylinders placed in tandem in an air stream. 

 Boeing expects these capabilities to contribute to the design

Landing gear of Boeing 777

 Boeing expects these capabilities to contribute to the design 
of safe and quiet technologies

 The simulations are being carried out on eight 192 nodes 
(i.e. 32,768 cores) of the Blue Gene/P. The code used is the(i.e. 32,768 cores) of the Blue Gene/P. The code used is the 
multi-purpose CFD code NTS. It allows Delayed Detached-
Eddy Simulation(DDES)  and Improved Delayed Detached-
Eddy Simulations  (IDDES) to be compared, to each other 
and to experimental data.

Tandem cylinder used for V&V

and to experimental data.

Experiment used as baseline DDES method run at ALCF IDDES method run at ALCF
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