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The ECP team has been very busy since our last update

• Large focus on meeting ECP KPPs for applications and software technology

• Independent project review in early May

• Leadership transition in early June

• Preparing for project close out 

• Preparing for the post-ECP era;  Interactions with stakeholders

• Complementing this talk

– Sameer Shende will discuss E4S and extending it’s reach beyond ECP

– Ryan Prout will discuss software deployment activities

– Bronson Messer is discussing early science on Frontier

– Susan Coghlan is giving an update on Aurora



Progress toward 
completion of ECP’s 
Key Performance 
Parameters
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Frontier
Compute Node
1 64-core AMD “Optimized 3rd Gen EPYC” CPU
4 AMD Instinct MI250X GPUs
CPU & GPUs fully connected  AMD Infinity Fabric

Node Memory
512 GiB HBM2e memory
512 GiB DDR4 memory

Cache Coherent Memory across entire node

System Interconnect
HPE Slingshot. Four 200 Gbps (25 GB/s) NICs 
per node provides a node-injection bandwidth of 
800 Gbps (100 GB/s)

High-Performance Storage
716 PB at 9.4 TB/s plus 11 Billion IOPS from

36 PB node local storage at 65 TB/s

Programming Models
MPI, OpenMP, OpenACC, HIP, C/C++, Fortran, 
DPC++, RAJA, Kokkos, and others

Node Performance
214 TF double precision

System Size
9,472 nodes

≥2.0 Exaflop DP
PEAK PERFORMANCE

HPE Cray EX
FRONTIER

1 64-core AMD CPU

4 AMD MI250X GPUs

4 TB NVM local storage

FRONTIER COMPUTE NODE

Frontier supports, at a minimum, all non-ADTM threshold metrics for KPP-1, KPP-2, and KPP-3
Secure early access systems at LLNL support ATDM metrics for KPP-2 and KPP-3

• ECP gained access on April 5, 2023; 
initial feedback has been very positive 

• ECP teams transition to early science 
once they’ve hit their KPP

• 6 ECP teams were awarded INCITE 
allocations on Frontier for science 
campaigns

• Overall usage by ECP teams is just 
over 2.1M node hours to date
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ECP’s KPPs: Quantified with Explicit Targets

KPP ID Description of Scope Threshold KPP Objective KPP Verification Action/Evidence

KPP-1

11 selected applications 

demonstrate performance 

improvement for mission-

critical problems

✓ 6 of 11 applications 

demonstrate Figure of Merit 

improvement ≥50 on their 

base challenge problem

All 11 selected applications 

demonstrate their stretch 

challenge problem

Independent assessment of 

measured FOM results and base 

challenge problem demonstration 

evidence

KPP-2

14 selected applications 

broaden the reach of 

exascale science and 

mission capability

5 of 10 DOE Science and Applied 

Energy applications and 2 of 4 

NNSA applications demonstrate 

their base challenge problem

All 14 selected applications 

demonstrate their stretch 

challenge problem

Independent assessment of base 

challenge problem demonstration 

evidence

KPP-3

76 software products 

selected to meet an 

aggregate capability 

integration score

Software products achieve an 

aggregate capability integration 

score of at least 34 out of a 

possible score of 68 points

Software products achieve 

the maximum aggregate 

capability integration score of 

68 points

Independent assessment of each 

software product’s capability 

integration score

KPP-4
Delivery of 267 vendor 

baselined milestones in the 

PathForward element

✓ Vendors meet 214 out of the 

total possible 267

PathForward milestones

✓ Vendors meet all 267 

possible PathForward

milestones

Independent review of the 

PathForward milestones to assure 

they meet the contract 

requirements; evidence is the final 

milestone deliverable 
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ECP’s KPPs: Quantified with Explicit Targets

KPP ID Description of Scope Threshold KPP Objective KPP
Threshold Completion Status 

(2/27/22)

KPP-1

11 selected applications 

demonstrate performance 

improvement for mission-

critical problems

✓ 6 of 11 applications 

demonstrate Figure of Merit 

improvement ≥50 on their 

base challenge problem

All 11 selected applications 

demonstrate their stretch 

challenge problem

✓7 SC apps (1 complete, 4 

under review, 2 preparing)

• 3 more very close

KPP-2

14 selected applications 

broaden the reach of 

exascale science and 

mission capability

✓ 5 of 10 DOE Science and 

Applied Energy applications 

and 2 of 4 NNSA applications 

demonstrate their base 

challenge problem

All 14 selected applications 

demonstrate their stretch 

challenge problem

✓5 SC apps (2 under review, 3 

preparing) 

✓3 ATDM apps under review

• 1 more very close

KPP-3

76 software products 

selected to meet an 

aggregate capability 

integration score

Software products achieve an 

aggregate capability integration 

score of at least 34 out of a 

possible score of 68 points

Software products achieve 

the maximum aggregate 

capability integration score of 

68 points

• 27.5 integration points (5 

complete, 17 in closeout with 

FPD, 5.5 more under review)

KPP-4
Delivery of 267 vendor 

baselined milestones in the 

PathForward element

✓ Vendors meet 214 out of the 

total possible 267

PathForward milestones

✓ Vendors meet all 267 

possible PathForward

milestones

✓ 267 PathForward milestones
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The full KPP verification process is rigorous and time consuming 

KPP run 
completed

KPP 
document 
ready for 

SME 
review

SME
review 

feedback

PI 
feedback 
response

SME
finalizes 
review

KPP 
verification 
document 

sent to 
Federal 
Project 

Director for 
approval

1-3 weeks 1-2 weeks 0-3 weeks 1-2 weeks 1-2 weeks
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Frontier KPP Status Details

Verified KPP Completion
KPP completion has been confirmed by the lead SME and federal 

project director

KPP Under Review
The KPP verification document has been assembled and submitted to 

the L3 with all artifacts needed by SMEs to confirm KPP completion

Successful KPP Run
The team has successfully executed the simulations that they believe 

demonstrate their KPP

Ready to Run KPP The team is ready to attempt their KPP run, just waiting for time

Preparing for KPP
The team is not blocked but work remains before the team can 

attempt a KPP run

Minor Issues
There are minor issues that need to be addressed before the team 

can run their challenge problem or (for co-design) satisfy their KPP-3

Major Issues
The team is blocked by issues outside of their control. Support 

ticket(s) should be filed with OLCF and/or vendors.

Active Code Development
Code development and/or debugging needs to be completed before 

the team is ready to attempt KPP runs.

Not on The team has not yet begun testing on Frontier.

KPP Completion Tracking Status
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Status of KPP-1 Completion on Frontier
7 out of 11 KPP-1 applications tentative complete: achieves threshold!

KPP-1 Project
Frontier Status Comment or Results/Status or 

Current State or Status Details

LatticeQCD Preparing for KPP Close: 5/6 calculations complete

NWChemEx
Preparing for KPP

300-node Frontier runs have shown 

good results. Scaling work remains

EXAALT P Successful KPP Run FOM speedup: ~400

QMCPACK Major Issues OpenMP/library bugs

ExaSMR P KPP Under Review FOM Speedup:   ~70

WDMApp P KPP Under Review FOM Speedup:  ~150

WarpX P KPP Under Review FOM Speedup:  ~500

ExaSky P Verified KPP Completion FOM Speedup:  ~270

EQSIM P KPP Under Review FOM Speedup: ~3500

E3SM-MMFP Successful KPP Run
Achieved KPP on 5K nodes with 

FOM speedup: ~490

CANDLE Preparing for KPP Verifying if recent run met KPP
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KPP-2 Project Frontier Status Status

GAMESS Minor Issues OpenMP Bugs

ExaAM P Successful KPP run Scaling up Coupled Workflow

ExaWind Active code development Sparse solver Performance

Combustion-PELE P KPP Under Review KPP Demo used 7K Nodes

MFIX-Exa P KPP Under Review Sparse solver Performance

ExaStar Minor issues Compiler bug

Subsurface Minor Issues Hypre (solver) bug

ExaSGD P Successful KPP run Close: minor system issues

ExaBiome P Successful KPP run
Successful 9K node run with 

50TB dataset

ExaFEL Active code development Scalability

Ristra (LANL) Using EAS-3 / El Capitan SME review not successful

MAPP (LLNL)P Using EAS-3 / El Capitan SME review successful

SPARC (SNL)P Using EAS-3 / El Capitan SME review successful

EMPIRE (SNL)P Using EAS-3 / El Capitan SME review successful

Status of KPP-2 Completion on Frontier
5 of 10 SC applications and 3 of 4 NNSA applications have tentatively achieved their KPP goals
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Example KPP-1 Application Runs

Project Challenge Problem FOM 

Speedup

Nodes Used ST/CD Tools

WDMApp: 

Fusion 

Tokamaks

Gyrokinetic simulation of the full ITER 

plasma to predict the height and width of 

the edge pedestal

150 6156 CODAR, CoPA, 

PETSc, ADIOS, 

VTK-m

ExaSMR: Small 

Modular 

Reactors 

NuScale-style Small Module Reactor (SMR) 

with depleted fuel and natural circulation

70 6400 CEED, Trilinos

EXAALT: 

Molecular 

Dynamics

Damaged surface of Tungsten in conditions 

relevant to plasma facing materials in fusion 

reactors

398.5 7000 Kokkos, CoPa

EQSIM: 

Earthquake 

Modeling and 

Risk

Impacts of Mag 7 rupture on the Hayward 

Fault on the bay area.

3467 5088 RAJA, HDF5

WarpX: Plasma 

Wakefield 

Accelerators

Wakefield plasma accelerator with a 1PW 

laser drive

500 8576 AMReX, libEnsemble, 

ADIOS, HDF5, VTK-

m, ALPINE

ExaSky: 

Cosmology

Two large cosmology simulations 

• gravity-only

• hydrodynamics

271.6 8192 CoPa, VTK-m, 

CINEMA, HDF5
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ExaSky: Computing the Sky at Extreme Scales

Hours of run-time on Frontier

ECP Challenge Problem
The challenge problem consists of two 
HACC simulations, 1) a gravity-only run 
which will be the basis for the most detailed 
large-area synthetic sky maps ever made, 
2) a large-volume, survey-scale, gravity + 
hydro simulation for multiple cosmology 
probe predictions, including cross-
correlations. Exascale and Beyond

• New generation of astrophysical 
subgrid models, hydro solvers, 
radiation transport/hydrodynamics

• Sustained code/algorithm evolution 
for future (specialized) hardware; 
support of community science effort

• AI/ML methods for increased 
dynamic range, new physics, and 
subgrid model speed-up 

• New science applications within and 
outside current domains (e.g., multi-
messenger astrophysics, plasma 
physics)

ECP Team

Key Simulation Milestone

Argonne JD Emberson, Nicholas Frontiere, 

Salman Habib, Katrin Heitmann, 

Adrian Pope, Esteban Rangel

LANL

LBNL

Pascal Grosset

Jean Sexton, Zarija Lukic]

High dynamic range, 
survey-scale cosmic 
simulations, including 
gas dynamics and 
detailed models of 
subgrid physics for 
multi-wavelength in-
survey and cross-
survey studies

Software Products Delivered

Core Modeling 

Capabilities

• Extreme-scale gravity + hydro 

cosmological simulations

• Subgrid models for star and 

black hole formation, 

astrophysical feedback 

mechanisms

• Detailed modeling of 

observations for high-fidelity 

synthetic sky catalogs

Codes • HACC/CosmoTools, Nyx, 

SWFFT

Target Domains • Multi-wavelength sky surveys

• Plasma physics, particle 

transport

Key Software 

Dependencies

• ArborX, SZ, VeloC (HACC)

• AMReX, SUNDIALS (Nyx)

FOM on 8192 Frontier nodes is 

~230X baseline run on ANL 

Theta system



13

ExaSky: Progress on Multiple GPU Platforms

• HACC:

- Design focuses performance on a small number (~10) of 

compact kernels that are separately optimized for each system

- Increased accuracy through more resolution  (particles) and 

higher order SPH algorithms

- Performance validated on AMD, Intel, NVIDIA GPUs

- Early science runs on Crusher, Perlmutter, Polaris (ongoing), 

test runs on Frontier

• Nyx:

- Ready for Frontier testing (running on Crusher), running on 

Perlmutter, tests on Intel devices ongoing

- Successful transition from CPU to CPU-GPU systems based 

on AMReX framework advances under ECP; good 

performance enhancements achieved

• Use of ECP Software Technology:

- HACC uses ArborX (fast analysis), VeloC (checkpointing), SZ 

(data compression); Nyx (based on AMReX), uses HDF5, 

SUNDIALS (ODE solvers), SZ

HACC and Nyx comparison 

(Chabanier et al. arXiv:2207.05023) 

for Ly-alpha simulations; 

agreement is at the 1% level, the 

best between Lagrangian and 

Eulerian codes ever achieved.
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Simulation of 
CLR air reactor 
at full scale 
resolution with 
interphase heat 
mass, 
momentum 
coupling. 
Oxygen 
reduction in gas 
(white) illustrates 
uptake by solids 
carrier.

MFIX-Exa: Exascale modeling of carbon capture reactors 

1486 Summit 
Nodes

ECP Team

Key Simulation Milestone

NETL Jordan Musser, William Fullmer,

Roberto Porcu, Deepak 

Rangarajan

LBL Ann Almgren, Hengjie Wang

Software Products Delivered

Core Modeling 

Capabilities

• Low-Mach, fully coupled 

reactive gas-particle flows

• CFD and DEM on block-AMR 

structured grids with embedded 

boundaries

Codes • MFIX-Exa

• CSG-EB lib

Target Domains • Decarbonization technologies

• Bioreactors

• Pharmaceuticals

• Geological Sciences

Key Software 

Dependencies

• AMReX

• hypre

• ALPINE

Exascale and Beyond

• Gas-solids reactor design, 
diagnostics and optimization:

- Decarbonization technologies

- U.S. manufacturing (e.g., iron 
reduction furnaces)

• Base funding needed to sustain 
growing ecosystem & user-base

• Key research areas

- Fluidization, particle transport, 
granular materials

- Low-Mach CFD on block-AMR 
grids with embedded boundaries

- Interphase transfer

ECP Challenge Problem

CFD-DEM (discrete element method) 
simulation of NETL's 50 kW chemical 
looping reactor (CLR), containing 5 
billion particles and including the full-
loop CLR geometry covering all five 
flow regimes including interphase 
momentum, mass, and energy 
transfer.

Goal:  Demonstrate commercial-

scale transformational energy 

technologies that curb fossil fuel 

plant CO2 emission by 2030.
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The MFIX-Exa project is targeting a 1000X increase in capabilities 
through new algorithms and exascale computing

ECP accomplishments:

– Added CFD discrete element method to AMReX adaptive mesh 
refinement framework

– Extended physical modeling capabilities to include heat and mass 
transfer, species composition and chemical reactions

– Added a lower-fidelity particle-in-cell (PIC) to enable initial condition 
bootstrapping and save computational resources for evolving the 
(guessed) initial condition to a fully-developed state.

– Fully ported the code from CPUs to GPUs 

– Performed weak scaling studies up to 8,192 GPUs on OLCF’s Summit 
supercomputer, nearly 30% of the machine

– Modeled a lab-scale demonstration of one of NETL’s cylindrical spouted 
beds containing 2.2 million HDPE particles fluidized by a central high-
speed gas jet. 

PI: Madhava Syamlal, NETL

New capabilities give orders of magnitude improvements in size 
and complexity of systems that can be studied; earlier models 
only allowed for smaller, simplified geometries
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Managing the KPP-3 integration process is complex

• The first time our community has explicitly tried to put 
this kind of metric of success in place

• Definition:  A KPP-3 integration is the use of a 
significant capability by a client (application, other 
library, facility, etc.) in a sustained way in the exascale
ecosystem

• Definition: A KPP-3 weighted point is obtained when a 
team shows evidence of 4 (typically) integrations

• KPP-3 has 68 total possible weighted points; 34 
needed for threshold

• 290 possible integrations; 160 needed to pass KPP-3

• Terry Turton and Joshua Sartin (LANL) have 
developed numerous dashboards and processes to 
make this tractable

• Planning a KPP-3 reviewer ‘jamboree’ in late June
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Inevitably, challenges remain on Frontier

• Software stack

– Various MPI issues caused in part by the software layer’s interaction with Slingshot interconnect (e.g., GPU-
aware MPI)

– Immaturity with OpenMP target offload, particularly with Fortran

• User errors / knowledge

– Using a different scheduler (SLURM) relative to other systems (e.g., LSF on Summit), 

– Building source code correctly, 

– Settling on the myriad of environment variables (particularly for MPI)

• Node hardware failures (GPUs, SIVOCS, memory), typical on the front end of the “bathtub curve”, 
principal cause for MTBF numbers that are lower than that envisioned for steady state operations

• Performance variability at scale remains, e.g., due to global reductions, all-to-all, hanging switches

– SlingShot network is hanging together better now, e.g., no major “meltdowns”

– Jobs near full system size (8-9K nodes) having better success than just a few weeks ago
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Aurora will provide an important test of exascale portability

• Approximately seven AD teams currently 
using Sunspot (Aurora TDS system)

– Several utilizing >= 50% of system

– Some early excellent results: e.g. OpenMC

• Many teams are eager to exercise their 
codes at scale on Aurora as soon as it is 
available.

• ECP is expected to give AD teams a 
major head start in being able to 
efficiently take advantage of DOE 
leadership class compute resources.

Compute Node

2 Intel® Xeon® CPU Max Series processors; 6 

Intel® Data Center GPU Max Series 

GPUs; Unified Memory Architecture; 8

fabric endpoints; RAMBO

GPU Architecture

Intel® Data Center GPU Max Series; Tile-

based chiplets, HBM stack,

Foveros 3D integration, 7nm

System Interconnect

HPE Slingshot; Dragonfly

topology with adaptive routing

Network Switch

25.6 Tb/s per switch, from 64–200 Gbs

ports (25 GB/s per direction)

High-Performance Storage

≥230 PB, ≥25 TB/s (DAOS)

Node Performance

>130 TF

System Size

>10,000 nodes

• Several teams are on Sunspot (Aurora 

TDS); about 3000 node hours used to date

• Limited Auroral access expected in July 

2023; full access in October 2023



Independent Project 
Review held May 2-4, 
2023 at ORNL
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IPR Charge Questions

Is the project making adequate progress to address the recommendations and comments from the March 
2022 Independent Project Review? YES1

Is the project on track to meet its threshold KPPs? YES2

Are risks adequately identified and managed with appropriate responses? Is there adequate contingency to 
successfully complete the project? YES4

Is the overall project being properly managed? YES5

Is the ECP adequately prepared for project close out? YES3
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Summary of Actionable Comments

• Communicate, Communicate, Communicate

– Develop articles/podcasts that showcase relevance for a non-technical audience

– Continue Capabilities Assessment Report for software technologies

– Follow through on the communications strategy and plan

– Develop a plan to transition the ECP website and embedded communications

• Update staffing and succession planning for ECP leadership and key technical personnel

• Elucidate the KPP verification process with specific examples and improve progress tracking via 
dashboards

• Work to ensure codes are robust and reliable once KPPs are met 

• Encourage stretch science problems and success on both exascale platforms
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ECP Communication Strategy

• ECP has increased staff resources to ‘spread the word’

• Recap: Calendar Year 2022 

• 17 Podcasts Published (Total now 101 episodes) 

• > 950 Million Media Impressions Worldwide 

• 3,178 followers on Twitter 

• 3,800 followers on LinkedIn Exascale Computing 

• 916 subscribers YouTube channel 

• Exascale Day 2022 Collaboration with
Labs, Vendors and Industry/Agency Council Members) 

• 45 articles posted 

• 33 video clips and researcher quotes 

• Planned

• Then and Now article series

• ECP Book

• Significant presence at SC23

• Stakeholder meetings



Leadership Transitions



24

Recent Leadership Changes

Doug Kothe (ORNL) 
departed ORNL for 

SNL June 2

Lori Diachin (LLNL) 
assumed ECP Director 

role June 1

Ashley Barker (ORNL) 
named ECP Deputy 

Director June 1

Katie Antypas (LBNL) 
departing for NSF in 

early July

Richard Gerber (LBNL) 
will assume HI Lead Role
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ECP continues to enjoy a lot of stability at the L2 and L3 levels

Hardware and Integration
2.4

Antypas (LBNL)

PathForward
2.4.1

de Supinski (LLNL)

Hardware Evaluation
2.4.2

Pakin (LANL)

Facility Resource Utilization
2.4.5

Som (ANL)

Application Integration 
at Facilities 

2.4.3
Parker (ANL)

Software Deployment 
at Facilities

2.4.4
Prout (ORNL)

Training and Productivity
2.4.6

Marques (LBNL)

Software Technology
2.3

Heroux (SNL)

Programming Models and 
Runtimes

2.3.1
Thakur (ANL)

Development Tools
2.3.2

Vetter (ORNL)

Mathematical Libraries
2.3.3

Li (LBNL)

Data and Visualization
2.3.4

Ahrens (LANL)

Software Ecosystem and Delivery
2.3.5

Munson (ANL)

NNSA Software Technologies
2.3.6

Mohror (LLNL)

National Security Applications
2.2.5

Francois (LANL)

Chemistry and Materials 
Applications

2.2.1
Deslippe (LBNL)

Energy Applications
2.2.2

Evans (ORNL)

Earth and Space Science 
Applications

2.2.3
Martin (LBNL)

Data Analytics and Optimization 
Applications

2.2.4
Hart (SNL)

Co-Design
2.2.6

Germann (LANL)

Application Development
2.2

Siegel (ANL)

Project Management
2.1

Cook (ORNL)

Project Planning and 
Management

2.1.1
Chance (ORNL)

Project Controls and Risk 
Management

2.1.2
Fomby (ORNL)

Information Technology 
2.1.5

Noll (ORNL)

Business Management
2.1.3

Milburn (ORNL)

Procurement Management
2.1.4

Besancenez (ORNL)

Communications and Outreach
2.1.6

Gibson (ORNL)

Exascale Computing Project 
2.0

Diachin (LLNL)

Green: Changes since March 2022

Yellow:  Upcoming changes



Outreach and Broader 
Engagement Activities
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ECP has been very active with our Industry and Agency Council

Date ECP Events

October 26-27, 2022 IAC Meeting at ORNL

October 31, 2022 Cloud Computing Workshop (IAC) (virtual)

November 2022 Fortran Workshop (IAC) (virtual)

January 27, 2023 Winter Quarterly IAC (virtual)

February 2023 ECP community BOF days and tutorials

April 11, 2023 NASA Technical Deep dive (AD)

June 1-2, 2023 IAC Spring/Summer meeting

June 2023 NOAA collaboration meeting ORNL

July 2023 NASA Technical Deep dive (ST)



28

NASA/ECP Technical Deep Dive – April 11, 2023

• Focus on CFD applications 
and supporting co-design 
technologies from AMReX and 
CEED

• ~60 participants

– 30 from NASA Ames, Langley, 
Glenn, Goddard, HQ

– 30 from ECP

• Next steps include identifying 
targeted collaborations via 
embedded teaming and longer 
term (FY25) joint DOE/NASA 
funding opportunities

• ST deep dive planned for July
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The most recent Industry and Agency Council Meeting focused on 
learnings from ECP involvement

• ~20 participants (10 from the IAC; 10 from ECP)

• Special topics:  

– DoD experiences with E4S

– GE knowledge management system

• Survey results and lightening talks

– What IAC members have learned from ECP about HPC or other topics

– Recommendations from the IAC to ECP

• Key take aways

– Significance of the move to GPUs; in some cases resulting in a change in 
internal computing strategies

– The need for software to leverage advanced architectures

– ECP has de-risked a move to GPUs for many

– The value of lessons learned and networking with others in the community was 
highly cited

– Continue to momentum for ECP applications and software

– Communicate!

June 1-2, 2023
Argonne National Laboratory
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Summer 2022:

• 61 participants: 13 
student track, 16 faculty 
track (+29 students), 
3 self-funded students

• 82% of overall 
participants represent   
at least 1 element of 
diversity

• Mentors/hosts through 
ECP and Facilities 
community

• Matches at all 9 
participating labs

Summer 2023:

• Multi-lab CRLC program 
spanning ECP and other 
computational and data 
science projects 60+ 
faculty and students 
participating

Sustainable Research Pathways

SRP @ LBNL and SRP-HPC @ BNL

https://www.exascaleproject.org/hpc-workforce


Project Close out
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ECP will focus a significant amount of time and energy on project 
close out over the next 6-12 months

• Complete all technical work including documentation and review of KPPs

• Complete documentation required for a formal 413.3b project

– Final milestone reports

– Financial close out plan

– Transition to operations plan

– Project Close out report

– Lessons learned

• Formal review of project completion including estimate of final costs, KPP completion verification, 
project documentation, etc

• Archive and/or transition project artifacts and project management tools

• Strong focus on outreach and continued stakeholder engagement
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July 2023–Dec 2023 

Aurora Access

Q4

FY 2023

Q1 Q2 Q3

JulOct 2022 Jan Apr

Dec 2022: Aurora TDS

ECP Internal Use Only

Q1

Oct 2023

Jul 2022 – Oct 2023: KPP Demonstrations

CY 2023 INCITE

Mar – Dec 2023 

Full Frontier System Access

Status IPR

ECP will Extend One Quarter to December 31, 2023

Frontier TDS Access

End of Technical Work

We are here

Nov 2022-Dec 2023: KPP Review and approval

Scope for the final quarter of 
technical work includes:

• KPP run completions, write up 
and review for any teams not 
already done

• KPP stretch goals

• Porting to Aurora

• Final milestone reports

• Outreach activities including 
conferences, journal articles, etc.

• Code documentation and 
hardening

Limited Frontier Access

Once KPP run is met teams work on stretch goals, code hardening, ports to Aurora, etc..

Limited Aurora 

Access

Limited TDS 

Access

Once it is clear ECP will meet KPP thresholds, ECP will return any uncommitted/unneeded contingency to 

ASCR.  Additionally, any unspent funds remaining after Q1 FY24 not needed for project close out will be 

de-obligated and returned to ASCR. 
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Q2 Q3 Q4

July 2024Jan 2024 April 2024 Oct 2024

Preliminary cost and 
reconciliation with 
partner labs

Subcontract Invoice Status 
and remaining obligations

Close out report ready for review

CD-4 Review

Finalize and submit 
CD-4 documents

ESAAB Review

Archive project data and decommission project 
systems

As of March 2023, the ECP has close to 
390 active MPOs and ~150 active 
funded subcontracts including awards to 
universities, HPC vendors, and software 
procurements.

Hand off to ORNL 
project office

ORNL project 
office completes 
subcontract 
close out and 
final report

Timeline of Closeout Activities Once Technical Work is Complete
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Leadership team will remain engaged through FY24

• Finalizing project documentation

• Preparing for the CD-4 review; following up on any recommendations

• Helping archive project artifacts

• Conducting technical outreach – successes and impact of ECP

– Stakeholders

– Broader non-technical audiences

• Continuing to work on post-ECP sustainability (transitioning ECP technologies to ‘operations’)



Post-ECP 
sustainability
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ECP ST team successful in proposing PESO to the ASCR 
sustainability seedling call

Deploying a hub and spoke model 
for a wide array of software 

product communities

• Anticipate it will include DOE-
sponsored and 
commercial/community software 
products

• Shared design space 
exploration, coordination, etc.

• Already working with three other 
seed projects for workflows, 
tools, programming systems

Enabling Cross Cutting 
Communities of Practice

• Scientific software developers 
(e.g. IDEAS, HPC best 
practices)

• Community Outreach (e.g., 
Center for Scientific 
collaboration and community 
engagement)

• Software Foundations (e.g., 
NumFOCUS, Linsu)

• Workforce development 
(e.g.,Research software 
engineers, BSSw Fellows, 
Sustainabie Resesarch
Pathways)

Community Engagements

• Recent workshop at ANL will 
result in a report

• LSSW meeting – Update on 
seed projects (June 15) 
(https://lssw.io/Meeting13)

• PESO meeting – PESO 
Overview and Panel (June 20) 
(https://lssw.io/PESOMeeting1)

https://lssw.io/Meeting13
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ECP will continue to engage in significant outreach and stakeholder 
activities as we bring the project to a close

• Engaging stakeholders on the new capabilities developed

• Engaging industry and other agencies with outreach and 
lessons learned to broaden the community of exascale-ready 
applications and technologies

• Gathering feedback on the value and impact of 
exascale computing in their domains

• We are aware of and targeting possibilities for follow on 
funding from DOE or other agencies

– DOE ASCR: SciDAC, EERCs, Research / ACT Division FOAs, 
Facility Division IRI

– DOE SC Program (BER, BES, FES, HEP, NP) FOAs

– DOE Earthshots, microelectronics

– DOE NNSA (NA-10, NA-20)

• We are committed to being very aggressive in our outreach on all facets of ECP and seek your 
advice and input in those endeavors

AD stakeholder engagement
Office POC Briefing Date

FECM Jennifer Wilcox December 8, 2021

FES James Van Dam December 23, 2021

October 13, 2022

HEP Harriet Kung June 10, 2022

BES Linda Horton June 29, 2022

WETO Benjamin Hallissy September 26, 2022

NE Katie Huff October 31, 2022

NP Tim Hallman May 10, 2023

BER Gary Geernaert June 15, 2023

EERE VTO, GTO, JOET, AMMTO TBD

OE Gil Bindewald TBD

CESER Puesh Kumar TBD
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Looking Ahead
• Frontier

– Support all 62 ECP teams now on Frontier, with priority for those not yet hitting threshold targets

– Prioritize KPP-2 application and KPP-3 software product teams (including consumers needed for verification)

– Strive to knock off KPP-2 and KPP-3 as soon as possible. Optimistic for threshold on both before Q3 FY23 

• Aurora

– Support all 62 ECP teams now on Aurora TDS (Sunspot) with focus on any blocking issues

– Roll selected AD and ST teams on starting Jul 2023, with priority for teams that may meet their threshold KPP or are 
otherwise likely to deliver scientific impact (e.g., KPP objective). Full access is expected in Oct 2023

• KPP targets: preference for Frontier due to existing availability

– KPP-1: Strive for all 11 applications meeting their base challenge problem and performance metrics

– KPP-2: Expect to meet at least half of 10+4 applications to meet their base challenge problem (6+3)

– KPP-3: Not unrealistic to see an integration score of 60+ points (out of 68 possible)

• Opportunities

– Ensure scope post KPP threshold for each AD and ST team targets KPP objective and post ECP uptake

• Closeout: ensure expeditious closeout of all MPOs and subcontracts, success CD-4 review, return of all 
uncommitted ASCR funds back to ASCR for appropriate rescoping 
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Wind Energy Cancer Accelerators

Carbon 

Capture Materials

Experimental 

Data

National 

Security

Nuclear Energy Genomics

Photon 

Science Subsurface Chemistry QCD Astrophysics

Power Grid

Additive 

Manufacturing Climate Earthquakes Engine Design Fusion Catalysis

The breadth of ECP applications is remarkable; truly indicative of a  
change in computing abilities for DOE and the nation
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Questions?



EXTENDING THE IMPACT OF THE ECP SOFTWARE 
ECOSYSTEM

ASCAC Meeting 

2:30pm – 3:00pm EDT
DoubleTree Hotel, Crystal City, Arlington, VA

Prof. Sameer Shende
Research Professor and Director,
Performance Research Laboratory, OACISS, University of Oregon
President and Director, ParaTools, Inc. 

http://e4s.io/talks/Shende_PT_ASCAC23.pptx
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Challenges

• As our software gets more complex, it is getting harder to 
measure the performance of, and install tools and libraries 
correctly in an integrated and interoperable software stack 
to deploy our HPC applications to the cloud platforms! 
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Technology Translation

ParaTools, Inc. was founded in 2004: Prof. Allen D. Malony and Prof. Sameer Shende

• Spinoff from University of Oregon (UO) with equity participation (Office of Technology Transfer)

• Licenses TAU Performance System® trademark from UO under a royalty agreement

• Develops HPC business projects by providing consulting services

• Aims to improve the performance and productivity of software on HPC systems

ParaTools business

• Training in HPC performance tools

• HPC performance engineering

• TAU and E4S support

– Continuous Integration Continuous Deployment (CI/CD)

– Enhancements, design, installation, maintenance, support, engagement with applications’ teams

• Parallel runtime systems, cloud platforms

• ParaTools provides E4S and TAU support and is optimizing E4S for commercial cloud platforms
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ParaTools’ High Performance Software Mission

• Software performance engineering is vital to realizing full capability
– Computational performance growth is slowing (End of Moore’s Law)

– Computer systems are more complex and difficult to use than ever

• Performance engineering tools have not kept pace with industry
– Domain experts often lack extensive programming expertise

– Vendor supplied tools are limited or biased

– Popular performance engineering software tools are experimental, ad-hoc, unstable, unsupported, or 
for experts only

• Customers are developing in-house, ad-hoc tools and workflows
– Expensive, time consuming, non-transferable software developed reactively on a case-by-case basis

– No provenance leaves customer at risk

• Lack of expertise makes high performance computing (HPC) inaccessible to small- and 
mid-sized customers

– Many manufacturers in the United States experience missed deadlines and restricted product 
innovation due to computing performance limitations

• Focus on HPC performance engineering technologies and solutions
– Increase performance productivity
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TAU Performance System®

Portable profiling and tracing toolkit for

performance analysis of HPC parallel programs

• Supports all parallel execution models

• Provides instrumentation  and measurement

• Parallel profiling analysis and data mining

• Open source: https://www.paratools.com/TAU 

TAU runs on all HPC platforms
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TAU Commander: Improving the Usability of TAU Performance System®

TAU Commander is a powerful environment to

assist developers in managing their performance

analysis activities and optimizing HPC software

It offers capabilities across languages, parallel

programming models, and HPC platforms.

Just one command: tau



Extreme-scale 
Scientific Software 
Stack (E4S)
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Application Development (AD) Software Technology (ST) Hardware and Integration (HI)

Integrated delivery of ECP products 
on targeted systems at leading DOE 

HPC facilities

6 US HPC vendors 
focused on exascale node and system 

design; application integration and 
software deployment to Facilities

Deliver expanded and vertically 
integrated software stack to achieve 
full potential of exascale computing

71 unique software products 
spanning programming models and 

run times, 
math libraries, 

data and visualization

Develop and enhance the predictive 
capability of applications critical to 

DOE

24 applications 
National security, energy, 

Earth systems, economic security, 
materials, data

6 Co-Design Centers
Machine learning, graph analytics, 

mesh refinement, PDE discretization, 
particles, online data analytics

ECP’s holistic approach uses co-design and integration to 
achieve exascale computing

Performant mission and science applications at scale

Aggressive 
RD&D project

Mission apps; integrated 
S/W stack

Deployment to DOE 
HPC Facilities

Hardware 
technology advances
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US DOE HPC Roadmap to Exascale Systems

LLNL
IBM/NVIDIA

ANL
IBM BG/Q

ORNL
Cray/AMD/NVIDIA

LBNL
HPE/AMD/NVIDIA

LANL/SNL
HPE/Intel

ANL
Intel/HPE

ORNL
HPE/AMD

LLNL
HPE/AMD

LANL/SNL
Cray/Intel  Xeon/KNL

2012-2020 2021-2023

ORNL
IBM/NVIDIA

LLNL
IBM BG/Q

Sequoia

Cori

Trinity

ThetaMira

Titan Summit

ANL
Cray/Intel KNL

LBNL
Cray/Intel  Xeon/KNL

Sierra

Exascale 
Systems

d
e

c
o

m
m

is
s
io

n
e
d Aurora
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ECP Software Technology (ST)

Develop and deliver high-quality 
and robust software products

Guide, and complement, and 

integrate with vendor efforts

Prepare SW stack for scalability 
with massive on-node parallelism

Extend existing capabilities when 

possible, develop new when not

Goal
Build a comprehensive, coherent 
software stack that enables 
application developers to 
productively develop highly 
parallel applications 
that effectively target 
diverse exascale 
architectures
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Extreme-scale Scientific Software Stack (E4S)
• E4S: HPC Software Ecosystem – a curated software portfolio

• A Spack-based distribution of software tested for interoperability and portability to multiple architectures with support for GPUs 

from NVIDIA, AMD, and Intel in each release

• Available from source, containers, cloud, binary caches

• Leverages and enhances SDK interoperability thrust

• Not a commercial product – an open resource for all

• Oct 2018: E4S 0.1 - 24 full, 24 partial release products

• Jan 2019: E4S 0.2 - 37 full, 10 partial release products

• Nov 2019: E4S 1.0 - 50 full,  5 partial release products

• Feb 2020: E4S 1.1 - 61 full release products

• Nov 2020: E4S 1.2 (aka, 20.10) - 67 full release products

• Feb 2021: E4S 21.02 - 67 full release, 4 partial release

• May 2021: E4S 21.05 - 76 full release products

• Aug 2021: E4S 21.08 - 88 full release products

• Nov 2021: E4S 21.11 - 91 full release products

• Feb 2022: E4S 22.02 – 100 full release products 

• May 2022: E4S 22.05 – 101 full release products 

• August 2022: E4S 22.08 – 102 full release products

• November 2022: E4S 22.11 – 103 full release products

• February 2023: E4S 23.02 – 106 full release products

• May 2023: E4S 23.05 – 109 full release products

Also include other products .e.g.,
AI: PyTorch, TensorFlow (CUDA, ROCm)
Co-Design: AMReX, Cabana, MFEM
EDA: Xyce

https://e4s.io

https://e4s.io/
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E4S: Extreme-scale Scientific Software Stack
• E4S is a community effort to provide open-source software packages for developing, deploying and running scientific 

applications on HPC platforms.

• E4S has built a comprehensive, coherent software stack that enables application developers to productively develop highly 

parallel applications that effectively target diverse exascale architectures. 

• E4S provides a curated, Spack based software distribution of 100+ HPC, EDA (e.g., Xyce), and AI/ML packages (e.g., 

TensorFlow, PyTorch).

• With E4S Spack binary build caches, E4S supports both bare-metal and containerized deployment for GPU based platforms.

• X86_64, ppc64le (IBM Power 9), aarch64 (ARM64) with support for GPUs from NVIDIA, AMD, and Intel

• HPC and AI/ML packages are optimized for GPUs and CPUs. 

• Container images on DockerHub and E4S website of pre-built binaries of ECP ST products.

• Base images and full featured containers (with GPU support).

• Commercial support for E4S through ParaTools, Inc. for installation, maintaining an issue tracker, and ECP AD engagement.

• https://dashboard.e4s.io https://e4s.io/talks/E4S_Support_May23.pdf

• e4s-cl container launch tool allows binary distribution of applications by substituting MPI in the containerized app with the 

system MPI. e4s-alc is a tool to create custom container images from base images 

• Quarterly releases: E4S 23.05 released on May 31, 2023: https://e4s.io/talks/E4S_23.05.pdf

• E4S for commercial cloud platforms: AWS image supports MPI implementations and containers with remote desktop (DCV).

• Intel MPI, NVHPC, MVAPICH2, MPICH, MPC, OpenMPI

https://e4s.io

https://dashboard.e4s.io/
https://e4s.io/talks/E4S_Support_May23.pdf
https://e4s.io/talks/E4S_23.05.pdf
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Considerations while deploying HPC/AI workloads to the cloud

• Which cloud provider? 

• AWS, OCI, GCP, Azure, …

• Why not all? 

• HPC and AI/ML workloads need low latency, high bandwidth

• Which MPI?

• Which image? 

• Base Ubuntu without HPC tools or libraries? Too steep a learning curve

• Provisioning and building the image on different cloud providers

• Command line interfaces can be cumbersome to use

• Bursting to the cloud from on-prem clusters using batch submission scripts? 
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Key considerations for cloud-based deployment for E4S

• MPI - the core inter-node communication library has several implementations

– Intel MPI, MVAPICH2-X, OpenMPI

– Interfacing MPI with the job scheduling package (MOAB, Torque, SLURM)

• Cloud providers have different inter-node network adapters:

– Elastic Fabric Adapter (EFA) on AWS

– Infiniband on Azure

– Mellanox Connect-X 5 Ethernet (ROCE) on Oracle Cloud Infrastructure (OCI)

• Intra-node communication with XPMEM (driver and kernel module support is critical)

• GPU Direct Async (GDR) support for communication between GPUs in MVPICH-Plus release

• ParaTools, Inc. building E4S optimized with MVAPICH-Plus for AWS, OCI, GCP, and Azure

• Using Adaptive Computing’s ODDC interface to launch E4S jobs on multiple cloud providers!
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Adaptive Computing’s ODDC interface for E4S
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Accessing Multiple Commercial Cloud Providers through ODDC
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Building an image to deploy on cloud platforms 
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Choosing an instance on AWS to run the image
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ParaTools, Inc. provides commercial support for E4S

•E4S Support: Maintains an E4S issue tracker

•E4S Installation: Maintains E4S on ALCF, OLCF, and NERSC systems

•E4S AD engagement: ECP applications 

•Nalu-Wind

•ExaSGD

•ExaFEL

•ExaRL

•WDMApp

…
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E4S Facility Deployment Progress: https://dashboard.e4s.io 



62

Dashboard for Monitoring Progress: Spack build issues
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Progress Report of E4S Support by ParaTools, Inc.

E4S Support: Issue Tracker

• Provide a portal for tracking and supporting Tier 2 E4S issues using 
GitHub issues.

• Curate, resolve, or delegate tickets related to E4S packages with 
the package developers.

• Maintain the E4S issues portal as a central location for tracking 
container and bare-metal deployment related issues for E4S 
installations.

• Assist DOE facilities staff in managing tickets related to E4S.

• https://github.com/E4S-Project/e4s/issues
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Dashboard for Monitoring Progress: Support Tickets Open and Resolved

First touch and time to close statistics.
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Reporting New E4S Issues: 3 Choices

https://github.com/E4S-Project/issues/new/choose
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E4S Build Cache at U. Oregon

Over 100K binaries!
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Spack Pull Request Merge CI Jobs Running on Frank@UO and AWS

https://stats.e4s.io
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Spack PR Merge Jobs: Frank and AWS statistics

https://stats.e4s.io



69

Spack PR Merge Jobs on HPE Cray (CPE) on Frank @ U. Oregon
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Trilinos’ Pipeline on GPUs
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Trilinos Pipeline on H100 GPUs
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Spack

• E4S uses the Spack package manager for software delivery

• Spack provides the ability to specify versions of software packages that are and are not 

interoperable. 

• Spack is a build layer for not only E4S software, but also a large collection of software tools 

and libraries outside of ECP ST. 

• Spack supports achieving and maintaining interoperability between ST software packages.

• https://spack.io

https://spack.io/
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• How to install Spack (works out of the box):

• How to install a package:

• TAU and its dependencies are installed 
within the Spack directory.

• Unlike typical package managers, Spack can also install 
many variants of the same build.

– Different compilers

– Different MPI implementations

– Different build options

Spack is a flexible package manager for HPC

$ git clone https://github.com/spack/spack
$ . spack/share/spack/setup-env.sh

$ spack install tau

@spackpm

github.com/spack/spack

Visit spack.io

https://github.com/LLNL/spack.git
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• Each expression is a spec for a particular configuration

– Each clause adds a constraint to the spec

– Constraints are optional – specify only what you need.

– Customize install on the command line!

• Spec syntax is recursive

– Full control over the combinatorial build space

Spack provides the spec syntax to describe custom configurations

$ spack install tau unconstrained

$ spack install tau@2.32 @ custom version

$ spack install tau@2.32 %gcc@9.3.0 % custom compiler

$ spack install tau@2.32 %gcc@9.3.0 +rocm +/- build option

$ spack install tau@2.32 %gcc@9.3.0 +mpi ^mvapich2@2.3~wrapperrpath   ^ dependency information

$ git clone https://github.com/spack/spack
$ . spack/share/spack/setup-env.sh
$ spack compiler find # set up compilers
$ spack external find # set up external packages

https://github.com/LLNL/spack.git
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• Spack simplifies HPC software for:

– Users

– Developers

– Cluster installations

– The largest HPC facilities

• Spack is central to ECP’s software strategy

– Enable software reuse for developers and users

– Allow the facilities to consume the entire ECP stack

• The roadmap is packed with new features:

– Building the ECP software distribution

– Better workflows for building containers

– Stacks for facilities

– Chains for rapid dev workflow

– Optimized binaries

– Better dependency resolution

The Spack community is growing rapidly

@spackpm

github.com/spack/spack

Visit spack.io
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E4S Download from https://e4s.io
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E4S Container Download from https://e4s.io
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Download E4S 23.05 GPU Container Images: NVIDIA, AMD, Intel

https://e4s.io

• Separate full featured 

Singularity images for 3 GPU 

architectures 

• GPU full featured images for
– x86_64 (Intel, AMD, NVIDIA)

– ppc64le (NVIDIA)

– aarch64 (NVIDIA) 

• Full featured images 

available

on Dockerhub
• 100+ products on 3 

architectures 



79

Download E4S 23.05 GPU Container Images: AMD, Intel, and NVIDIA

https://e4s.io
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Intel Compilers and MPI Libraries Now Accessible in E4S Containers: 
A Breakthrough Collaboration Driving Productivity and Sustainability

• Background:

– E4S provides a unified software stack of libraries and tools for portable performance on HPC systems, especially GPU-based systems. 

– E4S promises seamless portability for onsite and cloud-based workflows through its container-based approach.

– Intel compilers and libraries available in E4S accelerates preparations for Aurora and future Intel-based GPU systems.

– E4S eliminates the need for separate management of access to Intel compilers and libraries, benefiting users

– Many important workflows, especially regression testing and turnkey usage for Intel platforms become feasible and easier

• The E4S-Intel agreement makes Intel compilers and MPI libraries available via E4S containers:

– Enables full testing and execution of HPC libraries and tools on Intel platforms via E4S, including Aurora early access systems

– Represents a win-win for DOE, Intel, and the broader E4S user community that is developing at other US agencies and industry

• The Intel agreement brings Intel in line with E4S builds that include AMD and NVIDIA tools.

• The E4S-Intel agreement is possible through the partnership of ECP and the E4S commercial provider, ParaTools, Inc.
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E4S base container images allow users to customize their containers

https://e4s.io

• Intel oneAPI

• AMD ROCm

• NVIDIA NVHPC 

and CUDA
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e4s-alc: a new tool to customize container images

https://github.com/E4S-Project/e4s-alc

Add to a base image:

• Spack packages

• OS packages

• Tarballs
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E4S 23.05 DOE LLVM and CI images

https://e4s.io
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E4S 23.05 Detailed Documentation for Bare-metal Installation

https://e4s.io
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E4S 23.05 full featured container release on Dockerhub

docker pull ecpe4s/e4s-cuda:23.05

Architectures:
• x86_64
• aarch64
• ppc64le

Software:
• CUDA 12.0
• NVHPC 23.3
• oneAPI 2023.1
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E4S 23.05 base container release on DockerHub

docker pull ecpe4s/e4s-base-cuda

Architectures:
• x86_64
• aarch64
• ppc64le

Software:
• CUDA 12.0
• NVHPC 23.3
• oneAPI 2023.1
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Minimal Spack base image on Dockerhub

• Create custom 
container images

• 1M+ downloads!
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23.05 Release: 100+ Official Products + dependencies (gcc, x86_64)

GPU runtimes
• AMD (ROCm)

• 5.4.3
• NVIDIA (CUDA)

• 12.0
• NVHPC

• 23.3
• Intel oneAPI

• 2023.1
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23.05 Release: 100+ Official Products + dependencies (gcc, x86_64)
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23.02 Release: 100 Official Products + dependencies (gcc, x86_64)

Languages:
• Julia with support for 

MPI, and CUDA
• Python

AI products with GPU 
support 
• Tensorflow
• Pytorch

EDA Tools:
• Xyce

3D Visualization
• Paraview
• VisIt
• TAU’s paraprof … 

E4S 23.05 adds support for NVIDIA A100 (sm80), V100 (sm70), and H100 (sm90) GPUs
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E4S Support for AI/ML frameworks with V100, A100, and H100 GPUs

E4S 23.05 supports NVIDIA H100 GPUs with TensorFlow 2.12.0 and PyTorch 2.0.0
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E4S 23.05 Intel oneAPI 2023.1: Packages built with Intel compilers

Use of Intel oneAPI BaseKit and HPCToolkit is subject to acceptance of Intel EULA by the user
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E4S 23.05 Intel oneAPI 2023.1: Packages built with Intel compilers

Use of Intel oneAPI BaseKit and HPCToolkit is subject to acceptance of Intel EULA by the user
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E4S Support for ROCm variants for MI250X (gfx90a) on x86_64

E4S 23.05 supports AMD MI100 (gfx908) as well as MI250X (gfx90a) GPUs
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E4S Support for ROCm variants for MI250X (gfx90a) on x86_64

E4S 23.05 supports AMD MI100 (gfx908) as well as MI250X (gfx90a) GPUs
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E4S 23.05 DOE LLVM Release: x86_64, ppc64le, and aarch64
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E4S Build Cache for Spack 0.19.1 hosted at U. Oregon

• Over 100K 

binaries!

• No need to 

recompile from 

source code. 
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E4S 23.02 AWS image: US-West2 (OR) 

E4S 23.02 AWS
• Intel oneAPI
• CUDA
• NVHPC
• ROCm
• AWS DCV
• Spack Build 

Cache
• ECP: Nalu-Wind
• Trilinos 13.4.0
• OpenFOAM
• ParaView
• TAU
• Docker
• Shifter
• Charliecloud
• E4S Singularity… 
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E4S for Commercial Cloud Platforms for EDA on AWS
• E4S: HPC Software Ecosystem – a curated software portfolio for Electronic Design Automation

https://e4s.io/eda

E4S EDA on AWS
• Magic
• ACT
• Klayout
• Qflow
• Xschem
• Xcircuit
• Yosys
• Volator
• OpenROAD
• OpenLane
• iVerilog
• Gtkwave
• Irsim
• Qrouter
• Fault
• GDS3D
• Rggen
• Python tools

• Cocotb
• Amaranth
• Edalize
• Gdsfactory
• Gdspy
• OpenRAM
• Gdstk
• Silicon

compiler
• Volare …

• PDKs
• GF
• Skywater

https://e4s.io/eda
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E4S for Commercial Cloud Platforms for EDA on AWS
• E4S: HPC Software Ecosystem – a curated software portfolio for Electronic Design Automation

https://e4s.io/eda

# Packages 

currently in 

E4S

URL

1 Magic http://opencircuitdesign.com/magic/

2 Xyce https://xyce.sandia.gov

3 NGSPICE https://ngspice.sourceforge.io

4 KLayout https://www.klayout.de

5 Qflow http://opencircuitdesign.com/qflow

6 OR-Tools https://developers.google.com/optimization

7 IRSIM http://opencircuitdesign.com/irsim/

8 OpenROAD https://github.com/The-OpenROAD-

Project/OpenROAD

9 OpenLane https://openlane.readthedocs.io/

10 OpenFASOC https://openfasoc.readthedocs.io/

11 Open_PDKs http://opencircuitdesign.com/open_pdks/

12 Netgen http://opencircuitdesign.com/netgen/

# Packages currently in 

E4S

URL

13 Yosys https://github.com/YosysHQ/yosys

14 Xcircuit http://opencircuitdesign.com/xcircuit/

15 Graywolf https://github.com/rubund/graywolf

16 OpenSTA https://github.com/The-OpenROAD-

Project/OpenSTA

17 OpenTimer https://github.com/OpenTimer/OpenTimer

18 Qrouter http://opencircuitdesign.com/qrouter/

19 Xscheme https://github.com/silicon-vlsi-org/eda-xschem

20 RISC-V GNU 

Toolchain

https://github.com/riscv-collab/riscv-gnu-toolchain

21 Fault: Design for Test https://github.com/AUCOHL/Fault

22 NVC https://github.com/nickg/nvc

23 Amaranth https://github.com/amaranth-lang/amaranth

24 Cocotb https://github.com/cocotb/cocotb

https://e4s.io/eda
http://opencircuitdesign.com/irsim/
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E4S for Commercial Cloud Platforms for EDA on AWS
• E4S: HPC Software Ecosystem – a curated software portfolio for Electronic Design Automation

https://e4s.io/eda

# Packages 

currently in 

E4S

URL

25 Covered https://github.com/hpretl/verilog-covered

26 Edalize https://github.com/olofk/edalize

27 Gaw3-

xschem

https://github.com/StefanSchippers/xschem

-gaw.git

28 GDSFactory https://github.com/gdsfactory/gdsfactory

29 GDSPy https://github.com/heitzmann/gdspy

30 GDS3D https://github.com/trilomix/GDS3D

31 Ghdl https://github.com/ghdl/ghdl

32 Gtkwave https://github.com/gtkwave/gtkwave

33 iic-osic https://github.com/hpretl/iic-osic.git

34 Iverilog https://github.com/steveicarus/iverilog.git

35 Netlistsvg https://github.com/nturley/netlistsvg

36 Ngspyce https://github.com/ignamv/ngspyce

# Packages currently in E4S URL

37 Padring https://github.com/donn/padring

38 Pyverilog https://github.com/PyHDI/Pyverilog

39 OpenRAM https://github.com/VLSIDA/OpenRAM

40 Rggen https://github.com/rggen/rggen

41 Spyci https://github.com/gmagno/spyci

42 Volare https://github.com/efabless/volare

43 Siliconcompiler https://github.com/siliconcompiler/siliconcompiler

44 Verilator https://github.com/verilator/verilator

45 Sky130 SkyWater Technologies 130nm CMOS PDK

46 Actflow https://github.com/asyncvlsi/actflow.git

47 Qucs-s https://github.com/Qucs

48 ADMS https://github.com/Qucs/ADMS.git

49 Gdstk https://heitzmann.github.io/gdstk/

50 xcell https://github.com/asyncvlsi/xcell.git

https://e4s.io/eda
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e4s-cl: A tool to simplify the launch of MPI jobs in E4S containers

https://github.com/E4S-Project/e4s-cl

• E4S containers support replacement of MPI libraries using MPICH ABI compatibility layer and 
Wi4MPI [CEA] for OpenMPI replacement. 

• Applications binaries built using E4S can be launched with Singularity using MPI library 
substitution for efficient inter-node communications. 

• e4s-cl is a new tool that simplifies the launch and MPI replacement.

– e4s-cl init --backend [singularity|shifter|docker] --image <file> --source <startup_cmds.sh>

– e4s-cl mpirun -np <N> <command>

• Usage:

e4s-cl init --backend singularity --image ~/images/e4s-gpu-x86.sif --source ~/source.sh

cat ~/source.sh

. /spack/share/spack/setup-env.sh

spack load trilinos+cuda cuda_arch=80

e4s-cl mpirun -np 4 ./a.out
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New release of e4s-cl on GitHub

https://github.com/E4S-Project/e4s-cl
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e4s-alc: E4S à la carte – a tool to customize container images

https://github.com/E4S-Project/e4s-alc

Add packages to a container 

image:

• Spack packages

• OS packages 

(yum/apt/zypper)

• Add a tarball to a location 

• Create a new container 

image

• Works for Docker & 

Singularity! 
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Translating HPC Tools from Research to Practice: TAU
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Questions?



Software Deployment at Facilities

Ryan Prout

Continuous Integration and Software Integration
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Points for today

• Cohesive software deployment community is important

• ECP has showcased how to provide common standards and infrastructure for packaging, 

testing, delivering, and integrating software across facilities
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2.4.4.01 Software 

Integration

2.4.4.04 Continuous 

Integration
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Software Deployment Focus Areas

Project Short Name PI Name, Inst Short Description/Objective

2.4.4.01 Software 

Integration

Shahzeb 

Siddiqui (LBL)
Build/Test/Deploy ST products at facilities

2.4.4.04 Continuous 

Integration

Paul Bryant 

(ORNL)
Develop and Deploy ECP CI infrastructure

Combined Purpose: 
Provide infrastructure and support 
for integrating software at facilities 

(eye towards efficiency and 
automation)

Tools and Infrastructure:
Spack
E4S

Gitlab

Not 

pictured
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Emphasizing Relationships

Spack

• Package manager for 
supercomputers making it easy to 
install scientific software

• Designed to support multiple 
versions and configurations of 
software, on a wide variety of 
platforms and environments

• Being embraced by many HPC 
centers for managing their 
production software stacks

E4S

• Utilizes Spack to create a large 
collection of reusable HPC software 
packages

• E4S packages are tested regularly at 
OLCF, ALCF, and NERSC

• ParaTools provides support for E4S 
integration at facilities

• High-quality, tested, Spack recipes 
for facility systems

ECP Software Deployment

Team comprised of facility staff, at each 
site, to provide:

• Facility contacts for E4S team

• CI-based infrastructure for 
automated testing 

• Operational software stack, driven 
by user requests and facility 
requirements
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Facilitating Software Distribution 
(Spack, E4S, and CI Infrastructure)

• CI infrastructure at each facility enables automatic 
builds and testing directly on target systems. 

• E4S releases are shipped to facilities by ParaTools.

• Facilities manage and integrate software into their 
production environments (driven by their unique 
requirements)

• ParaTools establishes 
stable E4S Release for 
distribution



113

E4S Release Pipeline for 

ECP Software Products

E4S 
community 

policies

Product establishes:
1. Spack-based package and build
2. Validation testing in E4S testsuite
3. Documentation for install and use
4. Accessible public repository

• ParaTools establishes E4S install at 
facilities

• E4S packages get tested and 
validated in facility environment

• automatic testing through facility 
CI infrastructure

ST Development 
Team

ST Development Team 
works any issues reported

• High-quality Spack recipes, for 
ECP products, ready for facility 
systems

• Software Integration team 
integrates packages into 
facility system

• New E4S release up-streamed 
and support requests from 
facility generated as needed

• Issues/Fixes/changes worked 
with developers as needed

PHASE I

PHASE II

FEEDBACK PHASE

OUTPUT



E4S Release and Integration Timeline
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Takeaways

• CI infrastructure, based on facility environments, is incredibly useful

– Powers automatic testing and nightly builds

– There are hurdles with regards to security/resources and providing ”true” CI directly on production, multi-
tenant, facility HPC systems 

• Relationships are key

– Enabling a sustainable ecosystem for teams to package, distribute, and manage software environments is 
important

– E4S has shown how to create a vehicle for software, in collaboration with software and facility teams, by 
enabling targeted testing and releases to supported facilities 

– Important to work with facility staff to understand the unique needs and security constraints of their 
environments

– ECP software deployment efforts are an excellent example for how to provide common standards and 
infrastructure to test and deliver software across facilities



Questions?

For more information:

Lori Diachin, diachin2@llnl.gov
Sameer Shende, sameer@cs.uoregon.edu
Ryan Prout, proutrc@ornl.gov

https://www.exascaleproject.org

mailto:diachin2@llnl.gov
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LLNL Auspices and Disclaimer

Prepared by LLNL under Contract DE-AC52-07NA27344. This document was prepared as an account of work 
sponsored by an agency of the United States government. Neither the United States government nor 
Lawrence Livermore National Security, LLC, nor any of their employees makes any warranty, expressed or 
implied, or assumes any legal liability or responsibility for the accuracy, completeness, or usefulness of any 
information, apparatus, product, or process disclosed, or represents that its use would not infringe privately 
owned rights. Reference herein to any specific commercial product, process, or service by trade name, 
trademark, manufacturer, or otherwise does not necessarily constitute or imply its endorsement, 
recommendation, or favoring by the United States government or Lawrence Livermore National Security, LLC. 
The views and opinions of authors expressed herein do not necessarily state or reflect those of the United 
States government or Lawrence Livermore National Security, LLC, and shall not be used for advertising or 
product endorsement purposes.
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Thank you

This research was supported by the Exascale Computing Project (17-SC-20-SC), a joint project of 

the U.S. Department of Energy’s Office of Science and National Nuclear Security Administration, 

responsible for delivering a capable exascale ecosystem, including software, applications, and 

hardware technology, to support the nation’s exascale computing imperative.

Thank you to all collaborators in the ECP and broader computational science communities. The 

work discussed in this presentation represents creative contributions of many people who are 

passionately working toward next-generation computational science. 

https://www.exascaleproject.org

https://www.exascaleproject.org/

	Slide 1: DOE Exascale Computing Project Update for the June ASCAC Meeting
	Slide 2: The ECP team has been very busy since our last update
	Slide 3: Progress toward completion of ECP’s Key Performance Parameters
	Slide 4: Frontier
	Slide 5: ECP’s KPPs: Quantified with Explicit Targets
	Slide 6: ECP’s KPPs: Quantified with Explicit Targets
	Slide 7: The full KPP verification process is rigorous and time consuming 
	Slide 8: KPP Completion Tracking Status
	Slide 9: Status of KPP-1 Completion on Frontier 7 out of 11 KPP-1 applications tentative complete: achieves threshold!
	Slide 10: Status of KPP-2 Completion on Frontier 5 of 10 SC applications and 3 of 4 NNSA applications have tentatively achieved their KPP goals
	Slide 11: Example KPP-1 Application Runs
	Slide 12: ExaSky: Computing the Sky at Extreme Scales
	Slide 13: ExaSky: Progress on Multiple GPU Platforms
	Slide 14: MFIX-Exa: Exascale modeling of carbon capture reactors 
	Slide 15: The MFIX-Exa project is targeting a 1000X increase in capabilities through new algorithms and exascale computing
	Slide 16: Managing the KPP-3 integration process is complex
	Slide 17: Inevitably, challenges remain on Frontier
	Slide 18: Aurora will provide an important test of exascale portability
	Slide 19: Independent Project Review held May 2-4, 2023 at ORNL
	Slide 20: IPR Charge Questions
	Slide 21: Summary of Actionable Comments
	Slide 22: ECP Communication Strategy
	Slide 23: Leadership Transitions
	Slide 24: Recent Leadership Changes
	Slide 25: ECP continues to enjoy a lot of stability at the L2 and L3 levels
	Slide 26: Outreach and Broader Engagement Activities
	Slide 27: ECP has been very active with our Industry and Agency Council
	Slide 28: NASA/ECP Technical Deep Dive – April 11, 2023
	Slide 29: The most recent Industry and Agency Council Meeting focused on learnings from ECP involvement
	Slide 30
	Slide 31: Project Close out
	Slide 32: ECP will focus a significant amount of time and energy on project close out over the next 6-12 months
	Slide 33: ECP will Extend One Quarter to December 31, 2023
	Slide 34: Timeline of Closeout Activities Once Technical Work is Complete
	Slide 35: Leadership team will remain engaged through FY24
	Slide 36: Post-ECP sustainability
	Slide 37: ECP ST team successful in proposing PESO to the ASCR sustainability seedling call
	Slide 38: ECP will continue to engage in significant outreach and stakeholder activities as we bring the project to a close
	Slide 39: Looking Ahead
	Slide 40
	Slide 41: Questions?
	Slide 42: EXTENDING THE IMPACT OF THE ECP SOFTWARE ECOSYSTEM
	Slide 43: Challenges
	Slide 44: Technology Translation
	Slide 45: ParaTools’ High Performance Software Mission
	Slide 46: TAU Performance System® 
	Slide 47: TAU Commander: Improving the Usability of TAU Performance System® 
	Slide 48: Extreme-scale Scientific Software Stack (E4S)
	Slide 49: ECP’s holistic approach uses co-design and integration to achieve exascale computing
	Slide 50: US DOE HPC Roadmap to Exascale Systems
	Slide 51: ECP Software Technology (ST)
	Slide 52: Extreme-scale Scientific Software Stack (E4S)
	Slide 53: E4S: Extreme-scale Scientific Software Stack
	Slide 54: Considerations while deploying HPC/AI workloads to the cloud
	Slide 55: Key considerations for cloud-based deployment for E4S
	Slide 56: Adaptive Computing’s ODDC interface for E4S
	Slide 57: Accessing Multiple Commercial Cloud Providers through ODDC
	Slide 58: Building an image to deploy on cloud platforms 
	Slide 59: Choosing an instance on AWS to run the image
	Slide 60: ParaTools, Inc. provides commercial support for E4S
	Slide 61: E4S Facility Deployment Progress: https://dashboard.e4s.io 
	Slide 62: Dashboard for Monitoring Progress: Spack build issues
	Slide 63: Progress Report of E4S Support by ParaTools, Inc.
	Slide 64: Dashboard for Monitoring Progress: Support Tickets Open and Resolved
	Slide 65: Reporting New E4S Issues: 3 Choices
	Slide 66: E4S Build Cache at U. Oregon
	Slide 67: Spack Pull Request Merge CI Jobs Running on Frank@UO and AWS
	Slide 68: Spack PR Merge Jobs: Frank and AWS statistics
	Slide 69: Spack PR Merge Jobs on HPE Cray (CPE) on Frank @ U. Oregon
	Slide 70: Trilinos’ Pipeline on GPUs
	Slide 71: Trilinos Pipeline on H100 GPUs
	Slide 72: Spack 
	Slide 73: Spack is a flexible package manager for HPC
	Slide 74: Spack provides the spec syntax to describe custom configurations
	Slide 75: The Spack community is growing rapidly
	Slide 76: E4S Download from https://e4s.io
	Slide 77: E4S Container Download from https://e4s.io
	Slide 78: Download E4S 23.05 GPU Container Images: NVIDIA, AMD, Intel
	Slide 79: Download E4S 23.05 GPU Container Images: AMD, Intel, and NVIDIA
	Slide 80: Intel Compilers and MPI Libraries Now Accessible in E4S Containers:  A Breakthrough Collaboration Driving Productivity and Sustainability
	Slide 81: E4S base container images allow users to customize their containers
	Slide 82: e4s-alc: a new tool to customize container images
	Slide 83: E4S 23.05 DOE LLVM and CI images
	Slide 84: E4S 23.05 Detailed Documentation for Bare-metal Installation
	Slide 85: E4S 23.05 full featured container release on Dockerhub
	Slide 86: E4S 23.05 base container release on DockerHub
	Slide 87: Minimal Spack base image on Dockerhub
	Slide 88: 23.05 Release: 100+ Official Products + dependencies (gcc, x86_64)
	Slide 89: 23.05 Release: 100+ Official Products + dependencies (gcc, x86_64)
	Slide 90: 23.02 Release: 100 Official Products + dependencies (gcc, x86_64)
	Slide 91: E4S Support for AI/ML frameworks with V100, A100, and H100 GPUs
	Slide 92: E4S 23.05 Intel oneAPI 2023.1: Packages built with Intel compilers
	Slide 93: E4S 23.05 Intel oneAPI 2023.1: Packages built with Intel compilers
	Slide 94: E4S Support for ROCm variants for MI250X (gfx90a) on x86_64
	Slide 95: E4S Support for ROCm variants for MI250X (gfx90a) on x86_64
	Slide 96: E4S 23.05 DOE LLVM Release: x86_64, ppc64le, and aarch64
	Slide 97: E4S Build Cache for Spack 0.19.1 hosted at U. Oregon
	Slide 98: E4S 23.02 AWS image: US-West2 (OR) 
	Slide 99: E4S for Commercial Cloud Platforms for EDA on AWS
	Slide 100: E4S for Commercial Cloud Platforms for EDA on AWS
	Slide 101: E4S for Commercial Cloud Platforms for EDA on AWS
	Slide 102: e4s-cl: A tool to simplify the launch of MPI jobs in E4S containers
	Slide 103: New release of e4s-cl on GitHub
	Slide 104: e4s-alc: E4S à la carte – a tool to customize container images
	Slide 105: Translating HPC Tools from Research to Practice: TAU
	Slide 106: Questions?
	Slide 107: Software Deployment at Facilities
	Slide 108:  Points for today
	Slide 109
	Slide 110: Software Deployment Focus Areas
	Slide 111: Emphasizing Relationships
	Slide 112: Facilitating Software Distribution  (Spack, E4S, and CI Infrastructure)
	Slide 113: E4S Release Pipeline for ECP Software Products
	Slide 114
	Slide 115: Takeaways
	Slide 116: Questions?  For more information:  Lori Diachin, diachin2@llnl.gov Sameer Shende, sameer@cs.uoregon.edu Ryan Prout, proutrc@ornl.gov   https://www.exascaleproject.org
	Slide 117: LLNL Auspices and Disclaimer
	Slide 118: Thank you

