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https://www.fortran.com/FortranForTheIBM704.pdf



Fast inference

1990 2000 2010 2020

Areas of opportunity for scientific mechanisms 



http://bit.ly/2ReTFkL





8 Days on an IBM RS/6000
30 megabytes of memory

1996

Powerful satisfiability modulo theory 
(SMT) solvers like Microsoft’s Z3 
adapt strategies from Otter

Sources: https://nyti.ms/37X8fUM, http://bit.ly/35J3lcE

https://nyti.ms/37X8fUM
http://bit.ly/35J3lcE


Parallel computers

Fast inference

1990 2000 2010 2020

Areas of opportunity for scientific mechanisms 

Mechanism via libraries and compilers





http://bit.ly/35GtA3r, 1995 

6 Gflop/s in 1995, for 
climate model proxy 
app on Intel Paragon 

http://bit.ly/35GtA3r


Parallel computers

Networked systems

Fast inference

1990 2000 2010 2020

Areas of opportunity for scientific mechanisms 

Mechanism via network protocols



Source: Linda Winkler and Richard Foster

I-WAY experiment, 1995



16 sites, 330 computers, 3600 nodes, 2 Teraflop/s, 10 application partners



The grid vision
Accelerate discovery & innovation by 
providing on-demand access to 
computing

“if mechanisms are in place to allow 
reliable, transparent, and    
instantaneous access to high-end 
resources, then it is as if those 
resources are devoted to them”

(The Grid, Chapter 2)



Grid instrumental in 3 Nobel prizes

IPCC climate assessment: Peace, 2007

Earth System Grid enables sharing of simulation outputs

Discovery of Higgs Boson: Physics, 2013 
“only possible because of the extraordinary achievements of 
… grid computing”—Rolf Heuer, CERN DG

Detection of gravitational waves: Physics, 2017

LIGO scientific collaboration uses grid technologies to pool 
data and computing



Parallel computers

Networked systems

Fast inference

Science services

1990 2000 2010 2020

Areas of opportunity for scientific mechanisms 

Mechanism via software-as-a-service



operated by UChicago for researchers worldwide globus.org

Globus services
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https://peerj.com/articles/cs-144/, 2019
“The Modern Research Data Portal”

https://peerj.com/articles/cs-144/
https://peerj.com/articles/cs-144/
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1. Create “shared 

endpoint”

2. Copy data to shared 

endpoint

3. Set permissions on 

shared endpoint for 

user; notify user

4. (Eventually) delete 

shared endpoint

Connect to 
storage 
system

Implementation is trivial 
via Globus mechanisms



Examples: 
Data repositories

23https://cosmology.alcf.anl.gov

https://rda.ucar.edu

https://adc.arm.gov/discovery/



Examples: 
Analysis services

https://imputation.sanger.ac.uk

https://dlhub.org



New mechanisms encourage higher-level capabilities
E.g., Petrel data sharing system

Instrument facility 
(e.g., APS)

Compute 
(e.g., ALCF, LCRC)

Manage 
permissions Publicly 

available

Share with collaborators

Search & discovery via portal
petrel.alcf.anl.gov
petreldata.net



Examples: Instruments

Francesco De Carlo http://dmagic.readthedocs.org

DMagic: Automated data capture and 
distribution from tomography experiments

http://dmagic.readthedocs.org/


Flow automation in a neuroanatomy automation

1. Image 2. Acquire 3. Pre-process

5. User: 

Validate 

& input

6. Reconstruct8. Visualize

9. Science!

Lab Server 1 Lab Server 2

7. Publish

Advanced Photon Source

4. Preview & center

ALCF

Compute LabUChicago



Globus Automate: Event/rule-driven automation

Automate



29

Petrel by the numbers: January 2020

683
total users

4.3 TB

largest file

857 Million

files moved
1.73 PB
data stored

252 TB
largest project

8.32 PB
transferred

108,490
transfer tasks

312 users of single 

project

47

projects



Parallel computers

Networked systems

Fast inference

Science services

AI-first continuum

1990 2000 2010 2020

Areas of opportunity for scientific mechanisms 



A rapidly evolving computing/data continuum

Sources: http://bit.ly/2SDGHzT, https://doi.org/10.1007/978-3-319-31903-2_8, Pete Beckman 

FPGAs

Speed

Size

http://bit.ly/2SDGHzT
https://doi.org/10.1007/978-3-319-31903-2_8


A rapidly evolving computing/data continuum

Sources: http://bit.ly/2SDGHzT, https://doi.org/10.1007/978-3-319-31903-2_8, Pete Beckman 

FPGAs

Distance

Speed

Size

Bandwidth-repeater distance 
product: a measure of 
communication 
performance 

http://bit.ly/2SDGHzT
https://doi.org/10.1007/978-3-319-31903-2_8


The 
space-time continuum

“space by itself, and time by 
itself, are doomed to fade 
away into mere shadows, 
and only a kind of union of 
the two will preserve an 
independent reality …”

H. Minkowski, 1908

33

Space-time diagram
https://en.wikipedia.org/wiki/Spacetime
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For example: High energy physics trigger analysis

T1 = 2 seconds on CPU
(not to scale)

T2 = 30 msec on FPGA

Local: 2000 msec
Remote: 30 + 10 + 10 = 50 msec
40x acceleration

40 ms

50 ms

Nhan Tran, FermiLab, et al. arXiv:1904.08986
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For example: High energy physics trigger analysis

T1 = 2 seconds on CPU
(not to scale)

T2 = 30 msec on FPGA

Local: 2000 msec
Remote: 30 + 10 + 10 = 50 msec
40x acceleration

40 ms

50 ms

Nhan Tran, FermiLab, et al. arXiv:1904.08986

Misquoting Minkowski:
“location by itself, and speed by itself, are doomed to 

fade away into mere shadows, and only a kind of union 
of the two will preserve an independent reality …”



Robust Learned Function Accelerators (RLFAs)
Fluidity between simulations and learned models

36

Logan Ward, Ben Blaiszik, et al.



Intelligent storage systems
Fluidity between data and learned models

37

Data
Model

Model
Model

Computing/data continuum



New methods: E.g., Materials Acceleration Platform
1) Self-driving laboratories that design, 

perform, and interpret experiments in an 
automated way

2) The development of specific forms of AI 
for materials discovery

3) Modular materials robotics platforms 
that can be assemblies of modular 
building blocks for synthesis and 
characterization

4) Research into computational methods 
for inverse design 

5) New methodologies for bridging the 
length and timescales associated with 
materials simulation

6) Sophisticated data infrastructure and 
interchange platforms 38

Report: Materials Acceleration Platform, 2017 – http://bit.ly/2Z7kp9Q 



Reinforcement learning pipeline for electrolyte design

A dynamic mix of simulation, model training, and inference, scaling to exascale



Project Celerity* 
(My “Office of Science Distinguished Scientists Fellow” proposal) 

Identity new mechanisms needed to bridge the gap between new 
(especially “AI-first”) scientific applications and the emerging 
data/computing continuum

Via a process of experimentation, discussion, and debate

* Celerity (n) rapidity; swiftness; speed – from Latin celeritas, from which also c for speed of light in vacuum



Bridging the gap

What mechanisms will facilitate the programming of this distributed, 
heterogeneous, dynamically evolving AI-first continuum?

Some things that we surely need:

• Function: Compute wherever is fastest, 
cheapest, closest, most accurate, …

• Data: Access where fastest, cheapest, 
closest, most accurate, …

• Trust: Balance certainty vs. cost

• Cost: Useful estimates of the state of 
this dynamic system 

Continuum-aware 
programming model

Function 
fabric

Data 
fabric

Trust 
fabric

Cost 
map 



Coding the continuum: 
Elements of an open solution

Zhuozhao Li     Tyler Skluzacek Steve Tuecke Anna Woodard     Logan Ward 

Rachana          Yadu Babuji Ben Blaiszik Kyle Chard          Ryan Chard
Ananthakrishnan

Thanks to colleagues, especially:

funcX

Model 
registry

Flows

Cost
map

Write 
programs

Function 
fabric

Data 
fabric

Trust 
fabric

DLHub

Data 
services

Auth

SCRIMP

Automate



Automate

Coding the continuum: 
Elements of an open solution

https://arxiv.org/pdf/1905.02158 http://parsl-project.org

funcX

Model 
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Flows
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map
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Automate

Coding the continuum: 
Elements of an open solution

Portable code     Any access      Any computer 

Python
Docker, Shifter, 

Singularity

Clusters, 
clouds, HPC, 
accelerators

SSH, Globus, 
cluster or HPC 

scheduler

funcX

Model 
registry

Flows

Cost
map

Write 
programs

Function 
fabric

Data 
fabric

Trust 
fabric

DLHub

Data 
services

Auth

SCRIMP



funcX: Transform clouds, clusters, and supercomputers 
into high-performance function serving systems  

45

EP(x) EP(x) EP(x) EP(x)

funcX

Simply deploy funcX endpoint to transform 
a computer into a function serving system

repo2dockerRegister
EP(x)

f(x) g(x)

h(x) k(x)

f(x) g(x)

EP(x) h(x) k(x)

f(x), … + 
depend-
encies
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EP(x) EP(x) EP(x) EP(x)

f(x)

g(x)

h(x)

k(x)

repo2dockerRegister

f(x) g(x)

h(x) k(x)

Registration
f(x), g(x), … + dependencies

EP(x) registry

Execution
f(x), …

[1,2,3 … n]

Simply deploy funcX endpoint to transform 
a computer into a function serving system

funcX: Transform clouds, clusters, and supercomputers 
into high-performance function serving systems  

repo2dockerRegister
EP(x)

f(x) g(x)

h(x) k(x)

f(x) g(x)

EP(x) h(x) k(x)

f(x), … + 
depend-
encies



Latency (s) for functions running on ALCF Cooley cluster, submitted from login node 

Strong scaling

Weak scaling



DLHub: Organizing and Serving Models

 Collect, publish, categorize models

 Serve models via API with access 

controls to simplify sharing, 

consumption, and access

 Leverage ALCF resources and 

prepare for Exascale ML

 Deploy and scale automatically

 Citable DOIs for reproducible 

science



New mechanisms enable new methods 



They also encourage rethinking existing technologies



Summary

Good mechanisms empower discovery by bridging the gap from 
thought to action – they serve as “bicycles for the mind” 

2020s will see an expanding gap in science due to new applications 
(including AI) and rapidly changing technologies (the “continuum”)

What new mechanisms will be needed to enable effective use of 
the emerging computing continuum for new applications?

Project Celerity aims to take steps towards answering this question
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500 km

2.5 ms

5 ms

7.5 ms

10 ms

0 km

C2

The behaviors of the two computers 
are indistinguishable

t(C1) = T1 = 0.01 s
t(C2) = T2 + 2 x 500 x 5 x 10−6 = 0.01 s T1T2

Time

Space

C1

Speed of light

A program can run on two computers
On C1, it takes 0.010 s
On C2, it takes 0.005 s

Which is faster?

The space-time continuum in computational systems
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500 km

2.5 ms

The space-time continuum in computational systems

5 ms

7.5 ms

10 ms

0 km

C2

Misquoting Minkowski: “Henceforth, location for itself, and speed for itself shall completely 
reduce to a mere shadow, and only some sort of union of the two shall preserve independence."

The behaviors of the two computers 
are indistinguishable

t(C1) = T1 = 0.01 s
t(C2) = T2 + 2 x 500 x 5 x 10−6 = 0.01 s T1T2

Time

Space

C1

Speed of light

A program can run on two computers
On C1, it takes 0.010 s
On C2, it takes 0.005 s

Which is faster?


