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ALCF Data Science Program (ADSP)

&ADSP

The ADSP program started in 2016 and is now in its 4t year. Data Science :

ADSP’s goal is to support “Big Data” science that require the scale and performance
of leadership computing.

Successful projects have

* high potential impact

« data scale readiness

« diversity of science domains and algorithms

« can fully exploit the architectural features of Theta

Two-year proposal period. Yearly call for proposals.
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ALCF Data Science Program (ADSP)

&ADSP

Two main targets for development Data Science :
| - Program '
Science applications
Tools
To date the majority of proposals have been science applications.

Tool development and support is becoming a major requirement.

ADSP projects

* span a diverse set of science domains (Materials, Imaging, Neuroscience,
Engineering, Combustion/CFD, Cosmology).

* involve large science collaborations (multiple APS, LSST, DESC, LIGO, DES,
ATLAS) and smaller research groups developing ML at scale.

* have used nearly 300M core hours on Theta (26% as capability runs)
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Data driven science

Molecular Engineering of Solar-Powered Windows

Pl: Cole, Cambridge University, ANL

Overview of Project:
4 Key Steps
Apply/Create Software
Tools for Data Extraction:
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* Machine learning

* Quantum-chemical
calculations ()

Data Enrichment
Enriched Data

Stage 3

’ Create algorithms for
. materials prediction

Machine Learning and simulations to aid
in the discovery of better light-absorbing
dye molecules.

High impact results

» Discovery of a new class of dye-
sensitized solar cells (DSSC)

» Fabrication of five DSSC proposed by
ML which have been validated
experimentally.

J. M. Cole et al, ACS Appl. Mater. Interfaces,
2017, 9 (31),25952

Design-to-Device Approach Affords Panchromatic
Co-Sensitized Solar Cells, Chris Cooper et al.,
Advanced Energy Materials, Dec 6 2018)
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Deep Learning driven science

Multimessenger Astrophysics through the NCSA-Argonne Collaboration
Pls: Huerta, Zhao, Haas, Saxton (NCSA)

Detecting Gravitational Waves in Real-Time with Deep Learning

Data from a LIGO Interferometer around the first event (GW150914)
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Gravitational Waves Detected!
The neural network predicts the two black holes to have masses of about
42 and 32 solar masses
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Novel data-parallel deep learning fusing
HPC and Al for MultiMessenger
Astrophysics (MMA).

Huge potential for scientific discovery

« Convergence of all-sky GW
observations (LIGO) with deep, high-
cadence electromagnetic
observations (LSST)

 Novel visualization of Neural
Networks

Deep Learning for Multi-Messenger Astrophysics. A
Gateway for Discovery in the Big Data Era, Huerta et
al., Nature Review Physics
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Enabling Multi-Scale Physics for Industrial
Design using Deep Learning Networks.

Emerging trends Pl: Bhaskaran, GE Global Research

We now have a mix of applications at scale

HPC simulations, Big Data analytics and ML

Deep integration of HPC simulations and Machine/Deep Learning

Augment training data, provide supervised labels for training

ML model can be embedded into the simulation Realistic Simulations of the The Large
Speed/accuracy trade off in replacing first principal model with ML Synoptic Survey Telescope (LSST) Survey at
Scale
Pl: Heitmann, Argonne with SLAC, U.Penn,
: . Duke, LANL
Big drive for —
. g . . e . . i Telescope Image Data
Scientific techniques (Uncertainty Quantification, reproducibility etc.) — J‘ww Oat anayss
. . . . . . . HACC . Phos_im . B cosr;glaogi:'a;ls%robes: .
Image processing, in situ analysis and visualization ) e Igal_atJﬁa.if; Cosmalogcal
ensing, clusters,
. . . - Golackicus ﬁ“ﬂ_‘ rge ol cuserng 1
Complex and interactive workflows with performance capabilities T cummary satotos Statistca
such as correlation
. . ] Ray ull Tests funciiqns, mass E:SIrtErls.
Smart configuration space sampling - e fnctons ¢t ] covanances
Galaxy | |
Tools to couple simulations with analysis and ML Catalog DM: Data Management: SAN: Sem-analytc Modeling
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Emerging needs

. . T - . EARLY SCIENCE
Huge growth in scientific data and learning projects AU RO RA ‘ PROGRAM FOR
DATA & LEARNING

« Director’s Discretionary, ADSP, ESP allow projects to scale up.

 INCITE 2018 included Data and Learning proposals. What we learned in ADSP
informed review process.

« Early Science program now has Data and Learning component.

ALCF
 ALCF workshops, CORALZ2 benchmarks, MLPEREF etc. —_—

SIMULATION.DATA.LEARNING
WORKSHOP

Clear need within the scientific community for
 Hardware and system architectures which support Data and Learning.
* Integrated computing, acceleration and storage with a common software stack.

« Improved scheduling policies, remote data streaming and workflows for large DEEP LEARNING WORKSHOP
scale campaigns.

https://www.alcf.anl.gov/training
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AURORA ESP Data and Learning Methods

Classification

Regression

Reinforment learning
Clustering

Uncertainty Quantification
Dimensionality Reduction
Reduced / Surrogate Models
Advanced Statistics

Image and Signal Processing
Graph Analytics

Databases

Advanced Workflows

In Situ Viz & Analysis
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m Virtual Drug Response Prediction

m Enabling Connectomics at Exascale to
Facilitate Discoveries in Neuroscience

® Machine Learning for Lattice Quantum
Chromodynamics

MW Accelerated Deep Learning Discovery
in Fusion Energy Science

Many-Body Perturbation Theory Meets
Machine Learning

W Exascale Computational Catalysis

Dark Sky Mining

m Data Analytics and Machine Learning
for Exascale CFD

M In Situ Visualization and Analysis of
Fluid-Structure-Interaction Simulations

Simulating and Learning in the ATLAS
detector at the Exascale

Learning

Data
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High impact Data Science software

Balsam workflow manager

ATLAS experiment used Balsam to run ~100’s million
compute hours of jobs across ALCF and NERSC
systems. Balsam is used by ADSP, ESP, ALCC and

ECP applications.
https://www.alcf.anl.gov/balsam

Deep Hyper

ALCEF is currently conducting hyperparameter
optimization for DL on thousands of nodes of
Theta

https://github.com/deephyper/deephyper

Unevaluated parameter
configurations

Learning model

lter = 1, Gap = 6.7051e-02

Performance
metrics

Promising
configurations

_______________

Evaluation

scheduler
(HTCondor)

PETREL

Data Management and Sharing Pilot

=EE

Mira

Collaborators

Petrel

Petrel leverages storage and infrastructure
provided by ALCF and Globus Transfer and
Sharing services. 100TB allocation per

project. http://petrel.alcf.anl.gov



https://www.alcf.anl.gov/balsam
http://petrel.alcf.anl.gov/
https://github.com/deephyper/deephyper

Keeping up with the pace of Machine Learning is challenging
Xney K LhGEeEE
| ]

The pace of Machine Learning is very different to traditional HPC.

ensorx low

ML/DL software
Updates occur every few weeks (TensorFlow, Keras, PyTorch, Horovod, etc.)

Stack must enable performance libraries (Intel MKL, MKL-DNN, LibXSMM) O PyTorCh ‘ sot |

Must work seamlessly with simulation and data frameworks °

)
Development does not always prioritize backwards compatibility > jupyterhub

Keeping up requires P \S,

Dedicated team members to track and update software regularly

python

Containers which can provide portable customized software stack

Regular training/workshops to update the scientific community AR R ‘%
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Thank you !

datascience@alcf.anl.gov
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