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7,000 Users
800 Projects
700 Codes
~2000 publications per year 

Data analysis support for 
DOE’s experimental and 
observational facilities
Photo Credit: CAMERA

Simulations at scale



2018 Allocation Breakdown
(Hours Millions)



NERSC-7: Edison
2.5 PFs 
Multi-core CPU
3MW

NERSC-8: Cori 
30PFs 
Manycore CPU
4MW

2013 2016 2024

 

NERSC-9: Perlmutter
3-4x Cori
CPU and GPU nodes 
>5 MW

2020

NERSC-10
ExaSystem
~20MW



NERSC-9 Project Major Scope Items

5
NERSC-9 System

CPU only and 
CPU/GPU racks

All Flash File System
Cray high speed 

network

Facility Upgrade Application ReadinessSystem Deployment, 
Integration and Acceptance

● 12.5MW upgrade 
● Cooling and electrical 

scope to support upgrade

Tiled layout for 
optimal caching 
(WARP code)

● Partnerships with ~25 apps 
teams and vendors for 
code optimization

● Training and 
documentation for broad 
community
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NERSC-9 Architecture



NERSC-9: A System Optimized for Science
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Exascale Requirements 
Reviews 2015-2018

First time users from 
DOE experimental 
facilities broadly included
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NERSC Exascale Science 
Application Program (NESAP)





Average 
Speedup: 3x!



Simulation
~12 Apps

Data Analysis
~8 Apps

Learning
~5 Apps

•
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https://nersc.gov/users/application-performance/nesap/perlmutter/
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Workflows and Data Analytics



Cryo-EM NCEM DESI

~35% (235) of ERCAP projects self identified as confirming the primary role of 
the project is to 1) analyze experimental data or; 2) create tools for experimental 
data analysis or; 3) combine experimental data with simulations and modeling

30%

40%

24%

37% 56%

26%

21%
17%

NERSC already supports a large number of users and projects 
from DOE SC’s experimental and observational facilities 



DAS MODS Numbers





Wrap up



Milestone Date

NESAP Call for Proposals Due Dec. 2018

GPU Rack on Cori available for NESAP Users Dec. 2018

NERSC-9 System Delivery Oct. 2020

System Integration with NERSC Complete Dec. 2020

Acceptance Testing Begins Dec. 2020

NESAP Teams on NERSC-9 System Jan. 2021

All users enabled on NERSC-9 System Apr. 2021

System Acceptance Aug. 2021
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Backup
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GPU Status & Description Fraction

Enabled: 
Most features are ported 
and performant

32%

Kernels: 
Ports of some kernels have 
been documented.

10%

Proxy: 
Kernels in related codes 
have been ported

19%

Unlikely: 
A GPU port would require 
major effort.

14%

Unknown: 
GPU readiness cannot be 
assessed at this time.

25%

Breakdown of Hours at NERSC
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https://nersc.gov/users/application-performance/nesap/perlmutter/

