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NERSC is the mission HPC and data analysis
facility for the DOE Office of Science

7,000 Users
800 Projects
700 Codes
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NERSC directly supports SC Mission

Allocated Hours (Millions) 2016 Usage by Office

«DOE Mission Science 80%
=ALCC 10%
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NERSC’s HPC Systems 2017
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9,300 Intel Xeon Phi “KNL” nodes REREAT wl | w? AR S S A

2,000 Intel Xeon “Haswell” nodes > | & M ) | 9

1.2 PB memory
Cray XC40 / Aries Dragonfly network

30 PB Lustre File System #6 on June 2017 Top 500 list
1.5 PB, 1.6 TB/s Burst Buffer

Edison

5,560 lvy Bridge Nodes

64 GB memory/node

Cray XC30 / Aries Dragonfly network
N LY o e 6 PB Lustre File System
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NERSC-9 System 2019-2020 eF

Provide 3-4x capability of Cori Proliferation of accelerators
2. Meet needs simulation and data is altering the market.

analysis use cases including:

a. Complex workflows

b. Analytics and machine learning at scale
c. Support for experimental facilities
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|9l appliance

workflows Microsoft and Baidu deploy FPGA’s
3. Prepare users for exascale and Google designs own Tensor
. ys . Processing Unit (TPU)
more specialization and
heterogeneity Intel buys
deep learning startup, Nervana
System will be announced in 2018 FPGA company, Altera
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NERSC is assessing the GPU readiness of the
workload

NERSC Top Codes Aug-Nov '17

Castro
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Port of algorithmically
ColumbiaQcD similar code exists.
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Code is not amenable

Unlikely to GPL acceleration. 25%

~ shifter
- Unknown Readiness cannot be

.y ARG 11%
ChomboCrunch assessed at this time.
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Question on 2017 Call for Proposals 3

* |s the primary role of this
project to:

— Analyze data from experiments/ Yes,
observational facilities; OR

— Create tools and algorithms for 60%,
analyzing exp/obs data; OR

— Combining models and
simulations with exp/obs data?
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Unique users of data analysis software

Total Non-Staff Users

Python
NX
Globus
Jupyter

Matlab

Burst Buffer

Tools have only been instrumented for a
short time, (only months) We will continue to
track usage.

H5py

Mathematica

RStudio

Tensorflow -
MySQL .

Fireworks

Sparkl
0

50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 850 900
Total Non-Staff Users Since Monitoring Began




Annual user surveys highlighted challenges for

large scale data analysis use cases

I/0 is too slow

It is difficult to run complex
software stacks on
supercomputers

I need ‘real-time’ feedback
for my workflow

Office of
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Internal network limits how
I can import data to
supercomputer

There is limited software for analytics
on supercomputing systems




NERSC has begun to address these issues
: — Burst Buffer more than
/O 'is oo slow j\m Mﬂhﬂ MM doubles 1/O bandwidth

It's difficult to bring complex
software stacks to HPC systems — User defined images

with Shifter IFT
| need real-time feedback for my I Ea SchedM D Real-time queues
workflow T
e
SDN g - AN [
Internal network limits how | can ‘ J.!;';%Z%Z 2
import data to supercomputer — =

There is limited software for analytics New analytics and

on HPC systems &Ilbrarles aff .
" Spark Tensor
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Data Advisory Committee
Review
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We convened an Data Advisory Committee on
Oct. 4th to provide feedback on our directions

Dula Parkinson,
LBNL (ALS), BES

Katri Heitann
Argonne, HEP, Chair

Gil Compo _ Loren Frank, UCSF,
U Colorado, Climate Neuroscience

Tom Abel, SLAC, Sudarshan Vashkudai, ., David Schissel Peter Nugent

Cosmology Oak Ridge, ASCR GA, Fusion LBNL, HEP




We asked the committee to review our
strategy

Superfacility Initiative: Collaborate with SC User

Vision: Transform Facilities to enable seamless and high
science by performing end-to-end workflows

ULl [o BTy LCON S s toms Initiative: Design NERSC-9, NERSC-10
large-scale data storage and edge services for integrated
pipelines and simulation and data analysis workloads

anal}_’ Sis on Software Initiative: Scale data analysis and
leading-edge HPC management software for HPC

systems and
platforms User Engagement Initiative: Optimize

applications and prepare data pipelines for large
© ENERGY ™= scale HPC systems




Requirements Reviews highlighted common data
related themes across facilities and domains

e Scalable methods for analysis and
reduction of large datasets

e Large storage systems with high
performance and intuitive interfaces E..I AR

e Significant advances needed to -..
search, publish, and share data -

e Seamless data movement
throughout workflow

¢ A co-evolution of capabilities
between DOE experimental and
ASCR facilities

ADVANCED SCIENTIFIC
COMPUTING RESEARCH

NUCLEAR PHYSICS

BIOLOGICAL AND
ENVIRONMENTAL RESEARCH

FUSION ENERGY SCIENCES

BASIC ENERGY SCIENCES

o J EXASCALE
. REQUIREMENTS
S, REVIEW

Seamate Gy St i B Foe e
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Motivating Use Cases and Challenges 2F

Scientists want to use multi-modal data techniques in photon, neutron, and electron scattering.
BES High bandwidth data analytics for multi-modal imaging, e.g., allows science teams to augment
experiments in progress.

Use predictions and data from sequencing, imaging and spectroscopy instruments and integrate
BER into models of biomes, their environmental functions and propagate effects to Earth system
scale.

Cosmic frontiers experiments (such as LSST) require large scale computations to create
HEP simulated catalogs. Event broker investigations require real-time analysis and filtering. Results
of both must be shared broadly with community.

FES Whole device modeling: abbreviated simulations feeding back in real time to experimental runs.
Scale of data generated by full scale models presents data management challenges

NP Transition from event driven triggers to streaming readout models to enable higher luminosity
experiments

ASCR: Crosscutting: math, algorithms, networking and computer science research




Superfacility: A network of connected facilities, software
and expertise to enable new modes of discovery

Experimental
/ Facilities N

analysis and
Data
management

New
Mathematical
Analyses
Fast
Implementations
on latest
computers

ES"Et b Network for
ENERGY SCIENCES NETWORK Big Data
Science
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What’s the role of NERSC in a superfacility? m

e Deploying large scale
computing and storage
resources

e Providing reusable building
blocks for experimental

g~ et < T
scientists to build pipelines - A
e Providing scalable - Superfacility

Experimental
Facilities

Analysis and Tk g
data e

management

infrastructure to launch Ldgh‘: Implementation
services » -

e Expertise on how to optimize @ ESnet ‘\W m
pipelines
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Initial Superfacility Partnerships Ne

JGI (FICUS) - Characterize metagenome populations
across environments

Strategy: Partner with three diverse facilities and ESnet to demonstrate
production end-to end automated pipelines. Apply lessons learned to other
facilities

[E—



Why these three partnerships to start?

LSST - DESC JGI (FICUS)

Stress different aspects of the superfacility model

Diversity of originating data locations

Existing deep partnerships

Similar requirements for fusion and nuclear physics use cases

PARTMENT OF Offlce of
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Superfacility Common Elements =>F
User at
remote site: Transfer Submit data Extract Publish and
adjust and data analysis jobs results share data

Science
Gateways

recalibrate — \

Workflow

Manage- Edge
ment Services
/ Search
and
discover

" U.S. DEPARTMENT OF OfﬁCe Of -
@ ENERGY science Store and archive data data




Our Vision For The NERSC Storage Hierarchy m

Strateqy

Simplify hierarchy by
reducing tiers

Apply policies to
manage space usage
Offer buy-in for projects
with extreme data needs
Automate data
movement

Rich metadata and
search

Explore object stores
and other innovative
storage technologies

Use Case
(Retention)

Temporary
(<84 days)

o e o e o e

Today 2020
Burst Buffer |
Platform
integrated
Scratch foned storage
Project -
J Project
Archive Archive

o
-
@
<
@
e

2025

Platform
integrated
storage

Off-platform
storage

1
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Data Movement Strategy SF

Today Future

GPFS

| 1aMo0 |

i

Users build own tools:
e Migrate data between tiers
e Store metadata

e Find data quickly Automated data movement with

policy-engine tools
e No user driven scripts
e Backend systems migrate data
on behalf of user
e Users define policies

Requires dedicated development:
e Dedicated development
e Front-end solution on top of
storage system layer

[,je‘ U.S. DEPARTMENT OF OfﬁCe Of
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Evolve general purpose 1/0 libraries to support v’
experimental facility communities m

Berkeley Lab has leadership role in Exa-HDF5
and EOD-HDF5 projects. Key benefits to users
will include:

e Enable storing rich metadata in HDF5
’ e Enables robust searching within collection of HDF5

files
ALS \ “ e Enables streaming data into HDFS5 files, while
concurrently monitoring and analyzing data
produced
e Provides transition pathway to object stores

ADVANCED LIGHT SOURCE




SPIN: Edge Services for Complex Workflows

Container-based platform for
easily and quickly creating
science gateways, workflow
managers and other edge
services with limited assistance

Science
Gateways

from staff Vn\:orkﬂow
anage-
e Tightly coupled with HPC ment
resources

e Scalable user defined services

Office of
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Scale Machine Learning and Analytics
Software for HPC Systems "

Large scale analytics highlighted at SC17

“Big Data Center” at

NERSC. P E
Partnerships with H C

387 . Cavering the Fastas!
in tha Wiard and tha Pacgis Who Aun Tham

Intel and Cray ——

© Technologies NERSC Scales Sclentific Deep Learnlng to 15
f f © Sectors Petaflops
( : By Rob Farber
a e & Exascall
© Special

-

|
b
O learn HPCE

August 28, 2017

»

Significant performance o _ ”.*
- Technologies N
increases for TF and - Hardect Challeait Th o
Python on Cori already © Easae s

_ N October 2, 2017
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User Engagement
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Our User Engagement Strategy e

e Deep user engagements: Superfacility partnerships
and NESAP data projects

e Training

e Documentation

Office of
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NERSC Exascale Scientific Application Program il
(NESAP) I*

Goal: Prepare DOE Office of Science (including data users!) for pre-exascale and exascale
systems (Cori, N9, N10)

Partner closely with application teams and apply lessons learned to broad NERSC user
community.

Incorporated Ideas from ALCF ESP and OLCF CAAR

Early
engagement community Early access

interactions
' - L
with vendors Developer Wltlha;?:e Postdoc efforts Training

Workshops Program and online
modules

Close

Leverage

Office of

U.S. DEPARTMENT OF
ENERGY Science
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Preliminary NESAP Code Performance on KNL m

*Speedups from direct/indirect NESAP efforts as
well as coordinated activity in NESAP timeframe

8
5 ® Edison Baseline
= KNL Baseline

° = KNL Optimized
5

4

3

2

Performance Relative to Edison Baseline




Preliminary NESAP Code Performance on KNL m

*Speedups from direct/indirect NESAP efforts as
well as coordinated activity in NESAP timeframe

.Ed|Son-D—-4ﬂ-~I——L————————
= KNL B

I
= KNLO) Average Speedup: |
I
I

4 I
3 | ~3X

Performance Relative to Edison Baseline




NESAP Staff at NERSC

Postdocs

Réhul Gayatri Tuomas .
SW4 Koskela Kevin Gott
XGC1 AMReX/PARSEC

Staff

A

Helen He Stephen Leak Charlene Yang

ebecca
Woo-Sun Yang Hartman-Baker

Brian Austin Brian Friesen

" Doug Doerfler

Zhengji Zhao

~.

.S. DEPARTMENT OF l ~ A
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Graduated PostDocs Benefit HPC Community =4:

Q Mathieu Lobet - La Maison de la

Simulation (CEA), France Taylor Barnes - MOLSSI (Va. Tech)

Brian Friesen - NERSC (Applications
Performance Group) LBNL CRD (US
ECP AMR Development)

Andrey Ovsyannikov - Intel
(Applications Engineer)

Tareq Malas - Intel (Applications
Engineer)

More PostDocs Graduating Soon. Will leave with
unique Data+HPC skills.

Z®, U.S. DEPARTMENT OF Ofﬁce of
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NESAP for Data Apps

e Advances in detectors, sensors, telescopes
and supercomputers are fueling data growth
from DOE facilities

e Applications that processing data need to
prepare for exascale.

e Current Applications:

TOAST (CMB)
DESI (Cosmology)
TomoPy (Tomography)
ATLAS (HEP)
CMS (HEP)
Union of Intersections (ML/Neuro)
N Sele;'teif'r;‘*:“a i MdlEm

X,y

Z=

e Superfacility apps and Learning apps coming - % TR g,
——— EEmaus EEEEEREE ML/Brain

riEE A - me 1 %
PR 1 i Union

DEEHA X W AS
Ak & —— R il 'R =R Intersection
g _‘ y g g " ? 5;;; ,g *‘ sv" :;:- ‘Map’ ‘Solve’ ‘Reduce’ ‘Map' ‘Solve' ‘Reduce’
Y PN T L s AR~




NESAP Data Apps L,

There is a lot that’s the same. Data locality, scalability, vectorization
all matter. What’s Different about NESAP Data Apps?

[.i, U.S. DEPARTMENT OF
@ ENERGY science

High level / productivity languages - Python

Large-input streams

More loosely coupled across interconnect, run under a custom
workflow - throughput is main metric

Spend less time in math-kernels, more moving/manipulating
data

Maintained by large communities of experimental scientists
First time many of apps have engaged with ASCR facilities

Office of




Improving Python Performance for Data Apps

zm Ronler Acres

OREGON

aaaaaaa

nnnnnnn

aaaaaaaaaa
S

R U.S. DEPARTMENT OF Office of
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wwwwww

smpoesd g TOAST 434 Detector Simulation
e (16 nodes KNL-7250, 4 procs x 16 threads)
- EEm job Setup
350 Compute Detector Pointing
— 300 EEE Build Inverse Noise Covariance |
_'-6' = Invert Covariance
S 250 Hmm Simulate Noise Timestreams
] mmm Make a Binned Map
a J
Wi 200
RN e ol U _—
5 — 100 1
50 + 1
0

7 T
Pre-Dungeon Post-Dungeon

Scheduled w/ PyCon 2017 in Portland May 17-25
NESAP for Data Python teams: DESI, TomoPy, TOAST
DESI code speedup: 1.35x on Haswell, 1.6x KNL
TomoPy 20% speedup

NESAP PostDoc
TOAST: Python component 20%, overall ~3.5x (above) Zahra Ronaghi

Represents Tomopy
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Deep engagements enable large scale data

analytics

Deep Learning at Scale (Presented at
SC17 NIPS)

Superwsed classification for LHC

datasets
Pattern discovery in climate datasets

KNL with IntelCaffe and MKL
Synch + Asynch parameter update
strategy for multi-node scaling

Scale;:

" E N ERGY Science

9600 KNL nodes on Cori
10 Terabyte datasets
15 Petaflops

Office of

Machine learning techniques can
automatically detect patterns in simulation
data. Applied to climate and experimental
particle-physics data

NERSC Staff
Thorsten Kurth,
Wahid Bhimiji,
Prabhat




Data Training Strategy €F

e We traditionally do a good job with training, but need to
level-up to serve our EOD communities.

e No existing training program for users wanting to analyze
data from experimental facilities.

e Kicking Off Data/HPC bootcamps

e NERSC has strong expertise at the interface of data analysis & HPC.
Can give a variety of training opportunities to different target audiences
Align with training programs at other facilities
Offer both short (1-day) intensive and longer immersion programs, and

enhance our online training library

Office of

,7 U.S. DEPARTMENT OF
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NERSC as a Documentation Hub

Site Map | My NERSC | < Share

search

Powering Scientific Discovery Since 1974

HOME ABOUT  SCIENGEATNERSC ~ SYSTEMS W NEWSGPUBLICATIONS RED EVENTS LNESTATUS TIMELINE

Home » For Users » Computational Systems » Cori » Application Porting and Performance

APPLICATION PORTING AND PERFORMANCE

Many applications will need code modifications in order to run efficiently on Cori's Intel Xeon Phi "Knights Landing" manycore
processors.  Applications need to have good thread scalability to take advantage of the 68-core Xeon Phi processor, a data
structure layout that can effectively use the 16 GB of onboard MCDRAM fast memory, and loop structures that exploit the 512-bit
vector units. In the web pages that follow we document strategies that can help you improve your application's performance. While
achieving good performance on Cori may take some work, the good news is that optimizations made for Cori will very likely
improve your code's performance on other architectures.

FOR USERS
FOR USERS
» Live Status
» User Announcements Live Status
» My NERSC

- Getting Started

» Connecting to NERSC

User Announcements
My NERSC

Getting Started
Connecting to NERSC
Accounts & Allocations

» Accounts & Allocations
» Computational Systems
Computational Systems
Updates and Status Storage & File Systems
Data Management Policies
Getting Started and Optimization Strategy /O Formats
Getting Started NERSC Data Storage

The purpose of this page is to get you started thinking about how to optimize your application for the Knights Landing (KNL)
Resources

Architecture that will be on Cori. This page will walk you through the high level steps and give an example using a real
application that runs at NERSC. How Cori Differs From Edison There are several important differences between the Cori
(Knight's Landing) node architecture and the Edison (lvy Bridge) node architecture that require special attention from
application... Read More »

Programming
Running Jobs Data Transfer Nodes
Burst Buffer

Cori Intel Xeon Phi Nodes

Application Porting and
Performance

HPSS Data Archive
1/0 Resources for Scientific
Applications at NERSC

Optimizing I/O performance
on the Lustre file system

Application Case Studies »

NERSC staff along with engineers have worked with NESAP applications to prepare for the Cori-Phase 2 system based on the
Xeon Phi "Knights Landing" processor. We document the several optimization case studies below. Our presentations at ISC 16
IXPUG Workshop can all be found: https:/iwww.ixpug.org/events/ixpug-isc-2016 Other pages of interest for those wishing to
learn optimization strategies of Cori Phase 2 (Knights Landing): Getting Started Measuring Arithmetic Intensity Measuring and...
Read More »

Getling Started and

Optimization Strate; Introduction to Scientific IO

Application Case Studies Optimizing 10 on Cori KNL
Profiling Your Application Burst Buffer
Improving OpenMP Scaling Science Databases

Sharing Data
Understanding Memor
Bandwidth Transferring Data

Unix Groups at NERSC

Profiling Your Application ),

There are a number of tools which can help users profile applications to determine the best strategy for improving code
performance on Cori. Some popular tools are Vtune, CrayPat, and MAP. Read More »

Unix File Permissions
Application Performance
Data & Analytics

Job Logs & Statistics
Improving OpenMP Scaling »
Each processor on Cori will have over 60 processor cores with 4 hardware threads each. Efficient thread scalability will be Software
important to achieving good performance. Read More »

Training & Tutorials
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Login

Site Map | My NERSC | « Share

searcl

Powering Scientific Discovery Since 1974

HOME ~ ABOUT  SCIENCEATNERSC ~ SYSTEMS W NEWS &PUBLICATIONS R&D  EVENTS  LIVESTATUS  TIMELINE

Home » For Users » Storage & File Systems » /0 Resources for Scientific Applications at NERSC

170 RESOURCES FOR SCIENTIFIC APPLICATIONS AT
NERSC

Introduction
TABLE OF CONTENTS

1. Introduction
2. Getting started

3. Libraries and tools available at
NERSC

4. Best practices for scientific 110
5. Tutorials, support, and resource
location

Getting started all

NERSC provides a range of online resources to assist users developing, deploying,
understanding, and tuning their scientific I/O workloads, supplemented by direct
support from the NERSC Consultants and the Data Analytics Group. Here, we
provide a consolidated summary of these resources, along with pointers to relevant
online documentation.

Back to Top

One key resource, and a particularly good starting point for new users, is our general

on the various available at NERSC. This resource
includes valuable information, such as the intended use-case for which the filesystems were designed, as well as the particular type
of underlying filesystem.

Back to Top
Libraries and tools available at NERSC

NERSC provides a number of I/O programming libraries, as well as tools for profiling I/O performed by your jobs and monitoring
system status. These resources include:

 High-level /O libraries available at NERSC, including the popular HDF5 and NetCDF libraries
« Tools for monitoring 1/0 activity:

* The Darshan job-level I/O profiling tool may be used to examine the I/O activity of your own jobs (available on Cori and
Edison).

+ Real-time aggregate Cori scratch I/0 activity can give an estimate of overall aggregate-bandwidth utilization for Cori's
scratch (click on any of your jobs, then click Lustre LMT).

~.
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Some Highlights of Committee Report

e NERSC showed strong understanding of user issues and
concerns around data

e Plan for storage and SPIN were well thought out

e Encouraged NERSC to create a more detailed plan with
resources and timelines for engaging with superfacility
partnerships

e Asked NERSC to think about how to set expectations and
provide resources to numerous user facilities wanting
resources at the same time, some running 24x7

e Commended NERSC for taking initiative to create data plan

e And more ...
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Thank you!
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