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NERSC is the mission HPC and data analysis 
facility for the DOE Office of Science
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7,000 Users
800 Projects
700 Codes



NERSC directly supports SC Mission

2016 Usage by OfficeAllocated Hours (Millions)

80%
10%
10%



NERSC’s HPC Systems 2017

Edison
5,560 Ivy Bridge Nodes
64 GB memory/node
Cray XC30 / Aries Dragonfly network
6 PB Lustre File System

Cori - 30PFs
9,300 Intel Xeon Phi “KNL” nodes
2,000 Intel Xeon “Haswell” nodes
1.2 PB memory
Cray XC40 / Aries Dragonfly network
30 PB Lustre File System
1.5 PB, 1.6 TB/s Burst Buffer

#6 on June 2017 Top 500 list



NERSC-9 System 2019-2020

1. Provide 3-4x capability of Cori
2. Meet needs simulation and data 

analysis use cases including: 
a. Complex workflows
b. Analytics and machine learning at scale
c. Support for experimental facilities 

workflows
3. Prepare users for exascale and 

more specialization and 
heterogeneity

Microsoft and Baidu deploy FPGA’s
Google designs own Tensor 
Processing Unit (TPU)

Intel buys 
deep learning startup, Nervana
FPGA company, Altera

NVIDIA builds deep learning 
appliance

System will be announced in 2018

Proliferation of accelerators 
is altering the market.



NERSC is assessing the GPU readiness of the 
workload 



Data Workload at NERSC



Question on 2017 Call for Proposals

• Is the primary role of this 
project to:
– Analyze data from experiments/ 

observational facilities; OR

– Create tools and algorithms for 
analyzing exp/obs data; OR

– Combining models and 
simulations with exp/obs data?

The time to support these projects is now!



Unique users of data analysis software

Tools have only been instrumented for a 
short time, (only months) We will continue to 
track usage.



Annual user surveys highlighted challenges for 
large scale data analysis use cases

I/O is too slow
It is difficult to run complex 
software stacks on 
supercomputers

I need ‘real-time’ feedback 
for my workflow

Internal network limits how 
I can import data to 
supercomputer

There is limited software for analytics 
on supercomputing systems



NERSC has begun to address these issues
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It’s difficult to bring complex 
software stacks to HPC systems

I need real-time feedback for my 
workflow

Internal network limits how I can 
import data to supercomputer

There is limited software for analytics 
on HPC systems

I/O is too slow

New analytics and 
ML libraries

User defined images 
with Shifter

SDN

Burst Buffer more than 
doubles I/O bandwidth

Real-time queues



Data Advisory Committee 
Review



We convened an Data Advisory Committee on 
Oct. 4th to provide feedback on our directions
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Katrin Heitmann
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Gil Compo
U Colorado, Climate
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GA, Fusion

Peter Nugent
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Loren Frank, UCSF, 
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We asked the committee to review our 
strategy

Superfacility Initiative: Collaborate with SC User 
Facilities to enable seamless and high 
performing end-to-end workflows

Systems Initiative: Design NERSC-9, NERSC-10 
storage and edge services for integrated 
simulation and data analysis workloads

Software Initiative:  Scale data analysis and 
management software for HPC

User Engagement Initiative: Optimize 
applications and prepare data pipelines for large 
scale HPC systems

Vision: Transform 
science by 
enabling seamless 
large-scale data 
pipelines and 
analysis on 
leading-edge HPC 
systems and 
platforms



Requirements Reviews highlighted common data 
related themes across facilities and domains

• Scalable methods for analysis and 
reduction of large datasets 

• Large storage systems with high 
performance and intuitive interfaces

• Significant advances needed to 
search, publish, and share data

• Seamless data movement 
throughout workflow

• A co-evolution of capabilities 
between DOE experimental and 
ASCR facilities 



Motivating Use Cases and Challenges

BES
Scientists want to use multi-modal data techniques in photon, neutron, and electron scattering. 
High bandwidth data analytics for multi-modal imaging, e.g., allows science teams to augment 
experiments in progress.

BER
Use predictions and data from sequencing, imaging and spectroscopy instruments and integrate 
into models of biomes, their environmental functions and propagate effects to Earth system 
scale.

HEP
Cosmic frontiers experiments (such as LSST) require large scale computations to create 
simulated catalogs. Event broker investigations require real-time analysis and filtering.  Results 
of both must be shared broadly with community.

FES Whole device modeling: abbreviated simulations feeding back in real time to experimental runs. 
Scale of data generated by full scale models presents data management challenges 

NP Transition from event driven triggers to streaming readout models to enable higher luminosity 
experiments

ASCR:     Crosscutting: math, algorithms, networking and computer science research



Superfacility: A network of connected facilities, software 
and expertise to enable new modes of discovery

Experimental 
Facilities

New 
Mathematical 

Analyses

Computing 
Facilities

Network for 
Big Data 
Science

Fast 
Implementations 

on latest 
computers

Real-time 
analysis and 

Data 
management



Experimental 
Facilities

Math

Computing 
Facilities

Network

Fast 
Implementation

Analysis and 
data 

management

What’s the role of NERSC in a superfacility?

● Deploying large scale 
computing and storage 
resources

● Providing reusable building 
blocks for experimental 
scientists to build pipelines

● Providing scalable 
infrastructure to launch 
services

● Expertise on how to optimize 
pipelines

Superfacility 



Initial Superfacility Partnerships

LCLS - X-ray FEL images atoms and molecules. Users 
benefit from near real-time feedback 

LSST - DESC - Broker for transient feeds, catalog analysis

JGI (FICUS) - Characterize metagenome populations 
across environments

Strategy: Partner with three diverse facilities and ESnet to demonstrate 
production end-to end automated pipelines.  Apply lessons learned to other 
facilities



Why these three partnerships to start?

● Stress different aspects of the superfacility model
● Diversity of originating data locations
● Existing deep partnerships
● Similar requirements for fusion and nuclear physics use cases

LSST - DESCLCLS JGI (FICUS)



Superfacility Common Elements

User at 
remote site: 
adjust and 
recalibrate

Extract 
results

Publish and 
share data

Submit data 
analysis jobs

DBs
Science 

Gateways

Rosapuchalt / 
Freepik

Store and archive data

Workflow 
Manage-

ment

Search 
and 
discover 
data

Edge 
Services

Transfer 
data



Our Vision For The NERSC Storage Hierarchy

Strategy
● Simplify hierarchy by  

reducing tiers
● Apply policies to 

manage space usage
● Offer buy-in for projects 

with extreme data needs
● Automate data 

movement
● Rich metadata and 

search
● Explore object stores 

and other innovative 
storage technologies



Data Movement Strategy

Users build own tools:
● Migrate data between tiers
● Store metadata
● Find data quickly

Requires dedicated development: 
● Dedicated development
● Front-end solution on top of 

storage system layer

Policy-driven

GPFS

HPSS

Today

Automated data movement with 
policy-engine tools
● No user driven scripts
● Backend systems migrate data 

on behalf of user
● Users define policies

Future



Evolve general purpose I/O libraries to support 
experimental facility communities  

Berkeley Lab has leadership role in Exa-HDF5 
and EOD-HDF5 projects.  Key benefits to users 
will include:

● Enable storing rich metadata in HDF5
● Enables robust searching within collection of HDF5 

files
● Enables streaming data into HDF5 files, while 

concurrently monitoring and analyzing data 
produced

● Provides transition pathway to object stores



SPIN: Edge Services for Complex Workflows

Container-based platform for 
easily and quickly creating 
science gateways, workflow 
managers and other edge 
services with limited assistance 
from staff
● Tightly coupled with HPC 

resources
● Scalable user defined services

Science 
Gateways

Spin

Workflow 
Manage-

ment

DBs

Workflow 
manage-

ment



Scale Machine Learning and Analytics 
Software for HPC Systems

“Big Data Center” at 
NERSC.  
Partnerships with 
Intel and Cray

Significant performance 
increases for TF and 
Python on Cori already

Large scale analytics highlighted at SC17



User Engagement



Our User Engagement Strategy

● Deep user engagements: Superfacility partnerships 
and NESAP data projects

● Training 

● Documentation



NERSC Exascale Scientific Application Program 
(NESAP)
Goal: Prepare DOE Office of Science (including data users!) for pre-exascale and exascale 

systems (Cori, N9, N10)

Partner closely with application teams and apply lessons learned to broad NERSC user 
community. 

Incorporated Ideas from ALCF ESP and OLCF CAAR

Leverage 

community 
efforts

Close 

interactions 
with vendors Developer 

Workshops

Early 

engagement 
with code 

teams
Postdoc 
Program

Training 
and online 
modules

Early access 
to KNL



*Speedups from direct/indirect NESAP efforts as 
well as coordinated activity in NESAP timeframe

Preliminary NESAP Code Performance on KNL



*Speedups from direct/indirect NESAP efforts as 
well as coordinated activity in NESAP timeframe

Average Speedup:

~3x

Preliminary NESAP Code Performance on KNL
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Hartman-BakerWoo-Sun Yang
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Tuomas 
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Tomopy
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HIPMER/
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Jonathan Madsen
TOAST
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Charlene Yang

Brian Friesen

NESAP Staff at NERSC

Working on Data Apps



Graduated PostDocs Benefit HPC Community

Mathieu Lobet - La Maison de la 
Simulation (CEA), France 

Brian Friesen - NERSC (Applications 
Performance Group) LBNL CRD (US 
ECP AMR Development)

Tareq Malas - Intel (Applications 
Engineer)
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Taylor Barnes - MOLSSI (Va. Tech)

Andrey Ovsyannikov  - Intel 
(Applications Engineer)                   

More PostDocs Graduating Soon. Will leave with 
unique Data+HPC skills.



NESAP for Data Apps

● Advances in detectors, sensors, telescopes 
and supercomputers are fueling data growth 
from DOE facilities

● Applications that processing data need to 
prepare for exascale.

● Current Applications:
TOAST (CMB)
DESI (Cosmology)
TomoPy (Tomography)
ATLAS (HEP)
CMS (HEP)
Union of Intersections (ML/Neuro)

● Superfacility apps and Learning apps coming

APS

CMS

ATLAS

CMB

ML/Brain

DESI



NESAP Data Apps
APSThere is a lot that’s the same. Data locality, scalability, vectorization 

all matter. What’s Different about NESAP Data Apps?
● High level / productivity languages - Python
● Large-input streams
● More loosely coupled across interconnect, run under a custom 

workflow - throughput is main metric
● Spend less time in math-kernels, more moving/manipulating 

data
● Maintained by large communities of experimental scientists
● First time many of apps have engaged with ASCR facilities



Improving Python Performance for Data Apps
TOAST

• Scheduled w/ PyCon 2017 in Portland May 17-25
• NESAP for Data Python teams: DESI, TomoPy, TOAST
• DESI code speedup: 1.35x on Haswell, 1.6x KNL
• TomoPy 20% speedup
• TOAST: Python component 20%, overall ~3.5x (above)

NESAP PostDoc 
Zahra Ronaghi 
Represents Tomopy



Deep engagements enable large scale data 
analytics

Deep Learning at Scale (Presented at 
SC17, NIPS)

- Supervised classification for LHC 
datasets

- Pattern discovery in climate datasets
- Convolutional architectures optimized on 

KNL with IntelCaffe and MKL
- Synch + Asynch parameter update 

strategy for multi-node scaling
Scale:

- 9600 KNL nodes on Cori
- 10 Terabyte datasets
- 15 Petaflops

Machine learning techniques can 
automatically detect patterns in simulation 
data. Applied to climate and experimental 
particle-physics data

NERSC Staff 
Thorsten Kurth, 
Wahid Bhimji, 
Prabhat



Data Training Strategy

● We traditionally do a good job with training, but need to 
level-up to serve our EOD communities. 

● No existing training program for users wanting to analyze 
data from experimental facilities. 

● Kicking Off Data/HPC bootcamps
● NERSC has strong expertise at the interface of data analysis & HPC. 
● Can give a variety of training opportunities to different target audiences
● Align with training programs at other facilities
● Offer both short (1-day) intensive and longer immersion programs, and 

enhance our online training library



NERSC as a Documentation Hub



Some Highlights of Committee Report

● NERSC showed strong understanding of user issues and 
concerns around data

● Plan for storage and SPIN were well thought out
● Encouraged NERSC to create a more detailed plan with 

resources and timelines for engaging with superfacility 
partnerships

● Asked NERSC to think about how to set expectations and 
provide resources to numerous user facilities wanting 
resources at the same time, some running 24x7 

● Commended NERSC for taking initiative to create data plan
● And more ...



Thank you!


