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• Download

• https://github.com/ornladios/ADIOS2/

• https://github.com/ornladios/ADIOS

• https://www.olcf.ornl.gov/center-projects/adios/

https://github.com/ornladios/ADIOS2/
https://github.com/ornladios/ADIOS
https://www.olcf.ornl.gov/center-projects/adios/
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Data reproducibility through self-describing data
• Raw data (byte streams) have little to no use without appropriate description

• Recovering actual information costs scale with the size of the data.

• Self-describing data: Raw data (expensive access) + Metadata (quick access, 
embedded). 

• Cost: metadata overhead. Benefit: make fast decisions based on metadata. 

• Modern software self-describing components:

• C++ STL containers, Python numpy arrays, Self-describing file formats

• Goal: Write high performance self-describing data streams for in 
situ + post processing of data

Field Value

Size 100

Min 0.00002352422

Max 1203213123.4542

Dimensions {2,50}

Type float

Name “pressure”

Units “KPa”

Question:
What extra annotations 
do we add to the output 
to make it more valuable, 
without “greatly” 
effecting performance ?
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Filesystem/network bandwidth falls behind CPU/memory: Fewer 
bytes/operation

• Filesystem/network bandwidth falls
behind CPU/memory; most apps
become I/O bound

⇒Must write many fewer bytes/ops

⇒ Online analysis and reduction

Massive increase in computing power and concurrency

⇒ SPMD → MPMD 

⇒ Increasing need for online coupling 

The compute-data gap is a major challenge for HPC
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I/O Framework for Data Intensive Science

• Problem 
• Input/output (I/O) performance is severely bottlenecked on HPC systems and 

experimental instruments because of hardware limitations

• Applicable to both checkpoint restart and data analysis and visualization 

• Solution
• ADIOS is a DOE I/O framework developed for  sustainable  I/O on Leadership Class Facilities (LCF) supercomputers

• ADIOS supports in situ processing of data, which means processing data during the run of a simulation

• Burst Buffers, a simplified version of data staging, were created as part of ADIOS and are becoming the de-facto 
standard for exascale I/O 

• Impact
• Over 10X I/O improvement from previous I/O methods on LCF apps
• Now used by more than 30 LCF application areas, totaling over 1B hours on the LCFs, 
• Outside DOE: Used in Industrial Engineering, Oil Exploration, Computational Fluid Dynamics
• ADIOS won R&D 100 Award in 2013

With ADIOS we saw a 20-fold increase in I/O performance compared to 
our best previous solution which enabled us to study our laser-driven 
particle accelerator from the single-particle level to the full system; which 
is a game changer for our team”, M. Bussmann (PIConGPU)
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ADIOS 

• ADIOS core – provides the basic 
infrastructure for scientific data
• BP stream format, Memory Buffering, Data 

Movement strategies

• ADIOS library  - allow “best practice” 
from external components
• Engines, Transformations, Indexing, 

Transports

• ADIOS Framework – allow scientific 
libraries to be used inside ADIOS
• Staging libraries, reduction libraries, 

Indexing libraries, I/O libraries

• ADIOS ecosystem – Allow  applications 
to interact with ADIOS codes/data
• Analysis- Visualization services, 

Performance services, Living Miniapps

CORE
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Application Example

GTC

ADIOS

NVRAM

PFS

TAPE

ADIOS-BP

• Application wants to write data at scale

• High Performance, self-describing data 
output to the file system
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Application Example

GTC

ADIOS

NVRAM

PFS

TAPE

SZ - reduction

ADIOS-BP

• Application wants to write data at scale

• High Performance, self-describing data 
output to the file system

• Applications need to reduce - compress 
data, index data

• Encapsulate “best” practices in ADIOS
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Application Example

GTC

ADIOS

NVRAM

PFS

TAPE

SZ - reduction

ADIOS-BP

• Application wants to write data at scale

• High Performance, self-describing data 
output to the file system

• Applications need to reduce - compress 
data, index data

• Encapsulate “best” practices in ADIOS

• Applications may want to use “other” 
compression, indexing technologies

• Allow libraries to be added into ADIOS
FastBit
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• Application wants to write data at scale

• High Performance, self-describing data 
output to the file system

• Applications need to reduce - compress 
data, index data

• Encapsulate “best” practices in ADIOS

• Applications may want to use “other” 
compression, indexing technologies

• Allow libraries to be added into ADIOS

• Now we need to analyze and visualize 
the data (in situ)

Application Example

GTC

ADIOS

NVRAM

PFS

TAPE

SZ - reduction

ADIOS-BP

Staging (Dataspaces or 
FLEXPATH)

VTK-M
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Driving Collaborative Co-Design with Applications
• Showcase using numerous ECP and other 

technologies:

• ADIOS staging (DataSpaces) for coupling

• Sirius (ADIOS + Ceph) for storage

• ZFP, SZ, Dogstar for reduction

• VTK-M services for visualization

• TAU for instrumenting the code

• Cheetah + Savanna to test the different 
configurations (same node, different node, 
hybrid-combination) to determine where to 
place the different services

• Flexpath for staged-write from XGC to 
storage

• Ceph + ADIOS to manage storage hierarchy

• Swift for workflow automation

XGC XInterpolator

Reduction Reduction

XGC Viz.
XGC   

output
X

Viz.
X output

TAU TAU

Comparative 
Viz.

NVRAM

PFS

TAPE

Performance 
Viz.

Cheetah +  Savanna drive 
codesign experiments



klasky@ornl.gov

Engineering ADIOS for Sustainability

• On-going effort to take what we’ve learned and build 
a better stack to support community engagement

• Re-engineering of ADIOS 
(ADIOS2) from the 
framework to the inside
• Make the engagement at the 

tool/framework level as easy 
as possible.

• Build the high performance 
core out to serve that.

• Uses community practices
• Continuous integration

• Github & C++

• Test-driven development 
based on applications
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Overheads with XGC

• 1 PB of total output per 24 hours, but really wanted 10 PB/24 hours
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ADIOS on Summitdev Burst Buffer 

• 1 GB per PE written/read – in 20 PE/node case that means 20GB/node
• caveat: Plenty of free RAM available on each node
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• Use ADIOS to write a single file per timestep
• Use OpenFOAM functionObject approach for 

defining extra functionality (used to extend 
OpenFOAM with new computations, I/O, 
diagnostics, etc.)

• User specifies the output objects in a 
configuration file (in a usual way for OpenFOAM)

ApproachChallenges

Further impact: OpenFOAM CFD simulations

• Open C++ framework for all CFD simulations

• FM Global: fireFOAM application for fire simulations

• Output is stream-based, no central IO class

• Hundreds of objects contribute to the output writing

• Many small files with even more tiny write operations

• Per processor and simulation variable

• Add a scalable and fast IO solution to OpenFOAM

Research Products/Artifacts

Yi Wang, Karl Meredith – FM Global
S. Klasky,  N. Podhorszki - ORNL

Select Results

• Prototype implementation of ADIOS IO in 

OpenFoam 2.2 source as extension

• https://github.com/pnorbert/IOADIOSWrite 

• Tests performed by FM Global on local cluster 

with NFS file system as well as at OLCF with 

Lustre file system

“ADIOS was able to 

achieve a 12X performance 

improvement from the 

original IO “

https://www.olcf.ornl.gov/
2016/01/05/fighting-fire-
with-firefoam/ Stacking commodities on wood 

pallets slows horizontal fire 
spread, versus absence of pallets


