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Why is Machine Learning important?
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ML Application to Physics
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ML Application to Biology
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Machine Learning Concepts
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What is Machine Learning (ML)

• One of Machine Learning definitions
• “How can we build computer systems that 

automatically improve with experience, and what are 
the fundamental laws that govern all learning 
processes?” Tom Mitchell, 2006

• Statistics: What conclusions can be inferred from data

• ML incorporates additionally
• What architectures and algorithms can be used to effectively 

handle data 

• How multiple learning subtasks can be orchestrated in a 
larger system, and questions of computational tractability
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Machine Learning Components

Machine 
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Algorithm

DataHW+SW
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Brief History of Machine Learning

Perceptron

1950 1980 1990 2000

2010 2013 2014 2015 20162011 2012

20101960 1970

1ST Chess 

Learning Prog.

ENIAC

HMM

Speech 

Recognition

AlphaGo

Hadoop

0.1.0

WWW 

invented
Data Driven

ML

KNN

Softmargin

SVM

Web

Browser

K-Means

GPGPU

Deep Blue

Chess

N-gram 

based MT

Image

Net

IBM Watson
NN won ImageNet 

with large margin

NN outperform

human on ImageNet

9



Supervised Learning Pipeline
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Unsupervised Learning Pipeline
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Types of Learning
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Types of Learning
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• Generative Learning



Types of Learning
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• Discriminative Learning



Types of Learning
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• Active Learning
• How to select training data?



Types of Learning
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• Multi-task Learning



Types of Learning
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• Transfer Learning



Types of Learning
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• Kernel Learning

• Metric Learning



Types of Learning
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• Kernel Learning

• Metric Learning



Types of Learning

20

• Kernel Learning

• Metric Learning
• Dimensionality Reduction



Types of Learning

• Feature Learning
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• Lee, et al. “Convolutional Deep Belief Networks for Scalable Unsupervised Learning of Hierarchical Representations”, ICML ‘09



Machine Learning Algorithms

• Bayesian Algorithms

• Instance-based Algorithms

• Regularization Algorithms

• Decision Trees

• Association Rule Mining

• Ensemble Learning
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Machine Learning with 
Big Scientific Data
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Machine Learning Components

Machine 
Learning

Algorithm

DataHW+SW
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Big Data
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Research Facilities



Machine Learning Components

Machine 
Learning

Algorithm

DataHW+SW
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MapReduce: Not Complete Solution in 2010

• Task: Find cluster patterns in Doppler Radar Spectra

• Data: 1hr≈130MB, 1yr ≈1TB, 2004~2008 ≈ 5TB

• MapReduce (K-Means)

• Map: Find closest centroids

• Reduce: Update centroids

• MapReduce (Spectral Clustering)

• Distributed Affinity Matrix Computation : O(n2)

• Distributed Lanczos Methods to compute EVD

• Scalability Analysis

• 12 cores (1 node) Spectral clustering took 1 week for one month data

• 616 cores (77 nodes) Spectral Clustering took less than 2 hours for three 
months (~300GB)



Machine Learning Components

Machine 
Learning

Algorithm

DataHW+SW
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Power-iteration-based Method
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F. Lin, W. Cohen, “Power Iteration Clustering”, (ICML 2010)



Streaming Approximations
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Potential Research Areas 
in Machine Learning
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Potential Research Areas

• Unsupervised / Active Learning

• Large portion of scientific data does not have labelled data

• “Unsupervised learning had a catalytic effect in reviving interest in deep 
learning, but has since been overshadowed by the successes of purely 
supervised learning. … we expect unsupervised learning to become far 
more important in the longer term.” Yann LeCun, Nature 2015
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Potential Research Areas

• In-situ and streaming analysis 
• Unique much higher velocity than industry

• Large scale simulations / cutting edge instrumentations
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Long Island Solar Farm



Potential Research Areas

• New architectures
• Googles’ TPU (Tensor Processing Unit)

• IBM TrueNorth (Neuromorphic Computing)

35
• https://futuristech.info/posts/google-claims-its-tensor-processing-unit-tpu-is-7-years-into-the-future-ahead-of-moore-s-law

• http://www.research.ibm.com/articles/brain-chip.shtml



Potential Research Areas

• Programming models, compiler technologies, workflows to 
leverage HPC more effectively

• Lua, Scala, Julia are popular new programming languages for 
machine learning
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Potential Research Areas

• New mathematical solutions/solvers/libraries for 
HPC
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Potential Research Areas

• Foundational theory for deep learning
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Potential Research Areas

• Automation of simulation or experiments
• Self-driving car

• Why not autonomous experimentation?
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Potential Research Areas

• Fusing theory, simulation, experiments, and ML
• Interplay of simulation, observation and ML
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Potential Research Areas

• Interactive analysis in PB scale data

• Enabling high dimensional feature space and high volume visualization

• Pin-point where to pay attention

• Good summarization and dynamic zoom-in and out

• Help us to understand and design better machine learning algorithms
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Detailed display of the individual elements in layers: here the top 9 

activations of the feature maps and their corresponding image patches 

are plotted. 



Potential Research Areas

• Text Mining
• Scientific literature was effectively utilized in various science 

domains
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Questions?

Machine 
Learning

Algorithm

DataHW+SW
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Backup
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Big Data and ML

• MapReduce
• Needed distributed processing paradigm for big 

volume of WWW data

• Focused on minimizing disk IO
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Big Data and ML

• Spark
• Maximally utilize distributed memory (RDD)

• Allow lazy evaluation for better optimization
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Unsupervised Learning Pipeline
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Machine Learning Component

Machine 
Learning

Algorithm

DataInfrastructure

• HW: CPU, 

GPGPU, FPGA, 

…

• SW: XXX, 

Hadoop, spark, 

allreduce, … 
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Potential Research Areas

• Unsupervised / Active Learning
• Large portion of scientific data does not have labelled data
• “Unsupervised learning had a catalytic effect in reviving interest in 

deep learning, but has since been overshadowed by the successes 
of purely supervised learning. … we expect unsupervised learning to 
become far more important in the longer term.” Yann LeCun, Nature
2015

• In-situ and streaming analysis 
• Unique much higher velocity than industry
• Large scale simulations / cutting edge instrumentations

• Programing models to leverage HPC more effectively
• Lua, Scala, Julia are popular new programming languages for 

machine learning

• New architectures
• Googles’ TPU (Tensor Processing Unit)
• IBM TrueNorth (Neuromorphic Computing)
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Potential Research Areas

• New mathematical solutions/solvers/libraries @ 
HPC

• Foundational theory for deep learning

• Automation of simulation or experiments
• Self-driving car

• Why not autonomous experimentation?

• Fusing theory, experiments, and ML
• Interplay of simulation, observation and ML
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Potential Research Areas

• Interactive analysis in PB scale data
• Interpretable compression

• Pin-point where to pay attention

• Good summarization and dynamic zoom-in & out

• Text Mining
• Scientific literature was effectively utilized in various 

science domain

• Error Analysis
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