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	 	 	 	Suppor:ng Applied Mathema:cs Research 

• DOE/ASCR: Support	 the research and development of	applied	 
mathema1cal models, methods	 and algorithms	 for 
understanding natural and engineered systems related to DOE’s 
mission with a focus	 on 
– discovery of new applied mathema1cs, for the ultra-low power, 

mul1core-compu1ng, and data-intensive future; 

• Tradi&onal Mathema&cs Research Support 
– “Individual” Awards •Base program 

– Centers	 – facilita:on of research in the domain … 

– Large mul1-year integrated efforts of mul1ple inves1gators, 
mul1ple ins1tu1ons and larger focus areas,… 
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Mathema:cal Mul:faceted Integrated Capability Centers (MMICCS) --
New Paradigm in 2012 

Long-term 	goals:	 
• Mathema:cs research that	 5-10+	 

years out will impact DOE mission 
efforts: DOE Applica:ons, SciDAC 
Program, and Exascale 	Co-Design	 

• New Mathema:cal Mul:faceted 
Integrated Capability Centers 
(MMICCs) directly enhances impact	 of 
applied math on DOE mission 

• Cross-cuFng	mathema&cs	projects: addresses founda:onal, algorithmic and extreme-
scale mathema:cal challenges 

• High-risk, high-payoff: new mechanism to bring in highly innova:ve research 

3 



	 	 	 	 	 		
		

	

	 	 	 	 	 		
  	 	 	 	

	 	 	 	 	 	 	 	
	 	 	 	 	 	

  	 	 	 	 	 	 	
	 	 	 	 		 	

	 	 	 	 	 	 	
	 	 		

  	 	 	 	 	 	 	 	 	

Mathema:cal Mul:faceted Integrated Capability Centers (MMICCs) 

Mathema&cal Mul&faceted Integrated Capability Center must: 
• Address the long-term	 mathema1cal challenges 	for one or 
more DOE grand challenges and that	 require new integrated, 
itera:ve processes across mul:ple mathema:cal disciplines. 

• Iden:fy a set	 of interrelated mathema1cs research challenges 
that	 represent	 abstrac1ons of the grand challenges. These 
abstrac:ons would then be op:mally addressed through a	 
mul:faceted, integrated approach. 

• Have impact	 to the DOE mission in the 5-10+	 year 1meframe 

4 



	 	 	 	 	 		
		

	

	 	
  	 	 	 	 	 	 	 	

	 	 	 	

  	

  	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	 	

	

  	 	 	 	 	 	 	 	 	

  	 	 	 	 	 	 	 	
	 	 	 	 	 	 	

	

Mathema:cal Mul:faceted Integrated Capability Centers (MMICCs) 

MMICCs Organiza:on: 
• Integrated collec:on of sub-projects at	 mul:ple laboratory and university 

sites; Consistent	 with major theme. 

• Center 	Director : 

– Provide overall direc:on for the center ensuring internal coordina:on 
and collabora:on as well as appropriate external outreach; Lean 
management	 structure 

• Must	 be sufficiently flexible to adapt	 to changing technical challenges and 
scien:fic	needs.	 

• Iden:fy key senior personnel; Sub-project	 goals and outcomes; integra:ve 
mechanisms; outreach to communi:es beyond the center 
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	 	Poraolio Summary 

• Projects	with 	Broad 	DOE	mission 	relevance:		 
– Proposals	in Complex Energy Systems; Subsurface Flows; Materials; Data	 driven 

methods … 

– ~50 preproposals •	14	full 	proposals		 •	3	awards	 

– Anitescu: The Mul@faceted Mathema@cs	 Center for Complex Energy Systems	 
(M2AC2S) : Complex energy systems such as power grid and renewables 
integra:on 

– Karniadakis: Modeling Mesoscale Processes	 of Scalable Synthesis:	 Mesoscale 
modeling applicable to materials, chemistry, and biofuels 

– GhaXas	& 	Willcox: DiaMonD:	 An Integrated Mul@faceted Approach to 
Mathema@cs	 at the Interfaces	 of Data, Models, and Decisions	 : Mul:scale, 
mul:physics challenges related to subsurface flows and materials for energy 
storage 

– Total expenditures of ~$5M/year in laboratories and $4M/year in universi:es 
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Mathematical Multifaceted Integrated Capability Centers (MMICCs) 

Goal:	 
Address long-term	 mathema1cs research challenges 
with impact	 to the DOE mission in the 5-10+	 year 
1meframe. 

MMICCS have been very successful and can 
serve to anchor DOE Office of Science 
investments in Applied Math. 

Outcomes/Performance Measures: 
~(86+95+148)=~329 publica&ons in peer 
reviewed literature in 4 years! 

Greater than 30 faculty and lab researchers 
trained. 

Gordon Bell, SIAM	 fellows,ECRP, keynotes, SIAM	 
Best	 poster… 

Long-Term 	DOE	Impact:	 
New mathema:cs at	 the intersec:on of mul:ple 
mathema:cal sub-domains –	 data	 driven 
discovery, mul:-scale modeling, grid op:miza:on, 
large scale inversion, rare events … 
• Several high impact	 “applica:on transi:ons” – 	Grid	 

Moderniza:on Laboratory Consor:um (GMLC), 
Exascale Applica:on Project, partnerships with 
Center for Integrated Nanotechnologies, Material 
Synthesis and Simula:on Across Scales … 

• DOE’s Quadrennial technology review (QTR) feature. 

ASCAC December 20, 2016 7 



     	

	

	 	 	 	 	 	
	

	

  	 	 	 	 	 	
	 	 	 	 	 	

  	 	 	 	 	 	 	 	
	 	 	 	 	 	

	 	 	 	 	 	
	 	 	 		

	

	
	 	 	 	 	 	 	 	

	 	 	 	 	 	 	 	 	
	 	 	 	 	 	
	 	 	 	

	

	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	

	
	 	

	

	 	 	 	 	 	
	 	 	 	 	 	

	 	 	 	 	 	
	 	 	 	 	 	

	 	 	 	
	

	 	 	 	 	 	 	
	 	 	 	 	 		

	

   

Mathematical Multifaceted Integrated Capability Centers (MMICCs) 

Program		Review:	 

Program went	 through careful review process in Oct-
Nov	 16. 

• 1.5 day reverse site visit	 format	 with detailed 
report	 prior to review and wriien Q&A 

• 1 day study group with selected researchers, PIs 
and other agency program managers on best	 
prac:ces and lessons learnt	 in such focused 
investments for Applied Mathema:cs 

Outcomes:	 

Reviews and study group were very posi:ve on 
the program and in addi:on to the many research 
highlights, notes on best	 prac:ces and kudos, 
sugges:ons for improvement	 commented thus: 

“The collec:ve group of people involved in this 
round of MMICCs would never had embarked on 
this	successful	line of 	research	without	the 
MMICCs program." 

Long-Term 	DOE	Impact:	 

Core groups of organized researchers from 
mul:ple laboratories and leading university groups 
with great	 intellectual ability, diverse skills and 
experience levels have assembled to successfully, 
tackle grand challenge problems. 

Challenge is to sustain and adapt	 groups to 
evolving needs in mission related research. 

ASCAC December 20, 2016 8 
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Blue = Institution 
Magenda Authors 

Green = Papers 

Interes:ng and complex paiern of 
interac:ons. M2ACS vs CM4 
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HIGHLIGHTS	 



	 	 	 	 	 	 		

 

	
		

  	 	 	 	 	 	
	 	 	 	 	 	 	

	 	 	 	 	

  	 	 	 	 	

	 	

	 	 	 	 	

	 	

  	 	 	 	 	

	 	 	 	 	

	 	 		

  	 	 	 	 	

	 	 	 	 	 	

	 	 	 	 		

  	 	 	 	 	

	 	 	 	 	

	 	 	 	 	 	

	 		
	
  	 	 	 	
	 	 	 			
	 	 	 			
	 		
	 	 	 	 		

	
	 		

  	 		
  	 		
  	 		

	 	 	 	 		
	 	 		
	 	 		
	 	 	 		
	 	 		

	
	 	 	 	

	
	 	
	 	

	 		

	

M2ACS: Mul&faceted Mathema&cs for Complex Energy Systems 

Applica&on subchallenges 	guiding	integra&ve	 
mathema&cs 
• Integra:on is guided by applica:on challenges that	 

span representa1vely both the domain set	 and the 
difficulty set	 addressed by mathema1cal themes:	 

• Integra:ve Math via	 Applica:on Challenge 1: 

Temporal/Network-Spa:al Mul:scale 

Approaches For High Impact	 Power Electronic 

Grid Controllers, Shuai Lu		 

• Integra:ve Math via	 Applica:on Challenge 2: 

Probabilis:c Modeling for Complex Energy 

Infrastructure, Henry Huang 

• Integra:ve Math via	 Applica:on Challenge 3: 

Model-driven boundary condi:ons for future US 

energy infrastructure, Chris De Marco, 

• Integra:ve Math via	 Applica:on Challenge 4: 

Infrastructure - Decision Interdependencies in 

Electric Energy, Air Quality, Water, B. Lesieutre.		 

Mathema&cs Themes 

• predic:ve modeling, a	 boiom-up theme 
–	 dynamics and stochas:cs, 
–	 Lyapunov func:on structure, 
–	 Stability, 
–	 Graph tools and concepts; 

••scalable algorithms 
- dynamic simula:on, 
- mul:-level methods, 
- decomposi:on methods 

••mathema:cs of decision, a	 top-down theme 
–	 hierarchical op:miza:on, 
–	 equilibrium problems, 
–	 mathema:cs of data, 
–	 online op:miza:on 

••integra:ve mathema:cal frameworks –	 approxima:on, 
–	 relaxa:on, 
–	 rare event	 simula:on 
–	 model reduc:on 
–	 Integra:ve frameworks 

11 



	 	 	 	 	 	 	 	
	 		

  	 	 	 	
	 	 	

  	 	 	
	 	 	 	 	 	 	 	 	
	 		

  	 	 	 	
	 	 	 	 	 	

	

  	 	 	 	 	 	 	 	
	 	 	 	 	 	 	
	 	 	 	 		

  	 	 	 	 	
  	 	 	 	

		
  	 	 	 	

	 	 	 	 	 	
	 	 	 	 	 	

		

	

Math Contempla&on 
Fundamental (and unexpected?) Math Insights Stemming from Integra&ve 

• Iden:fica:on of Stochas:c Resonance 
Phenomenon in Power	 Systems (Tartakovsky).		 

• “First-principles” demonstra:on that	 cascade 
failures occur in groups of lines (observed in 2003 
blackout; Weare;	 figure) 

• Provably Exponen:ally Accurate Temporal 
Decomposi:on for long horizon problems (LQR	 w. 
bounds; Anitescu)		 

• COAP 2013 best	 paper prize. (Fall 2014; out	 of 91 
eligible papers Miles Lubin, an alum of pre-
M2ACS, Petra, Anitescu–	 for parallel simplex) 

• 4 personnel with Early Career 
• Grid Moderniza:on Laboratory Consor:um 

(GMLC) 
• "Op:mizing Stochas:c Grid Dynamics at	 Exascale”	 

was recommended in the Seed Exascale 
Applica:on category of the Exascale Compu:ng 
Project	 (ECP). 

12 



 

   
      

    
  

   
  
  

   

 

  
  

    
    

    

     
     

 

DOE’s Quadrennial technology review (QTR) 
feature of PIPS ALCF runs. 

� Three types of solvers (for 
stochastic programming; Petra, 
Lubin, Zavala, Chiang; Anitescu as 
initiator, cheerleader, and PR) 
– PIPS-IPM: Quadratic Program, 

Parallel Interior Point (PIP) 

– PIPS-S: Parallel Simplex 

– PIPS-NLP: Nonconvex, nonlinear 
programming, PIP 

– Featured in 2015 QTR 
(“mathematics” was mentioned 7 
times, 2 for this) 

– The connection of that work to 
M2ACS is explicitly stated. 

41 
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IMDParallel distributed-memory simplex for large-
scale 	stochas&c 	linear 	programming	 

The Challenge 

· Simplex algorithms are a key computational tool 
in optimization. 
· They are important both for solving linear 
programs and linear mixed-integer programs 
· However, their reliance on direct linear algebra 
and their very sequential nature makes them very 
difficult to parallelize. 
· There have been very few algorithms proposed 
for scalable, distributed memory simplex. 

Key idea: Permuted Pattern (b) 
· Basis matrix after scenario factorizations, the 
permutation makes the lower right block invertible. 

Principal Investigator(s): Mihai Anitescu, ANL 

The opportunity/Novel Ideas 
· In energy systems, stochastic dispatch and 
relaxation of stochastic unit commitment needed 
large-scale simplex methods. 
· To solve them at scale, we developed a new 
parallel approach for the revised simplex method 
for dual block-angular linear programs. 
· The key observations are that the (a) nonsquare 
scenario components of the basis matrix can be 
factored in parallel and (b) subsequently, a 
permutation makes the lower right block 
invertible. 

Impact 

· We solve relaxation of 12-hour unit commitment 
problems (with 8,192 scenarios, 463,113,276 
variables and 486,899,712 constraints) in less 
than 5 hours on a BG/P architecture. 
· This is beyond what commercial simplex 
solvers could handle. 
· The paper* describing this work has received 
the best 2013 paper award from the 
Computational Optimization and Application 
Journal (in 2014, out of 93 eligible entries) 

*	 Lubin M, Hall JJ, Petra	 CG, Anitescu M. Parallel distributed-memory simplex for large-scale stochas:c LP problems. 

Computa:onal Op:miza:on and Applica:ons. 2013 Jul 1;55(3):571-96.	 
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	CM4 – 	Overview	and 	interac&ons	 

• Stochas:c Lagrangian equa:ons • Immersive boundary method of arbitrary high-
(Mori-Zwanzig & DPD) for mesoscale order on unstructured grids 
reac:ve and charged transport	 • MZ-based refinement	 

• Compa:ble meshless methods with 
spectral-like proper:es • Concurrent	 coupling of mul:-fidelity 

models	 
• Mul:scale universal interface 

• Renormalized Mori- algorithm and sosware 
Zwanzig formula:on for 
reduced-order modeling 

• Stochas:c Eulerian-Lagrangianmethods 
for fluid-structure interac:ons 

• Uncertainty quan:fica:on for 
• Unified theory for the molecular systems 

design and analysis of • Concurrent	 sampling algorithm for 
algebraic mul:grid molecular systems 
methods 

• Mul:-fidelity framework & 
op:miza:on of lithium-air baiery 

• Universal mesoscopic model of 
surface tension 
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Meshless surface physics: solving PDE on manifolds using GMLS 

N.Trask (SNL), P. Atzberger, B. Gross (UCSB), M. Maxey (Brown) 

How to generate local high-order finite difference-like stencils for surface derivatives: 

Accuracy competitive with spectral methods1, 

particularly for surfaces with high curvature. 

O(N) solves using standard AMG 

Use local reconstruction of metric tensor to 

get stencil approximating surface derivatives 

From points in neighborhood, locally 

parameterize manifold over tangent space 

using GMLS to approximate metric tensor 

Target applications: 
Mesoscale problems involving surfaces physics + deformation of interface 

Meshless → easy to handle complex moving interfaces 

Hydrodynamics within 
lipid bilayer as vesicle 

deforms under flow 
(UCSB) 

Li 

Surfactant transport 
driving bubble dynamics 

(Brown) 

Li-ion battery failure: 
surface deposition at High-order convergence when coupling bulk 

interface during lithiation 
to manifold diffusion processes 

drives fracture process 

1. “Spectral Numerical Exterior Calculus Methods for Differential Equations on Radial Manifolds” B. Gross P.J. Atzberger (arxiv.org/pdf/1703.00996.pdf) 

https://arxiv.org/pdf/1703.00996.pdf


    

   

  

   
  

    

    
 

  
     

 

    

  
  

 

 

 

 

 

 

 

	 	 	Integrated Mathema&cal Approaches 
ISPH2: Parallel implicit SPH implementation using LAMMPS/Trilinos Very good scalability up to 134M 

particles on 32K cores (largest 
implicit SPH run ever) particle data / 

distribution 

linear solvers / 
preconditioners 

Improved SPH method: 
standard SPH fails to converge 

Used for realistic problem under refinement 
on complex geometries 

Massively parallel 
implicit particle 

method 

K. Kim 
Trask, Maxey, Kim, Perego, M. Perego J. Xu/M Parks Parks, Yang and Xu. Res, CMAME 

2014.analysis solvers 

M. Maxey C. Siefert 
N. Trask 

models simulation 
W. Pan A. Tartakovsky 

17 



 

    
   

 

	 	 	 	

   
 

  
 

      
  

        

         
 

      
          

      
      

our focus 

We generalize the classical linear scheme of Kennedy and O’Hagan 

AR1 

CM4 – Integra&ve Applica&ons 
Multi-fidelity Modeling & Optimization of Li-O2 Batteries Multi-fidelity modeling 

Objective: Maximize discharge capacity 

40 

Device-scale Performance and Design of Electrode Structures 
Nonlinear Multi-Fidelity Surrogates via Deep Learning J. Phys. Chem. C , 119, 14851−14860, 2015 

Particle growth 

Surrogate Model for 
Discharge Capacity 

to a compositional and robust model inspired by deep learning that can learn complex 

NARGP 

nonlinear and space-dependent cross-correlations 

Space-dependent nonlinear map from the low- to the high-fidelity model 
*example for 2 levels of fidelity — extension to more levels and deeper networks is straightforward. 

P. Perdikaris, M. Raissi, A. Damianou, N.D Lawrence, G. E Karniadakis, 42 
Nonlinear information fusion algorithms for robust multi-fidelity modeling, 2016. 

18 
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CM4 – Integra&ve Applica&ons 



	
	 	 	 	 	 	 	 	 	

	
	 	 	 	 	 	 	 	 	 	 	 	 	

	 	 	 	 	 	 	 	
	

  	 	 	 	 	
	 	

  	 	 	 	 	
	 	 	 	 	 	

	 	 	 	 	 	 	 	 	

  	 	 	 	 	 	 	
	 	 	 	

	
	 	 	 	

	 	 	 	 	

	 	 	 	 	
	 	 	

  	 	 	 	 	 	 	
	 	 	 	 	

	 	

  	 	 	

  	 	 	 	
	 	 	 	 	

	 	 	 	 	
  	 	 	 	

	 	 	 	
	 	 	 	 	

	 	 	
	 	 	 	

	 	 	 	 	 	 		
  	 	 	 	 	 	 	 	 	 	 	 	 	 	 	

	 	 	 	
  	 	 	 	 	 	 	 	 	 	 	 	 	 	 	

	 	 	 	 	 	 	 	 	 	 	 	 	 	

DiaMonD 	highlight:	Bayesian 	inversion 	for	large-scale	complex	models	 
with applica&on to flow of the Antarc&c ice sheet 

O. Ghaias (UT-Aus:n), T. Isaac (U. Chicago ->	 GaTech), N. Petra	 (UC Merced), G. Stadler 	(NYU) 

Driving forward problem: modeling flow of the Antarc:c 
ice sheet	 
• Nonlinear Stokes with temperature- and strain-rate-

dependent	 (non-Newtonian) viscosity 

• Strong nonlineari:es, complex rheology, Highly ill-
condi:oned due to orders-of-magnitude varia:on in 
viscosity & basal fric:on, Wide range of spa:al scales: 
O(102	 m)	to O(106 m)	 

• To meet	 these challenges, we have developed a	 new 
state-of-the-art	 numerical model based on locally-
mass 	conserving	and 	high-order	discre&za&on, 
aggressive parallel AMR, physics-based 
algorithmically	op&mal	mul&level	linear and	 
nonlinear solvers	 with demonstrated scalability to 
O(106)	cores	(on	LLNL	 Sequioia 	BG/Q)	 

Driving inverse problem: inferring Antarc&c 
basal	 fric&on	 from satellite observa&ons	 of 
surface 	velocity		 
• The parameter field to be inferred is 

basal fric:on, which is an infinite-
dimensional field 

• Observa:onal data	 from InSAR 

• Bayesian formula:on to invert	 not	 only 
for mean of basal fric:on, but	 
uncertainty in inversion as well 

• Developed novel op:mal low-rank-based 
Bayesian inversion method that	 exploits 
Hessian structure and scales to O(106)	 
parameters (largest	 & most	 complex 
Bayesian inverse problem solved) 

Awards, recogni&on, training of next genera&on researchers: 
• Underlying mul:level implicit	 solver received 2015 Gordon Bell Prize, 2016 Copper Mountain Best	 Student	 Paper Award, SC14 Best	 Poster 

(from among 193 submissions) 
• Junior researchers on project	 received 2016 SIAM	 Supercompu:ng Early Career Prize (T. Isaac), 2016 ACM/IEEE-CS George Michael 

Memorial HPC Fellowship (J. Rudi), and assumed faculty posi:ons at	 NYU, UC Merced, & GaTech 



	 	 	 	 	 	 	 	

	 	 	 	 		 	 	 	 	 	 	

	 	 	 	 	 	 	
	 	 	 	 	 		 	 	 	 	 	 	 	

	 	 	 	 	 	 	 	

Bayesian inversion for basal fric&on field in Antarc&ca 

InSAR-based ice surface velocity observa:ons Inferred mean of basal fric:on field 

Reconstructed ice surface velocity field (based on Inferred uncertainty in basal fric:on field (standard 
inferred mean of basal fric:on field) devia:on of Gaussianized posterior of log basal fric:on) 



	 	 	
	 	 	 	 	 	 	 	 	

  	 	 	 	 	 	 	 	 	 	
	 	

 
	

  	 	 	 	 	 	 	

  	 	 	 	 	 	 	 	 	

  	 	 	 	 	 	

  	 	
 

	 	 	 	 	 	
	 	 	 	

	

  	 	 	 	
	 	 	 	 	 	
	 	 	 	 	 	
	 		

	 	

  	 	 	 	
	 	

Inference via	 low-dimensional couplings 
DiaMonD highlight: Y. Marzouk, A. Span:ni, D. Bigoni, MIT 

• Integra@on against an intractable probability measure is the core task	 of 
sta&s&cal inference 

• New	&	principled	approach:	 couple 	the	target	measure	to 	a	tractable	 
measure	via a 	transport 	map 

– Yields independent & unweighted Monte Carlo samples 

– Enables sparse quadrature, quasi-Monte Carlo, etc. for arbitrary distribu:ons 

– Provides easy-to-evaluate error measures (unlike MCMC) 

• Key impacts: 
– Tractable	and 	fully 	Bayesian 	computa&on:	 

bridges the gap between varia:onal inference 
(common	in	 machine learning) and sampling 
methods 

– Generalizes important	 sta:s:cal models (e.g., 
Markov random fields) and algorithms (e.g., 
Gaussian smoothers, EnKF) to the fully 
nonlinear and 
non-Gaussian case 

– A new founda:on for sequen&al	data	 
assimila&on algorithms… 



  	

  	 	 	 	 	 	
  	 	 	 	
  	 	 	 	 	 	

  	 	 	 	 	 	 	 	 	
	 	 	

  	 	 	 	 	 	

  	 	 	 	 	 	 	 	 		
	 	 	 	 	 	 	

  	 	 	 	 	 	 	

	 	 	
	 	 	 	 	 	 	 	 	
Inference via	 low-dimensional couplings 

DiaMonD highlight: Y. Marzouk, A. Span:ni, D. Bigoni, MIT 

• New	theory	and	algorithms	iden&fy	and	exploit	low-dimensional	structure 
in	 transport	 maps:	 

– Outcomes: sparse, decomposable, and/or low-rank maps 
– Yields new sequen&al	inference 	algorithms	 for streaming data	 
– Generalizes previous dimension	 reduc&on	 strategies for inverse problems 

• Efficient Bayesian inference in large-scale applica&ons: no importance weights, 
resampling, or MCMC 

– High-dimensional spa:al problems (below, 4096 dimensions) 

1 2 3 4 T 

„ ‡ — 

– Data	 assimila:on: new varia1onal algorithms for Bayesian filtering, smoothing, and 
online parameter es:ma:on, with no par:cle degeneracy 

• Mul:scale inference [Parno, Moselhy, & Marzouk JUQ 2016] 



	 	 	 	
	 	 	 	 	 	

 

     
 

      
       

  
         

 
        

      

 

 
 

 

    

DiaMonD Future Development: Learning 
from Data with Quantum Compu&ng (LANL) 

≈ 

Feature extraction using non-negative matrix 
factorization: 
• Accurate, low-rank representations of big data 
• Up to 60x speed-up over Gurobi (a state-of-the-

art classical tool) 
• Next-gen D-Wave hardware will be much more 

performant for this problem 
• Next step: inferring subsurface flow models 

from observational data with the D-Wave 

35 
features 

2400 
faces 

= 
factor 

= + + 
O’Malley, Vesselinov, Alexandrov, Alexandrov (LANL) 



  	 	 	 	 	 	 	 	 	
	 	 	

  	 	 	 	 	 	 	 	 	 	
	 	 	 	

	 	 	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	 	 	
	 	 	 		

	 	 	 	 	 	 	 	Study Group on Applied Mathema:cs Center Like Investments 

• Post-review study – PIs, senior lab personnel, Other agency 
program managers, … 

• Ten Well Defined Ques:ons – five to capture best	 prac:ces and 
five to explore futures 

“The collec&ve group of people involved in this round of MMICCs 
would never had embarked on this successful line of research 
without the MMICCs program.” 

25 



  	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	 	
	 	 	 	 	 	

	 	 	 	 	 	 	
	 	 	 	 	 	 		
  	 	 	 	 	 	 	

	 	

  	 	 	 	 	 		 	 	 	 	
	 	 	 	 	 	 	 	 	
	 	 	 	 	 	 	 	

  	 	 	 	 	 	

	 	

	 	 	Study Group Discussions 

1. Was	 the scope of the project sufficiently well defined? Was	 it 
easy to define what was	 “in-scope” and what was	 not? If 
new challenges	 or ideas	 came about as	 the project 
progressed, were you able to exploit the opportuni@es	 and/ 
or cope with the failures	 without losing focus? 
– Proposals were well-defined at	 a	 high level, focusing on 
conceptual ideas 

– Specifics of the research developed organically. It	 was easy to try 
new specific thrusts because the scope was not	 overly prescribed. 
Many examples of new direc:ons and projects shown. 

– Poten:al issue -- no	 mechanism to	 bring in	 addi&onal	 people 
from	outside	the	project 	or	remove	people	to 	adapt 	to 	changing	 
priori&es	 and	 research	 direc&ons	 or poor performance.	 
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	 	 	Study Group Discussions 

2. The MMICCs	 projects	 are unique in DOE investments	 as	 
“focused research” at large scale. Was	 the scale –	 too big, too 
small or just right? How did you decide on and integrate the 
components	 of the project and their evolu@on as	 the project 
progressed? 
– “Right	 sized” – not	 too small and not	 too big 

– Interac:ons within the projects were generally not	 pre-designed 
and emerged as the project	 progressed to address specific 
problems.		 

– Sub-teams organized around specific sub-problems and 
harnessed diverse skills present	 and encouraged team members 
to explore new areas. 

– Poten1al Weakness: Flexibility needed to form cross-ins:tu:onal 
teams 
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	 	 	Study Group Discussions 

3. Integra@on of laboratory and university skills, resources	 and 
personnel is	 always	 tricky because of the different priori@es	 
and processes. How did that work	 here? 

– Academic members with strong exis:ng DOE connec:ons 

– Early-career inves:gators, who are talented but	 not	 yet	 tenured 

– Connec:ng the junior researchers—by providing travel budgets, 

lab visits, and cross-university visits … 

– Poten1al Issue: Faculty are not	 research intensive during 

semester. Engage graduate students and post-docs directly; use 

laboratory internships 
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4. Project Management prac@ces	 –	 can you comment on best 
prac@ces	 or drawbacks? 
– Frequent	 mee:ngs early on were iden:fied as important	 to gets 
team members talking to each other. 

– Defining mathema:cally detailed model problems early on in 
version controlled documents provided focus. 

– One project	 used weekly webinars to maintain contact	 with and 
between the project	 par:cipants. 

– One project	 held frequent	 PI	 mee:ngs where all senior PIs could 
provide feedback. 

– For larger mee:ngs with project	 leadership including track leads, 
it	 was important	 to have an agenda	 beforehand with topics 
solicited from team. 
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	 	 	Study Group Discussions 

5. What were the best prac@ces	 in recrui@ng and developing 
talent that we should template and replicate? 
– Reten&on was more of a challenge than recrui&ng. Senior PIs 
depar&ng soon	 aner award	 creates	 problems.	 

– The scale of the centers and the possibility for collabora:ve 
opportuni:es were useful selling points. 

– The stability of having 5 years of guaranteed funding allowed the 
projects to recruit	 the best	 students. 

– Providing the opportunity to spend :me at	 DOE labs was an 
airac:on for students. 

– Having high-profile PIs also helped airact	 talent. 
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	 	 	Study Group Discussions 

1. How do we iden@fy and sustain support for mission relevant 
fundamental research in Applied Mathema@cs	 and Sta@s@cs? 

– Keep MMICCs centers organized around mission-driven problems. 

– Maintain several diverse centers; 

– Find ways to beier disseminate results to highlight	 the successes. 
Make argument	 for support	 of Mathema:cs. 
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	 	 	Study Group Discussions 

2. How can we encourage inves@gators	 to explore new and risky 
emerging research paradigms	 inside these larger organized 
research units? 
– Risky research • valuable research that	 would have not	 been 
funded otherwise. 

– Flexibility is key. Provide opportuni:es for teams to self assemble. 
The lack of prescrip:on allows centers to evolve. 

– Make the centers easily reconfigurable 
• Give PIs the freedom to issue new subcontracts to add new people. 

• Fellows who can propose 1-year high-risk projects and give the 
MMICCs freedom to spend 10% of budget	 on high-risk projects. 

• Allow centers to add new people, perhaps within 2-3 years of taking 
a	 tenure-track job, who bring new research direc:ons. 
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	 	 	Study Group Discussions 

3. How do we design these units	 to respond to the challenge of 
simultaneously suppor@ng research on long standing hard 
problems	 like coupled high fidelity climate modeling (for 
example) and fast changing demands	 of things	 like new data 
intensive science and advanced architectures? 
– Long-term commitment	 with the la:tude to rebalance and 
reconfigure their MMICC will allow them to adapt	 to fast-
changing demands while s:ll addressing long-standing problems. 

– Combine this long-term horizon with supplemental add-on 
proposals: write 5-7 pages to bring in more people to work on 
tasks different	 from the original tasks. This would fund addi:onal 
parallel work. 

– Any center does need to include people from both labs and 
academia; the cross-fer:liza:on is essen:al. 
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	 	 	Study Group Discussions 

4. How do we incen@vize these en@@es	 to integrate researchers	 
at DOE laboratories	 and universi@es? How do we help them 
create and sustain the talent pipeline for DOE’s	 current and 
future workforce needs? 
– Centers need to be funded on a	 cycle that	 works with funding 
students and postdocs. 

– Guarantee student/post	 doc funding for fixed term 

– Try to synchronize the funding of lab and university partners. 
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	 	 	Study Group Discussions 

5. Interes@ng ideas	 for new structures	 to organize the research 
program. Governance structures, award mechanisms	 and 
monitoring? 
– Add a	 fellows program as described above to foster new research 
direc:ons and the inclusion of new team members. 

– Ins:tute a	 program in which exis:ng ASCR	 Applied Mathema:cs 
grant	 holders can write small supplemental proposals to 
collaborate with MMICCs 

– Major milestone at	 three years where serious feedback can be 
given. 

– Need to put	 a	 mechanism for renewal in the next	 call, where the 
renewal process is something that	 can be appropriately 
customized and not	 involve a	 full blown proposal 
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DiaMonD 	research 	on 	DNS	methods	for	 
complex fluids & porous media 

(George 	Biros, 	UT	Aus:n)	 

Goal:	 HPC, scalable, mul:-fidelity, black-box (tuning- and 
parameter-free) solvers 
Formula&on: integral equa:ons, implicit	 :me-stepping, high-

Par:culate flows order discre:za:on methods, precondi:oners, O(N) fast	 N-
body direct	 solvers 
Reduced order models: Physics-based correc:on to small DOF; 
high-dimensional regression 
Physics	apps:	 transport	 & mixing, polymers, colloids, ac:ve 
maier, non-equilibrium sta:s:cal mechanics 

2048 (x86+KNC) nodes, 18B DOFs, 88% efficiency Porous media	 (collab.	w/	R.	 Juanes, MIT 


	Structure Bookmarks
	Principal Investigator(s): Mihai Anitescu, ANL 
	Accuracy competitive with spectral methods
	Use local reconstruction of metric tensor to get stencil approximating surface derivatives 
	Hydrodynamics within lipid bilayer as vesicle deforms under flow (UCSB) 
	Surfactant transport driving bubble dynamics (Brown) 


